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Scientific Computing
Initiates eScience @ UW
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eScience Institute @ UW Launched in Nov 2008
to enhance the Domain Sciences

MSDN Blogs > eScience @ Microsott > University ot Washington eScience Institute Rollout
Event

University of Washington eScience Institute Rollout Event

~ eSclence 6 Nov 2008 12:57PM WO

Yesterday afternoon | had the pleasure to participate and present at the UW eScience

Institute kickoff event. | really enjoyed the event and and the vision laid out by Ed

Lazowska. The talks by David Baker, Martin Savage and Andy Connolly really highlighted the

need for resources to help in the eScience space. While the effort is still spinning up, it will

be a great resource for scientists at UW to utilize in their efficient adoption of computing 7]
technologies. | look forward in continuing to work with UW as we've been doing with the o
Dynameomics project and with the Trident Workbench,

University of Washington eScience Institute®
href="http://escience.washington.edu/rollout/index.html|">Rollout Event
for the University of Washington eScience Institute

Presentations by:

* Phyllis Wise, Provost

¢ Ed Lazowska, Computer Science & Engineering
(Interim Director, eScience Institute)

* Dan Fay, Microsoft Research

(All other Web sites/images/videos
have been removed
-including the video of the entire event)

Simulation

e David Baker, Biochemistry <=
e Martin Savage, Physics <=

¢ Andy Connolly, Astronomy <

Calculation and Simulation

Rollout Event for the University of Washington eScience Institute

Cross Posted from Dan Fay's Blog (http://blogs.msdn.com/dan_fay)

—

L essons | Learned:

e Domain Scientists (DS) and CS have different agendas

Simulation and Data

e DS simply want to optimize scientific output - requires large HPC resources 3
e CS (and AM) need DS to justify/acquire large resources - little intrinsic need of their own
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HYAK Pls
(=HYAK funder)

*. http://www.washington.edu/itconnect/research/hpc/
Acadervic Unit Department P I I I I I I
" Broad representation in sciences, engineering, bio
Arts & Sciences | Applied Math Eric Shea-Brown
Arts & Sclences | Applied Math Randy LeVeque
Arts & Sciences | Astronomy Victoria Meadows . .
Arts & 5S¢ Biol Adam Leach H H H H
T A st Hyak Allocation by Domain Hyak Utilization by Domain
Arts & Sciences | Chemistry Lutz Maibaumn
Arts & Sciences | Data Scence Beajamin Mako Hill ‘
Arts & Sciences | Demography Matt Weatherford \
Arts & Sciences | Microbiolegy Marina Kalyuzhnays
Arts & Sciences | Nuclear Physics Aurel Bulgac
Arts & Sciences | Nuclear Physics Chris Laumann
Arts & Sciences | Nuclear Physics George Bertsch
Arts & Sciences | Nuclear Physics David Xaplan
Arts & Sciences | Nucloar Physics Martin Savage
Arts & Sciences | Nuclear Physics Silas Beane
Arts & Sciences | Statistics Kris Shaw
Sothell STEM Elsine P. Scott
JEngincering Astro & Aero Engineering Anthony Waas
JEngineering | Astro & Aero Engineering Antonino Ferrante
JEngiveering Astro & Aero Engineering Michael Bragg
|Engiveering Bicengineering Matt O'Doandl
JEngineering Chemical Engineering Dan Schwartz
JEngiseering Chemical Engineering David Beck
JEngineer Chemical Engineering James Carothers
JEngiveering Chemical Engineering Mary E Lidstrom
JEngheering Chemical Engineering Murray Mackett
JEngineering Chemical Engineering Shaoyi liang
| Engineering Chemical Engineering W. James Pfaendtner . . _
[engineeding [l & Emvironmental Engneering | Charies Roeder ® Biochemistry ® Nuclear Physics
Engneer! Chil & Emironmental Engineer Dawn Lehman : : . :
:ﬂ!heeﬁz MlEMfomntnlth Erkan Istarbulluoghy = Chemical Englneerlng = Astro & Aero Engmeerung
JEngineeding | Civil & Emironmental Engineering | Faisal Hossain m Climate Science m Astronomy
JEngineering Civil & Emvironmental Engineering | Jessica D. Lundquist ‘
[Engieering | Civil & Environmental Engineering | Joanna Gaski ® Evaluation ® Elecrtrical Engineering
;!Mw: ﬁﬁtE"M":°,,“‘“°",,,,,,,:::§"”°°",,.;,,,ﬁ§ mm ® Biology ® Civil & Environmental Engineering
il Engiveeri Civil & Emvironmental Engineeri Pedro Arduino : ;
:w: cm&tnﬁronmentaltgneeﬂg Richard Wiee - Applled Math ® Structural Engmeermg
Jinginesding —Gecrvicai ngmsrng L Amaetram " Sloengineering = Demography
. ¥, am .
| T T R STEM = Data Science
Environment | Climate Scence Lisa J. Graumlich
School School Josh Blumenstock
iSchool ischool Scott Barker ist modified: lulv 1. 2015
Medxine Biochemistry Nex Zelter
Medicine Biochemistry David Baker
Medcine Blochemistry David Veesier
Medine Biochemistry Frank Dimaio N\ 3 . . .
Sedcoe —octanr =uees— (Qpserve the “usual” ~Log-Normal distribution of use
Mediine Biochemistry Rachel Kievit
Medicine Biochemistry Tricia Davis '
Medcine Urology Hunler Wessels h -— | |
e S seen at other centers - long tall. 4
UWdT Evalustion Chance Reichie
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What is Needed Globally

and Locally ?

eNeeds are Exa-scale and beyond In essentially all areas

e Some are Capability
e Some are Capacity
e Some are both

-

I e i i I I I S

The Orrate Scence wortahop wmam heid November 6.7, 2008 n Wesbingion. DC
Warrer, Wt wghin) ¥om WCAN was Pe Ohae

PEERPEIER i singms Vo Sn e iy $n Db i wt e Bn Rsn o C gty o4 Pu Lok v s

The HQP Enirgy PRysais asiber $00% w0t op was Nedd December 911, 2008 at 7w SLAC Nasona
Aoy Laborwory. Ve Pars,. CA

The Char was Roger Blandiond Som MIMALSLAC. CoOnain wers Young-Kee % Bom FNAL and
Norrars Orvat. Cobumteo

—

Pttt s o i B e od Pa P o g P te g (g g T

The Nuciear Physics worsnop was January 2620 2008 o Wastengron, DC
The Char was Olern Yourg Pom ORNL. CoChairs mere Duvid Dean Bore ORNL and Marin Sevege

Urtvaratty of Veanbwrgion

Yo s imaw 1 Fyme o Werbarog Macert @

@ me

Cematle Crund Cratmnges o et Cnagy Semrcas rd Sa Bain of Jampting o8 ®o Cownme Soma

The Fusion Erergy Schences woatop wes March 1820 2009 » Waastwrgion, DC

B8 Targ P PP wen Pe Chaw and Dawnd Kepas forn Cotuming wes Co Cnew

Pusion Enengy Scmnces Werkshop Regon &

Capability Areas

e e e T T B S e e Rt L

he Nudeor Lrergy Soerce Soertic Crand Challerges Wortahop wee May 1112 2000 »
Wasrwngion OC
Robert Rosrer Som ANL sam e Orawr ang Drve Moo fom WT wass e Co-Otawr

N L gy st g Mgt @

Sasavery o Bmas Comyy Suimams Tha Suts of Cumpniiog = Po Caveme doan O

The Maerdr 50008 and Crarwilry wirkalop wik AuQust ' 3-15. 2009 n Washwgior. OC
Outa Sl bom Pe Urvvarslty of Catorsg of Dews was P Ohar aodd P CoCrar s Mo

Durving Univendy of lrcs

Voterias Sowrce Prysacs and Cramesy Woetop Regor @

L TR T O

Trw Bology sofahop wes Auguat 1795 2000 n Ovcsgo, &
Profosacr Mick Slavera, ANL University of Chicaga ) was Char and Mofosscr Ma [llamas hom Pe

Urvvaraty of Catbrs Sar Dungs wen e Con e

Beokogy Werkatwop Regort @

Crarrm Grvms (hatarges m Setore Sar Ty Ta B 1 T amgmeg @ te Lwreme boou 7
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Capacity areas are a superset of capability areas,includin
what is called “big—data” in reality: generally small data 5
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What is Needed Globally
and Locally ?

- Capability resources provided by
Leadership-Class facilities through
peer-reviewed allocation process

- Capacity essentially not provided
o XSEDE, NERSC - but way too few cycles
e US is not providing the necessary pyramid of resources
required for projects

e Need for Capability - BUT Bigger need for mid-
scale Capacity (e.g. 1K, 4K, 16K cores)

e |imited big-data’ needs - just not seeing significant usage of
the cloud by UW researchers - demand is at the few-nodes
level - this will likely change, but not sure when or how
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What is Needed Globally
and Locally ?

“The Speed of Science”

* Need access to hardware to allow for new ideas to be explored
asap.
e c.g., if NERSC allocation runs out after 6 months, then have to wait 6 months
to have more capacity computing time to develop idea
e Hyak gives immediate access all-year round

* Clear need for a local mid-scale resource that is on-demand for

® testing ideas

e rapid development of new codes for Capability running
e Needs to be big enough with necessary characteristics to be useful
e Needs to be within a capable cyberinfrastructure
¢ 40% of HYAK is used in this area
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What is Needed Globally
and Locally ?

“Preparing for Capability Production”
- Need on-demand resources for code development for production at
scale.

e Needs a representative environment”

e Needs to be within a capable cyberinfrastructure
e 40% of HYAK is used in this area
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What is Needed Globally
and Locally ?

“Cloud Ain't Secure” - despite what some might say! | |
- Need on-demand resources for Cloud Computing that is '

secure dg ‘
e |ocal control over permissions etc - not NSA readable. ‘

" Big Data Pipelines”
* Need on-demand resources to handle large data sets generated
with capability or capacity resources, or experiment.
e cfficient data movement, storage and retrieval
e fast connection to outside world, within the university, to leadership class and
capacity computing centers.
e Semi-real-time processing data from high-throughput instruments
e Needs to be within a capable cyberinfrastructure

e Needs good network-infrastructure
e 20% of HYAK is used in this area o
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What is Needeo

and Local

HPC by the Numbers
Globally TS
y? g ) 51 A |
- .;‘!‘ " -'.l .

UW Needs mid-scale Capacity Computing with
Capability-Computing Hardware

More mid-scale capacity machines would meet the

current need, €.g., 100K, 50K, 10K core machines
(Hyak currently has 11K cores and 48 GPUSs)

Hardware needs to match the user characteristics at the

Uw

- small number of capability and large number of small job size
- CPUs at the 99% level - few GPU capable users

science per unit time is the criterion
- configurable hardware options

10
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What is Needed Globally ==%a=Ss
and Locally ? 20

HPC by the Numbers

UW Needs more HPC-capable FTEs to be embedded in
projects to port and continually evolve codes to rapidly
changing architectures.

e.g., PNNL-UW collaboration in Nuclear Physics (Ken
Roche) is a very successful demonstration of such a
collaborative ettort.

SciDAC projects work - need them for UW/WA research

(eScience Institute was supposed to do this - it does not)

11
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What is Needed Globally
and Locally ?

Top Three Domains

105

& Biochemistry
& Nuclear Physics

Astronomy & Astrophysics

standardized core-hours

Astronomy & Astrophysics Biochemistry Nuclear Physics
1
. ) 20 8
y s i Hyak
r _ y
i Jlab
W XSEDE S BOINC
Titan
Blue Waters Mira BGQ
“ NERSC
100 gee 65
12
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A (very) few Science Cases



Sloinformatics

Raw data is collected from the environment or in vitro mimics of environmental conditions, then
collated, assembled and analyzed.

Lidstrom Lab

As an example, two data sets consisting of 60 million unattributed RNA sequences are run against 10
million known protein sequences.

The goal is to identify proteins that may be derived from the RNA sequences.

pdgBLAST (created by Dave Beck) provides an infrastructure for running such queries on Hyak, taking
advantage of Hyak’s significant storage capacity, bandwidth and computational power.

The query ran on 70 nodes, with 8 cores per node, for 20 days : requiring 268,800 core-hours.
pdgBLAST applied to queries of this sort is well suited to Hyak.
Specifically, Hyak offers the ability to perform week-long queries over large numbers of nodes.

Tasks of this sort are difficult to arrange on existing systems at national supercomputer centers.

As bioinformatics workloads of this sort scale up, Hyak serves as a valuable development platform for
the next generation of pre-exascale data intensive computers currently under development.
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Scatterplot of Project Talent
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e| inear Algebra common to many other fields

e [inear solvers - collaboration with AM/CS/Physics is crucial
eRequires Big-Data, Capacity and Capability Computing

e predict height, intelligence with precision




CONTROL OF REPEAT-PROTEIN CURVATURE BY COMPUTATIONAL PROTEIN DESIGN
Park, K. et al. Nat Struc Mol Biol 22, 167-74 (2015)

Shape complementarity is an important component of molecular recognition, and
the ability to precisely adjust the shape of a binding scaffold to match a target of
interest would greatly facilitate the creation of high-affinity protein reagents and
therapeutics. Here we describe a general approach to control the shape of the
binding surface on repeat-protein scaffolds and apply it to leucine-rich-repeat
proteins. First, self-compatible building-block modules are designed that, when
polymerized, generate surfaces with unique but constant curvatures. Second, a set
of junction modules that connect the different building blocks are designed. Finally,
new proteins with custom-designed shapes are generaled by appropriately

combining building-block and junction modules. Crystal structures of the designs 0l N
lllustrate the power of the approach in controlling repeat-protein curvature. m E f
DLRR_K Ncap-L24-2L32-2124->([L28->1L29] H\"\@ \ :
. }j -

e —————

Building block module design Junction module design General module assembly

<
L»(nb
%
R D Green: design model
eoo Magenta: crystal structure”

e Monte-Carlo strings of molecular subunits to minimize energy.

e Single core size jobs in general, runs on multi-cores on HYAK,
also runs on BG/P and BG/Q through INCITE allocations.

e Not GPU/Phi-capable at present

e Hyak is MUCH cheaper compute platform than any other

Baker’s Lab : http://www.bakerlab.org/index/index.html
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Designer Proteins

Protein Design

Kemp eliminase Retro-aldolase

Improve the physical model and the sampling methodology
underlying the prediction and design calculations in Rosetta.

On the structure calculation side, strive for consistent near-atomic
resolution ab initio structure prediction for small proteins, and work
towards atomic level structure determination for proteins greater
than 200 amino acids.

Focus on membrane proteins and other systems for which
obtaining high resolution experimental data is difficult—this is
where our approach are likely to contribute the most.

Extend data guided structure determination to biological
assemblies.

Extend the methodology to non natural amino acids and cofactors
to try to leapfrog over the limitations nature has faced with the
limited set of twenty amino acids. Design a complete pathway for
fuel production from CO2 using solar generated reducing

Rosetta@home Casaen
Protein Fo|ding, Design’ and Docking Develop and teS'[ methOdS for deSigning hlgh aff|n|ty binderS/
inhibitors for any specified surface patch on a protein of known
structure.

Develop new biomolecules with new functions —inhibitors,
enzymes, endonucleases, and vaccines—that can have a positive

_ _ impact on the world.
Baker’s Lab : http://www.bakerlab.org/index/index.html
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Molecular Science
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Jim Pfaendtner’s research group in Chemical Engineering specializes in computational
molecular science and engineering applied to a wide range of interesting systems and
technological problems in soft matter, biophysics, biocatalysis, and reaction engineering.

Current areas of interest include protein/surface interactions and the interactions of
enzymes with novel solvents.

Main computational tool is molecular dynamics.

One of the few efforts on UW campus that can utilize GPUs.

Without Hyak, Jim would not have come to the UW !
Hyak is important for recruiting and retaining for junior scientists.
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Nuclear Physics
Lattice QCD and Nuclear Many-

o)
3 OO
'

Lattice QCD - USQCD collaboration

32°x256 anisotropic clover on 1024 BG/P cores

. . mixed precisio'n BICGStab e
Conf|gurat|on : e.d., mixed precision multigrid =—e=—
Vol = 32 x 32 x 32 x 256 lattice sites
Vol x 4 x 8 = 268 Millon independent real numbers 2 9 Sc1DAC
to define Uu(x) (generally double precision) 2 100 WA & B ¢ Discovery 4

:f b Adv ufkcd Computing
8 24.5x
L)
e
§ 13.9x
Propagator : e.g., \'\F
32 x 32 x 32 x 256 lattice sites 10 f -

- - . hys mllght o
~ 100 Million x 100 Million complex sparse matrix Mo . L Mg,

(to invert and take determinant) 0088 -0.086 0084 0082 -008 -0.078 -0.076 -0.074
mass

Nuclear Many-Body (Bulgac (UW)+Forbes(WSU)+Roche(PNNL) )

Strong Scaling of UFG on TITAN
10' = ' ' ! ' ' ! Sample Nuclear Code Comparisons (4-component qwfs)
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Astronomy and
Astrophysics

Other

nonlummoEJs

components
Dark Energy Dark Matter intergalactic gas 3.6%
~ 73% ~ 23% neutrinos 0.1%

supermassive BHs 0.04%

~_ The N-Body Shop

B i s 0.4% Tom Quinn (UW)

radiation 0.005%



Climate

UW’s Climates Impact Group
College of the Environment January 2020

ECHAM4 IPCC A2
Precipitation
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HPC by the Numbers

-

HPC by the Numbers

Summary

UW research programs have a long-standing, well-
established and compelling need for larger capability and

capacity computing resources.

e A small number of capability users, a large number of capacity users

e ~|og-normal distribution of jobs (same as any platform)

e CPU are main hardware, accelerators have not been adopted at any significant level.
e UW research need more of both types of compute resources

¢ | imited, but specific, need for cloud-type computing

Since 2007

® infrastructure has been planned and deployed to address the mid-scale and small-
scale capacity

e needed for code development and small-scale production

e support from UW admin. has been critical

More HPC-savvy people are needed at UW



HPC by the Numbers HPC by the Numbers

Summary

UW should be a Center for
Scientific Computing

WA State should be a leader in
Scientific Computing



Main Session

9:30 — 10:45
10.45 — 11:00
11:00 - 12:00
12:00 - 1:30

1:30 - 3:45
3:45 — 4:00

Scientific Computing Needs at UW, WSU and PNNL - Summary of
Science Case and Current Resources

— M. Savage, Department of Physics & Chair of Hyak Governance
Board, UW

— C. Mailhiot, Professor, College of Arts and Sciences, WSU
— A. Hoisie, Director, Advanced Computing, Mathematics & Data
Division, PNNL
Coffee Break

Current and Planned Hardware + Software + Work Force
Resources Available to Washington State Researchers

-~ C. Reschke, UW
—~ C. Mailhiot, WSU
— A. Hoisie, PNNL

Lunch

Panel Presentations on Visions for an Alliance (15 mins each)
J. Pfaendtner (UW), C. Mailhiot (WSU), and A. Hoisie (PNNL)

Open Discussion (Each Participant 5 mins each)

1) How might your research be enhanced by the availability of a
computing capability beyond that currently available?

2) What, from your prospective, could be the scope and scale of a UW-
WSU-PNNL Alliance in computing: computing resources, technical
support resources, educational resources?

Coffee Break

Talk Order

Savage - UW
Mailhiot - WSU
Hoisie - PNNL

Hoisie - PNNL
Reschke - UW
Mailhiot - WSU

Mailhiot - WSU
Hoisie - PNNL
Pfaendtner - UW




