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Microscopic problem
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Find the ground state and low-energy excitations



2 types of QH effects

• Quantum Hall state = gapped state

• Two type of quantum Hall effects

• integer

• fractional



Integer quantum Hall state
• electrons filling n Landau levels
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Fractional QHE
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Large ground-state degeneracy without interactions

Experiments: energy gap for certain rational filling fractions, 
most prominently ν=N/(2N+1) and (N+1)/(2N+1)



Modern theory of FQHE

• Traditionally, FQHE is treated in condensed matter theory 
with flux attachment, composite fermion Jain; Lopez, 
Fradkin, Halperin Lee Read

• The modern version of the theory relies on a peculiar 
field-theoretical duality

• Refs: DTS arXiv:1502.03446

• Metlitski, Vishwanath; Senthil, Wang...

• field theory “derivations”: Karch, Tong 1606.01893; 
Seiberg, Senthil, Wang, Witten 1606.01989



Particle-vortex duality

• Duality between two (2+1)d field theories
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dynamical

background

Fermionic version of a well-known bosonic duality: complex 
scalar = Abelian Higgs model

Ψ, ψ: two-component fermions



More precise statement
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Particle-vortex duality
original fermion composite fermion

magnetic field density

density magnetic field
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Consequences of duality for FQHE
electron Ψ composite

fermion ψ

half-filled Landau level Fermi liquid of CFs

⇢ 6= 0 b = 0µ = 0, B 6= 0



At and away from half-filling

• Well-known fact in QH physics: half-filled Landau level 
behaves as Fermi liquid

• Duality maps a state with filling fraction of the zeroth 
energy Landau level nu to composite fermion with 
filling fraction
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Relativistic IQHE
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To explain the half-integer QHE qualitatively, we invoke
the formal expression2,14–17 for the energy of massless relativistic
fermions in quantized fields, EN ¼ [2e!hc*

2B(N þ 1/2 ^ 1/2)]1/2.
In quantum electrodynamics, the sign^ describes two spins, whereas
in graphene it refers to ‘pseudospins’. The latter have nothing to do
with the real spin but are ‘built in’ to the Dirac-like spectrum of
graphene; their origin can be traced to the presence of two carbon
sublattices. The above formula shows that the lowest LL (N ¼ 0)
appears at E ¼ 0 (in agreement with the index theorem) and
accommodates fermions with only one (minus) projection of the
pseudospin. All other levels N $ 1 are occupied by fermions with
both (^) pseudospins. This implies that for N ¼ 0 the degeneracy is
half of that for any otherN. Alternatively, one can say that all LLs have
the same ‘compound’ degeneracy but the zero-energy LL is shared
equally by electrons and holes. As a result the first Hall plateau occurs
at half the normal filling and, oddly, both n ¼ 21/2 and þ1/2
correspond to the same LL (N ¼ 0). All other levels have normal
degeneracy 4B/f0 and therefore remain shifted by the same 1/2 from
the standard sequence. This explains the QHE at n ¼ N þ 1/2 and, at
the same time, the ‘odd’ phase of SdHO (minima in rxx correspond to
plateaux in rxy and therefore occur at half-integer n; see Figs 2 and 4),
in agreement with theory14–17. Note, however, that from another
perspective the phase shift can be viewed as the direct manifestation
of Berry’s phase acquired by Dirac fermions moving in magnetic
field20,21.
Finally, we return to zero-field behaviour and discuss another

feature related to graphene’s relativistic-like spectrum. The spectrum
implies vanishing concentrations of both carriers near the Dirac
point E ¼ 0 (Fig. 3e), which suggests that low-T resistivity of the

zero-gap semiconductor should diverge at Vg < 0. However, neither
of our devices showed such behaviour. On the contrary, in the
transition region between holes and electrons graphene’s conduc-
tivity never falls below a well-defined value, practically independent
of T between 4K and 100 K. Figure 1c plots values of the maximum
resistivity rmax found in 15 different devices at zero B, which
within an experimental error of ,15% all exhibit rmax < 6.5 kQ
independently of their mobility, which varies by a factor of 10. Given
the quadruple degeneracy f, it is obvious to associate rmax with
h/fe2 ¼ 6.45 kQ, where h/e2 is the resistance quantum.We emphasize
that it is the resistivity (or conductivity) rather than the resistance (or
conductance) that is quantized in graphene (that is, resistance R
measured experimentally scaled in the usual manner as R ¼ rL/w
with changing length L andwidthw of our devices). Thus, the effect is
completely different from the conductance quantization observed
previously in quantum transport experiments.
However surprising it may be, the minimum conductivity is an

intrinsic property of electronic systems described by the Dirac
equation22–25. It is due to the fact that, in the presence of disorder,
localization effects in such systems are strongly suppressed and
emerge only at exponentially large length scales. Assuming the
absence of localization, the observed minimum conductivity can be
explained qualitatively by invoking Mott’s argument26 that the mean
free path l of charge carriers in ametal can never be shorter than their
wavelength lF. Then, j ¼ nem can be rewritten as j ¼ (e2/h)kFl, so j
cannot be smaller than,e2/h for each type of carrier. This argument
is known to have failed for 2D systems with a parabolic spectrum in
which disorder leads to localization and eventually to insulating
behaviour22,23. For 2DDirac fermions, no localization is expected22–25

and, accordingly, Mott’s argument can be used. Although there is a
broad theoretical consensus15,16,23–28 that a 2D gas of Dirac fermions
should exhibit a minimum conductivity of about e2/h, this quantiza-
tion was not expected to be accurate and most theories suggest a
value of ,e2/ph, in disagreement with the experiment.
Thus, graphene exhibits electronic properties that are distinctive

for a 2D gas of particles described by the Dirac equation rather than
the Schrödinger equation. The work shows a possibility of studying

Figure 4 | QHE for massless Dirac fermions. Hall conductivity jxy and
longitudinal resistivity rxx of graphene as a function of their concentration
at B ¼ 14 T and T ¼ 4K. jxy ; (4e2/h)n is calculated from the measured
dependences of rxy(Vg) and rxx(Vg) as jxy ¼ rxy/(rxy

2 þ rxx
2 ). The

behaviour of 1/rxy is similar but exhibits a discontinuity at Vg < 0, which is
avoided by plotting jxy. Inset: jxy in ‘two-layer graphene’ where the
quantization sequence is normal and occurs at integer n. The latter shows
that the half-integer QHE is exclusive to ‘ideal’ graphene.

Figure 3 | Dirac fermions of graphene. a, Dependence of BF on carrier
concentration n (positive n corresponds to electrons; negative to holes).
b, Examples of fan diagrams used in our analysis7 to findBF.N is the number
associated with different minima of oscillations. The lower and upper curves
are for graphene (sample of Fig. 2a) and a 5-nm-thick film of graphite with a
similar value of BF, respectively. Note that the curves extrapolate to different
origins, namely to N ¼ 1/2 and N ¼ 0. In graphene, curves for all n
extrapolate toN ¼ 1/2 (compare ref. 7). This indicates a phase shift ofpwith
respect to the conventional Landau quantization in metals. The shift is due
to Berry’s phase14,20. c, Examples of the behaviour of SdHO amplitude Dj
(symbols) as a function of T for m c < 0.069 and 0.023m0 (see the
dependences showing the rapid and slower decay with increasing T,
respectively); solid curves are best fits. d, Cyclotronmassm c of electrons and
holes as a function of their concentration. Symbols are experimental data,
solid curves the best fit to theory. e, Electronic spectrum of graphene, as
inferred experimentally and in agreement with theory. This is the spectrum
of a zero-gap 2D semiconductor that describes massless Dirac fermions with
c* 1/300 the speed of light.
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Jain’s sequences of plateaux
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Summary of part 1

• Fractional quantum Hall states with nu=N/(2N+1) 
corresponds to integer quantum Hall states of the 
CFs at nu=N+1/2

• CFs interact with a dynamical gauge field

b

p2F
=

1

2N + 1



Magneto-roton

• Magneto-roton: minimum at nonzero momentum 
in dispersion curved of a neutral excitation

• First predicted by Girvin, MacDonald and Platzman 
(GMP 1984)

• in analogy with Feynman’s theory of the roton in 
superfluid helium

• Observed experimentally ~ 1990s

• But experiments seem to show a richer picture 
than in the original theory



• Laughlin 1/n state: GMP ansatz 
for density wave 

• Dispersion minimum at 

 k(ri) = ⇢k Laughlin(ri),

⇢k =

X

j

exp(�ik · rj)

q`B ⇡ 1

S. M. Girvin, A. H. MacDonald, and P. M. Platzman,  
Phys. Rev. B 33, 2481 (1986).



• Laughlin 1/n state: GMP ansatz 
for density wave 

• Dispersion minimum at 

• Observed experimentally for 1/3

 k(ri) = ⇢k Laughlin(ri),

⇢k =

X

j

exp(�ik · rj)

q`B ⇡ 1

M. Kang, A. Pinczuk, B. S. Dennis, L. N. Pfeiffer, and  

K. W. West, Phys. Rev. Lett. 86, 2637 (2000). 

A. Pinczuk, B. S. Dennis, L. N. Pfeiffer, and K. West,  

Phys. Rev. Lett. 70, 3983 (1993)

ν = 1/3



• Higher Jain states have density 
waves with more than one 
minimum 

• Can we use composite fermion 
description of fractional states to 
understand the magneto-roton?

M. Kang, A. Pinczuk, B. S. Dennis, L. N. Pfeiffer, and  

K. W. West, Phys. Rev. Lett. 86, 2637 (2000). 

ν = 2/5



The theoretical problem

• As we have see above, the state with ν=N/(2N+1) 
corresponds to CFs in a magnetic field b=pF2/(2N+1)

• Problem: to determine the spectrum of excitations of 
a Fermi liquid, coupled with a U(1) gauge field, in a 
small magnetic field

• Proposal: near half-filling (N>>1) low-energy modes 
are fluctuations of the shape of the Fermi surface



Bosonic excitations

• Low-energy, long-wavelength excitations: 
fluctuations of the shape of the Fermi surface

• Infinite number of bosonic fields, one per spin

pF (t,x, ✓) = p0F +
1X

n=�1
un(t,x) e

�in✓.



Coupling to gauge field

• The composite fermion is coupled to the 
dynamical gauge field aμ

• This will has an effect of freezing out fluctuations 
of the charge and current fluctuations

• a0=0, a1=a-1=0



Semiclassical description

• In small magnetic field, fermion executes large 
orbits → semiclassical description

F̂ =

Z
dx dp

(2⇡)2
F (x,p)np(x)

np = 1 inside Fermi surface and 0 outside: F=F[u(x,θ)]

Postulate commutation relation

[F̂ , Ĝ] =

Z
dx dp

(2⇡)2
{F, G}(x,p)np(x)

2

θ

p

p

x

y

pF(θ)

FIG. 1: A deformed Fermi surface.

a Fermi surface with the Fermi momentum p
F

, related
to the external magnetic field B by p2

F

= B. The Fermi
liquid is characterized by the Fermi velocity v

F

and the
Landau’s parameters F

n

. The e↵ective mass is defined
as m⇤ = p

F

/v
F

; the Fermi energy scale as ✏
F

= v
F

p
F

.
In the fractional quantum Hall ⌫ = N/(2N + 1)

state, the composite fermions live in a magnetic field
b = B/(2N + 1), e↵ectively forming an integer quan-
tum Hall state. We are interested in the regime of fre-
quency and momentum of order N�1 compared to the
Fermi energy and momentum. We now propose that all
low-energy excitations can be viewed as deformations of
the Fermi surface from the circular shape, which we pa-
rameterize by a function p

F

(t,x, ✓) that depends on time
and space, and also on the direction in momentum space
✓ (p

y

/p
x

= tan ✓) (see Fig. 1). Furthermore, we decom-
pose the perturbation into di↵erent angular momentum
channels,

p
F

(t,x, ✓) = p0
F

+ u(t,x, ✓) = p0
F

+
1X

n=�1
u
n

(t,x) e�in✓.

(1)
In the language of Landau’s Fermi liquid theory, the state
parameterized by p

F

(t,x, ✓) corresponds to a distribution
function np(t,x) which is one inside the Fermi line and
zero outside the line.

We now derive the commutation relation between the
u
n

s with the following prescription. If we define an op-
erator F (and similarly G) as

F =

Z
dx dp

(2⇡)2
F (x,p)np(x), (2)

where np(x) is the quasiparticle distrubtion function,
then we need to impose the condition on the commu-
tation relation so that

[F, G] = �i

Z
dx dp

(2⇡)2
{F, G}(x,p)np(x), (3)

where the {F, G} is the classical Poisson bracket between
F and G,
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where we have allowed the composite fermions to be in
an external magnetic field b. For Jain’s sequences b =
±B/(2N + 1). Restricting np to be of the form of the
step function (1 inside the Fermi line, 0 outside), F , G,
and the right-hand side of Eq. (3) become functionals of
the shape of the Fermi surface, and one can easily derive
the commutator of the small perturbations u:

[u(x, ✓), u(x0, ✓0)] =
i(2⇡)2

p
F


�n

i

(✓)
@

@x
i

+
b

p
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@
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�

[�(x� x

0)�(✓ � ✓0)] +O(u2), (5)

where n(✓) = (cos ✓, sin ✓). In terms of u
n

, the formula
reads

[u
m

(q), u
n

(q0)] =
⇡

p
F


2bm

p
F

�
m+n,0 + �

m+n,1q+

+ �
m+n,�1q�

�
(2⇡)2�(q+ q

0) +O(u2), (6)

where q± = q
x

± q
y

. Note that the algebra depends
only on the size of the Fermi surface p

F

, but not on any
dynamic properties (Fermi velocity, Landau’s parameters
etc.).
Gauging the Fermi surface.—The composite fermion

is coupled to a dynamical gauge field. If the electron-
electron interaction is short-ranged then the gauge field
has a local action, and composite fermions form a non-
Fermi liquid. On the other hand, when the electron-
electron interaction is longer ranged than the Coulomb
interaction, the composite fermions form a Fermi liquid.
For Coulomb interaction, one has a marginal Fermi liquid
with logarithmically running parameters [13]. The last
two cases will be analyzed explicitly in what follows, but
will argue that some of our conclusions survive even in
the non-Fermi liquid case.
In the bosonic description, the temporal component of

the gauge field a0 is coupled to u0 and the spatial com-
ponents are coupled to u±1. If the dynamical gauge field
is at infinitely strong coupling, then the coupling to ex-
ternal field simply imposes the constraints u0 = u±1 = 0.
The assumption of strong gauge coupling should become
better and better in the limit N ! 1. This is due to two
reasons. Firstly, the coupling of the composite fermions
to the gauge field is set at the Fermi energy ✏

F

and mo-
mentum p

F

, while the scales of interest for our problem
are ✏

F

/N and p
F

/N . This gauge coupling is relevant
for contact and marginal for Coulomb interactions. Sec-
ondly, at these low energies the Fermi surface gives rise to
O(N) fermionic species (corresponding to O(N) patches
on the Fermi surface in the renormalization group treat-
ment [24, 25]), boosting the ’t Hooft coupling by an ad-
ditional factor of N .
Hamiltonian and equation of motion.—Assuming the

composite fermions form a Fermi liquid with Landau’s



Commutator of shape deformations

• One can derive the commutation relation between u’s:

[um(q), un(q
0)] =

⇡

pF


2bm

pF
�m+n,0 + �m+n,1q+ + �m+n,�1q�

�
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± iq
y

r⇥ a

(Haldane, 1992)

Landau’s Fermi liquid theory with its predictions at T=0 (zero 
sound etc) is recovered from the quadratic Hamiltonian

3

parameters F
n

, the Hamiltonian of the system is

H =
v
F

p
F
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Z
dx

1X

n=�1
(1 + F

n

)u
n

(x)u�n

(x), (7)

where F
n

are the Landau parameters. In the case of
a marginal Fermi liquid, we may understand by F

n

the
Landau parameters evaluated at the scale of the energy
gap. The Hamiltonian (7) and the commutation rela-
tions (6) form our theory of the neutral excitations in
the fractional quantum Hall fluid. This theory involves
an infinite number of fields u

n

, reminiscent of higher-spin
relativistic field theories [26, 27].

Let us first consider zero wavenumber. Then according
to Eq. (6) the operators u can be divided into pairs of cre-
ation and annihilation operators (u�2, u2), (u�3, u3) etc,
with u

n

for n > 0 being the annihilation and with n < 0,
creation operators. The frequency of the oscillators are

!(0)
n

= n(1 + F
n

)!
c

, !
c

=
b

m⇤
. (8)

The index n can be interpreted as the spin of the exci-
tation. For example, the contribution of spin-n mode to
the spectral density of the density operator is expected
to be q2n at small n, so the leading contribution to the
spectral weight comes from the n = 2 mode. The order-
ing in energy of the modes depend on F

n

; in the simplest
scenario n = 2 is the lowest mode. Since !

c

⇠ N�1,
and the cuto↵ of our theory is O(N0), one should expect
O(N) of these modes (provided that F

n

does not increase
as a power of n).

To find the dispersion relation at finite wavenumber
q one needs to solve the linearized equation of motion,
which can be obtained by taking the the commutator
with the Hamiltonian (7). In momentum space, choosing
q to point along the x axis, the equation is

[! � n(1 + F
n

)!
c

]u
n

=
v
F

q

2
[(1 + F

n�1)un�1

+ (1 + F
n+1)un+1] (9)

for n � 2 and n  �2 and where by construction u±1 =
0. Using Eq. (8) this equation can be rewritten as

(! � !(0)
n

)u
n

=
2N + 1

2
q`

B


!(0)
n�1

n� 1
u
n�1 +

!(0)
n+1

n+ 1
u
n+1

�
.

(10)
Remarkably, Eq. (10) determines completely the disper-
sion curves from their starting points at q = 0. Thus we
speculate that Eq. (10) is valid even when the ⌫ = 1/2
state is a non-Fermi liquid. For small q the equation can
be solved perturbatively over q. For example, for the
n = 2 mode we find

!2(q)

!(0)
2

= 1� (2N + 1)2(q`
B

)2

24
�
1� !(0)

2 /!(0)
3

� +O(q4). (11)

FIG. 2: The dispersion curves for the lowest two modes for
F2 = 0.35, Fn = 0 with n � 3. The horizontal axis is (2N +
1)q`B and the vertical axis is the energy in units of !c. The
cusp at zero energy is an artifact of the infinite N limit.

If the spin-2 mode is the lightest one, then its dispersion
curve bends down when we go to finite q, and the cur-
vature at q = 0 is completely determined by the ratio of
the energies of the spin-3 and spin-2 modes.
It is intriguing that Ref. [5] found two modes at ⌫ =

1/3. While it is tempting to identified them with spin-2
and spin-3 excitations, it is unclear if such identification
can be made at such a low value of N , N = 1.
The magneto-roton minima.—For Nq`

B

⇠ 1 one has
to solve the full system of equations, Eq. (9) or (10), to
find the dispersion curves. In Fig. 2 we plot a typical
result. We note that the energy of the lowest mode goes
to zero at a finite momentum. We now show analyti-
cally that this always happens at infinitely strong gauge
coupling. The fact that the energy of an excitation is
exactly zero is an artifact of the strong gauge coupling
approximation, which we have argued to occur at infi-
nite N ; when the hard constraints on u0 = u±1 = 0
are relaxed, these zeros of the dispersion relation should
become minima. The values of the energy at the min-
ima are smaller by a power of N compared to the energy

scale of the excitations at q = 0 (!(0)
n

), but are neverthe-
less nonzero. This is confirmed in a more detailed treat-
ment of the composite fermions, taking into account the
density-density Coulomb interaction [28]. On the other
hand, the strict N = 1 limit of infinitely strong gauge
coupling allows us to determine analytically the locations
of the minima of the dispersion curves.
We need to solve Eq. (10) with ! = 0 and the boundary

conditions u1 = 0 and u
n

! 0 when n ! 1. The solu-
tion to this recursion relation, which satisfies the bound-
ary condition u

n

! 0 when n ! 1, is

u
n

=
(�1)n

1 + F
n

J
n

(p
F

q/b). (12)

The boundary condition u1 = 0 requires J1(pF q/b) = 0.
The latter occurs at q = z

i

b/p
F

where z
i

are the zeros of



Semiclassical gauged Fermi surface
• In the case of the composite fermions in FQHE, 

modes with n=0 and n=±1 has to be excluded 
from the algebra

• The algebra can then be written as

[um(q), u�n(q
0)] = Cmn�(q+ q0)

Cmn ⇠

0

BBBB@

2 z 0 0 . . .
z 3 z 0 . . .
0 z 4 z . . .
0 0 z 5 . . .
. . . . . . . . . . . . . . .

1

CCCCA
, z =

2N + 1

2
q`B

`B =
1p
B



Near zero momentum

• At q=0: (u-n, un) form pairs of creations/annihilation 
operators (b≠0)

• For the quadratic Hamiltonian of the Landau’s 
Fermi liquid theory
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the spectral density of the density operator is expected
to be q2n at small n, so the leading contribution to the
spectral weight comes from the n = 2 mode. The order-
ing in energy of the modes depend on F
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; in the simplest
scenario n = 2 is the lowest mode. Since !
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⇠ N�1,
and the cuto↵ of our theory is O(N0), one should expect
O(N) of these modes (provided that F
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does not increase
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To find the dispersion relation at finite wavenumber
q one needs to solve the linearized equation of motion,
which can be obtained by taking the the commutator
with the Hamiltonian (7). In momentum space, choosing
q to point along the x axis, the equation is
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Remarkably, Eq. (10) determines completely the disper-
sion curves from their starting points at q = 0. Thus we
speculate that Eq. (10) is valid even when the ⌫ = 1/2
state is a non-Fermi liquid. For small q the equation can
be solved perturbatively over q. For example, for the
n = 2 mode we find

!2(q)

!(0)
2

= 1� (2N + 1)2(q`
B

)2

24
�
1� !(0)

2 /!(0)
3

� +O(q4). (11)

FIG. 2: The dispersion curves for the lowest two modes for
F2 = 0.35, Fn = 0 with n � 3. The horizontal axis is (2N +
1)q`B and the vertical axis is the energy in units of !c. The
cusp at zero energy is an artifact of the infinite N limit.

If the spin-2 mode is the lightest one, then its dispersion
curve bends down when we go to finite q, and the cur-
vature at q = 0 is completely determined by the ratio of
the energies of the spin-3 and spin-2 modes.
It is intriguing that Ref. [5] found two modes at ⌫ =

1/3. While it is tempting to identified them with spin-2
and spin-3 excitations, it is unclear if such identification
can be made at such a low value of N , N = 1.
The magneto-roton minima.—For Nq`

B

⇠ 1 one has
to solve the full system of equations, Eq. (9) or (10), to
find the dispersion curves. In Fig. 2 we plot a typical
result. We note that the energy of the lowest mode goes
to zero at a finite momentum. We now show analyti-
cally that this always happens at infinitely strong gauge
coupling. The fact that the energy of an excitation is
exactly zero is an artifact of the strong gauge coupling
approximation, which we have argued to occur at infi-
nite N ; when the hard constraints on u0 = u±1 = 0
are relaxed, these zeros of the dispersion relation should
become minima. The values of the energy at the min-
ima are smaller by a power of N compared to the energy

scale of the excitations at q = 0 (!(0)
n

), but are neverthe-
less nonzero. This is confirmed in a more detailed treat-
ment of the composite fermions, taking into account the
density-density Coulomb interaction [28]. On the other
hand, the strict N = 1 limit of infinitely strong gauge
coupling allows us to determine analytically the locations
of the minima of the dispersion curves.
We need to solve Eq. (10) with ! = 0 and the boundary

conditions u1 = 0 and u
n

! 0 when n ! 1. The solu-
tion to this recursion relation, which satisfies the bound-
ary condition u

n

! 0 when n ! 1, is

u
n

=
(�1)n

1 + F
n

J
n

(p
F

q/b). (12)

The boundary condition u1 = 0 requires J1(pF q/b) = 0.
The latter occurs at q = z

i

b/p
F

where z
i

are the zeros of

[um, un] ⇠ m�m+n,0



• Finite momentum: solve equation of motion 

• b.c.  

• Multiple branches 

• Minima at ω=0

u�1,0,1 = 0

[! � n(1 + Fn)!c]un =
vF q

2
[(1 + Fn�1)un�1

+ (1 + Fn+1)un+1]



• Where are zero frequency modes? 

• Solution: 

n(1 + Fn)!cun +
vF q

2
[(1 + Fn�1)un�1

+(1 + Fn+1)un+1] = 0

un =
(�1)n

1 + Fn
Jn

⇣pF q
b

⌘



• Recall our boundary conditions u±1 = 0: 

• Translates to 

• where zi are zeroes of J1(z) 

• Independent of Landau parameters!

J1(pF q/b) = 0

q`B = zi
b

B
=

zi
2N + 1

⌫ =
N

2N + 1
,

N + 1

2N + 1



[um(q), u�n(q
0)] = Cmn�(q+ q0)

• Commutator matrix is degenerate at qlB=zi/(2N+1) 
where J1(zi)=0     ν=N/(2N+1)

• For Hamiltonian quadratic in u’s: zero eigenvalues at 
these momentum. In real life, energy is not zero but 
reaches minima: magneto-rotons
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for transducers with different periodicities down
to 120 nm (24 GHz). By driving these trans-
ducers in a contactless fashion at double the
frequency in order to preferentially excite their
second harmonic (24), it is possible to cover
momenta up to 10.4 × 108 m–1. (ii) A second
high-frequency generator irradiates the active-
device region with a wave at frequency fexc.
When the photon energy hfexc matches the
energy of an excitation at wave vector kSAW of
the 2DES, resonant absorption may occur.
Resonant absorption heats up the system and
causes a thermal redistribution of charge
carriers. (iii) Incident laser light at a wavelength
of 780 nm triggers luminescence. Its spectrum is
sensitive to the thermal distribution of the
charge carriers. By comparing the luminescence
in the absence and presence of the microwave
radiation fexc, we built the differential spectrum
so as to reveal the resonant absorption profile.
The integral of the absolute value of the
differential spectrum across the recorded spec-
tral range serves as a measure of the absorption
strength.

This technique (and its derivatives) can
also be applied to detect the electron-spin
resonance and the composite fermion cyclo-
tron resonance mode at a large nonzero wave
vector (26, 27). Studies on the well-known
magnetoplasmon excitations at moderate mag-
netic fields have confirmed that with this
technique, excitations are triggered at a wave
vector with magnitude kSAW. A typical exam-
ple of such investigations has been included as
supporting online material (SOM) text. The
influence of the SAW seems to be limited to

aiding the transfer of momentum. Apparently,
no absorption of the SAW phonon takes place,
as is demonstrated in the SOM for the
electron-spin resonance (SOM text). Figure 2
plots an example of the microwave absorption
strength as a function of the applied magnetic
field and the incident microwave frequency
fexc at large magnetic fields around filling
factor 1/2. Figure 2A displays a color rendition
covering the magnetic field and frequency
parameter space, and Fig. 2B highlights
selected line scans at fixed values of the
magnetic field. At low values of the effective
magnetic field, two resonances or maxima in
the absorption strength appear for each fre-
quency fexc. They are symmetrically arranged
around filling factor 1/2. They have a width
of ~10 GHz or less (which corresponds to
40 meV) and can be attributed to the cyclo-
tron resonance of composite fermions at the
nonzero wave vector defined by the SAW
(26). The frequency drops approximately lin-
early to zero as these resonances approach
filling factor 1/2. It reflects the linear de-
pendence of the composite fermion cyclo-
tron frequency wc,CF on the effective magnetic
field.

Further away from filling factor 1/2, how-
ever, deviations from a linear dependence are
apparent in Fig. 2A. The resonance frequency
starts to oscillate as the effective magnetic field
increases. Some prominent fractional fillings
have been marked in Fig. 2A and reveal that
the largest deviations from a linear dependence
occur at fields in which the 2DES is expected
to condense into a fractional quantum Hall

fluid. Figure 3A depicts a smaller region of the
(B , fexc)–parameter space. It has been recorded
with longer accumulation times and with a
smaller magnetic field step size in order to
better bring out the oscillatory features. For the
parameters of the experiment, the maxima at
fillings 2/5, 3/7, and 4/9 are the optical
signatures for the formation of an incom-
pressible fractional quantum Hall state that
can be interpreted as an integer quantum Hall
state of composite fermions. The resonance
frequency yields the energy gap, which is the
energy cost required to create a neutral quasi
particle–quasi hole excitation at momentum
kSAW. The strongest fractional filling factor, 1/3,
is out of reach because the energy gap ex-
ceeds the maximum accessible frequency fexc
of 50 GHz.

We emphasize that the oscillatory features in
the absorption due to the correlation-driven con-
densation of composite fermions in incompres-
sible states are only observable at the lowest
temperatures. These features vanish for the 4/9
and 3/7 fractional quantum Hall states upon in-
creasing the temperature (T ) to 300 mK, whereas
the feature is strongly reduced for the 2/5 state.
This temperature-dependent behavior is illus-
trated in Fig. 3B. Even though the increase in T
to 300 mK destroyed the formation of the more
fragile fractional quantum Hall states, the com-
posite particles themselves survive because at the
cyclotron resonance frequency, resonant absorp-
tion can be observed up to considerably higher
temperatures. Further temperature-dependent
features of the resonances are deferred to the
SOM text.

A B C
Fig. 4. Roton dispersion
at filling factors 2/5, 3/7,
and 4/9. (A) Resonant
absorption frequency as
a function of the applied
magnetic field for two dif-
ferent momentum values
kSAW = 2.6 × 107 m–1 and
3.9 × 107 m–1 at an
electron density of 5.1 ×
1010 cm–2 and a temper-
ature of 30 mK. (B) Reso-
nance frequency at filling
factor 3/7 as a function of
momentum kSAW for two
different values of the
carrier density. (C) Dis-
persion of the resonance
frequency at filling factors 2/5, 3/7, and 4/9 on normalized energy and momentum axes. Data
points originate from measurements taken with three different transducer periodicities (at the
fundamental and second harmonic) and a large set of densities ranging from approximately 3 ×
1010 to 7 × 1010 cm–2. Data points collected at different electron densities but for one and the
same kSAW transducer have the same color. Solid curves are smooth fits to Monte Carlo
simulations described previously (28).
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for transducers with different periodicities down
to 120 nm (24 GHz). By driving these trans-
ducers in a contactless fashion at double the
frequency in order to preferentially excite their
second harmonic (24), it is possible to cover
momenta up to 10.4 × 108 m–1. (ii) A second
high-frequency generator irradiates the active-
device region with a wave at frequency fexc.
When the photon energy hfexc matches the
energy of an excitation at wave vector kSAW of
the 2DES, resonant absorption may occur.
Resonant absorption heats up the system and
causes a thermal redistribution of charge
carriers. (iii) Incident laser light at a wavelength
of 780 nm triggers luminescence. Its spectrum is
sensitive to the thermal distribution of the
charge carriers. By comparing the luminescence
in the absence and presence of the microwave
radiation fexc, we built the differential spectrum
so as to reveal the resonant absorption profile.
The integral of the absolute value of the
differential spectrum across the recorded spec-
tral range serves as a measure of the absorption
strength.

This technique (and its derivatives) can
also be applied to detect the electron-spin
resonance and the composite fermion cyclo-
tron resonance mode at a large nonzero wave
vector (26, 27). Studies on the well-known
magnetoplasmon excitations at moderate mag-
netic fields have confirmed that with this
technique, excitations are triggered at a wave
vector with magnitude kSAW. A typical exam-
ple of such investigations has been included as
supporting online material (SOM) text. The
influence of the SAW seems to be limited to

aiding the transfer of momentum. Apparently,
no absorption of the SAW phonon takes place,
as is demonstrated in the SOM for the
electron-spin resonance (SOM text). Figure 2
plots an example of the microwave absorption
strength as a function of the applied magnetic
field and the incident microwave frequency
fexc at large magnetic fields around filling
factor 1/2. Figure 2A displays a color rendition
covering the magnetic field and frequency
parameter space, and Fig. 2B highlights
selected line scans at fixed values of the
magnetic field. At low values of the effective
magnetic field, two resonances or maxima in
the absorption strength appear for each fre-
quency fexc. They are symmetrically arranged
around filling factor 1/2. They have a width
of ~10 GHz or less (which corresponds to
40 meV) and can be attributed to the cyclo-
tron resonance of composite fermions at the
nonzero wave vector defined by the SAW
(26). The frequency drops approximately lin-
early to zero as these resonances approach
filling factor 1/2. It reflects the linear de-
pendence of the composite fermion cyclo-
tron frequency wc,CF on the effective magnetic
field.

Further away from filling factor 1/2, how-
ever, deviations from a linear dependence are
apparent in Fig. 2A. The resonance frequency
starts to oscillate as the effective magnetic field
increases. Some prominent fractional fillings
have been marked in Fig. 2A and reveal that
the largest deviations from a linear dependence
occur at fields in which the 2DES is expected
to condense into a fractional quantum Hall

fluid. Figure 3A depicts a smaller region of the
(B , fexc)–parameter space. It has been recorded
with longer accumulation times and with a
smaller magnetic field step size in order to
better bring out the oscillatory features. For the
parameters of the experiment, the maxima at
fillings 2/5, 3/7, and 4/9 are the optical
signatures for the formation of an incom-
pressible fractional quantum Hall state that
can be interpreted as an integer quantum Hall
state of composite fermions. The resonance
frequency yields the energy gap, which is the
energy cost required to create a neutral quasi
particle–quasi hole excitation at momentum
kSAW. The strongest fractional filling factor, 1/3,
is out of reach because the energy gap ex-
ceeds the maximum accessible frequency fexc
of 50 GHz.

We emphasize that the oscillatory features in
the absorption due to the correlation-driven con-
densation of composite fermions in incompres-
sible states are only observable at the lowest
temperatures. These features vanish for the 4/9
and 3/7 fractional quantum Hall states upon in-
creasing the temperature (T ) to 300 mK, whereas
the feature is strongly reduced for the 2/5 state.
This temperature-dependent behavior is illus-
trated in Fig. 3B. Even though the increase in T
to 300 mK destroyed the formation of the more
fragile fractional quantum Hall states, the com-
posite particles themselves survive because at the
cyclotron resonance frequency, resonant absorp-
tion can be observed up to considerably higher
temperatures. Further temperature-dependent
features of the resonances are deferred to the
SOM text.

A B C
Fig. 4. Roton dispersion
at filling factors 2/5, 3/7,
and 4/9. (A) Resonant
absorption frequency as
a function of the applied
magnetic field for two dif-
ferent momentum values
kSAW = 2.6 × 107 m–1 and
3.9 × 107 m–1 at an
electron density of 5.1 ×
1010 cm–2 and a temper-
ature of 30 mK. (B) Reso-
nance frequency at filling
factor 3/7 as a function of
momentum kSAW for two
different values of the
carrier density. (C) Dis-
persion of the resonance
frequency at filling factors 2/5, 3/7, and 4/9 on normalized energy and momentum axes. Data
points originate from measurements taken with three different transducer periodicities (at the
fundamental and second harmonic) and a large set of densities ranging from approximately 3 ×
1010 to 7 × 1010 cm–2. Data points collected at different electron densities but for one and the
same kSAW transducer have the same color. Solid curves are smooth fits to Monte Carlo
simulations described previously (28).
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for transducers with different periodicities down
to 120 nm (24 GHz). By driving these trans-
ducers in a contactless fashion at double the
frequency in order to preferentially excite their
second harmonic (24), it is possible to cover
momenta up to 10.4 × 108 m–1. (ii) A second
high-frequency generator irradiates the active-
device region with a wave at frequency fexc.
When the photon energy hfexc matches the
energy of an excitation at wave vector kSAW of
the 2DES, resonant absorption may occur.
Resonant absorption heats up the system and
causes a thermal redistribution of charge
carriers. (iii) Incident laser light at a wavelength
of 780 nm triggers luminescence. Its spectrum is
sensitive to the thermal distribution of the
charge carriers. By comparing the luminescence
in the absence and presence of the microwave
radiation fexc, we built the differential spectrum
so as to reveal the resonant absorption profile.
The integral of the absolute value of the
differential spectrum across the recorded spec-
tral range serves as a measure of the absorption
strength.

This technique (and its derivatives) can
also be applied to detect the electron-spin
resonance and the composite fermion cyclo-
tron resonance mode at a large nonzero wave
vector (26, 27). Studies on the well-known
magnetoplasmon excitations at moderate mag-
netic fields have confirmed that with this
technique, excitations are triggered at a wave
vector with magnitude kSAW. A typical exam-
ple of such investigations has been included as
supporting online material (SOM) text. The
influence of the SAW seems to be limited to

aiding the transfer of momentum. Apparently,
no absorption of the SAW phonon takes place,
as is demonstrated in the SOM for the
electron-spin resonance (SOM text). Figure 2
plots an example of the microwave absorption
strength as a function of the applied magnetic
field and the incident microwave frequency
fexc at large magnetic fields around filling
factor 1/2. Figure 2A displays a color rendition
covering the magnetic field and frequency
parameter space, and Fig. 2B highlights
selected line scans at fixed values of the
magnetic field. At low values of the effective
magnetic field, two resonances or maxima in
the absorption strength appear for each fre-
quency fexc. They are symmetrically arranged
around filling factor 1/2. They have a width
of ~10 GHz or less (which corresponds to
40 meV) and can be attributed to the cyclo-
tron resonance of composite fermions at the
nonzero wave vector defined by the SAW
(26). The frequency drops approximately lin-
early to zero as these resonances approach
filling factor 1/2. It reflects the linear de-
pendence of the composite fermion cyclo-
tron frequency wc,CF on the effective magnetic
field.

Further away from filling factor 1/2, how-
ever, deviations from a linear dependence are
apparent in Fig. 2A. The resonance frequency
starts to oscillate as the effective magnetic field
increases. Some prominent fractional fillings
have been marked in Fig. 2A and reveal that
the largest deviations from a linear dependence
occur at fields in which the 2DES is expected
to condense into a fractional quantum Hall

fluid. Figure 3A depicts a smaller region of the
(B , fexc)–parameter space. It has been recorded
with longer accumulation times and with a
smaller magnetic field step size in order to
better bring out the oscillatory features. For the
parameters of the experiment, the maxima at
fillings 2/5, 3/7, and 4/9 are the optical
signatures for the formation of an incom-
pressible fractional quantum Hall state that
can be interpreted as an integer quantum Hall
state of composite fermions. The resonance
frequency yields the energy gap, which is the
energy cost required to create a neutral quasi
particle–quasi hole excitation at momentum
kSAW. The strongest fractional filling factor, 1/3,
is out of reach because the energy gap ex-
ceeds the maximum accessible frequency fexc
of 50 GHz.

We emphasize that the oscillatory features in
the absorption due to the correlation-driven con-
densation of composite fermions in incompres-
sible states are only observable at the lowest
temperatures. These features vanish for the 4/9
and 3/7 fractional quantum Hall states upon in-
creasing the temperature (T ) to 300 mK, whereas
the feature is strongly reduced for the 2/5 state.
This temperature-dependent behavior is illus-
trated in Fig. 3B. Even though the increase in T
to 300 mK destroyed the formation of the more
fragile fractional quantum Hall states, the com-
posite particles themselves survive because at the
cyclotron resonance frequency, resonant absorp-
tion can be observed up to considerably higher
temperatures. Further temperature-dependent
features of the resonances are deferred to the
SOM text.

A B C
Fig. 4. Roton dispersion
at filling factors 2/5, 3/7,
and 4/9. (A) Resonant
absorption frequency as
a function of the applied
magnetic field for two dif-
ferent momentum values
kSAW = 2.6 × 107 m–1 and
3.9 × 107 m–1 at an
electron density of 5.1 ×
1010 cm–2 and a temper-
ature of 30 mK. (B) Reso-
nance frequency at filling
factor 3/7 as a function of
momentum kSAW for two
different values of the
carrier density. (C) Dis-
persion of the resonance
frequency at filling factors 2/5, 3/7, and 4/9 on normalized energy and momentum axes. Data
points originate from measurements taken with three different transducer periodicities (at the
fundamental and second harmonic) and a large set of densities ranging from approximately 3 ×
1010 to 7 × 1010 cm–2. Data points collected at different electron densities but for one and the
same kSAW transducer have the same color. Solid curves are smooth fits to Monte Carlo
simulations described previously (28).
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for transducers with different periodicities down
to 120 nm (24 GHz). By driving these trans-
ducers in a contactless fashion at double the
frequency in order to preferentially excite their
second harmonic (24), it is possible to cover
momenta up to 10.4 × 108 m–1. (ii) A second
high-frequency generator irradiates the active-
device region with a wave at frequency fexc.
When the photon energy hfexc matches the
energy of an excitation at wave vector kSAW of
the 2DES, resonant absorption may occur.
Resonant absorption heats up the system and
causes a thermal redistribution of charge
carriers. (iii) Incident laser light at a wavelength
of 780 nm triggers luminescence. Its spectrum is
sensitive to the thermal distribution of the
charge carriers. By comparing the luminescence
in the absence and presence of the microwave
radiation fexc, we built the differential spectrum
so as to reveal the resonant absorption profile.
The integral of the absolute value of the
differential spectrum across the recorded spec-
tral range serves as a measure of the absorption
strength.

This technique (and its derivatives) can
also be applied to detect the electron-spin
resonance and the composite fermion cyclo-
tron resonance mode at a large nonzero wave
vector (26, 27). Studies on the well-known
magnetoplasmon excitations at moderate mag-
netic fields have confirmed that with this
technique, excitations are triggered at a wave
vector with magnitude kSAW. A typical exam-
ple of such investigations has been included as
supporting online material (SOM) text. The
influence of the SAW seems to be limited to

aiding the transfer of momentum. Apparently,
no absorption of the SAW phonon takes place,
as is demonstrated in the SOM for the
electron-spin resonance (SOM text). Figure 2
plots an example of the microwave absorption
strength as a function of the applied magnetic
field and the incident microwave frequency
fexc at large magnetic fields around filling
factor 1/2. Figure 2A displays a color rendition
covering the magnetic field and frequency
parameter space, and Fig. 2B highlights
selected line scans at fixed values of the
magnetic field. At low values of the effective
magnetic field, two resonances or maxima in
the absorption strength appear for each fre-
quency fexc. They are symmetrically arranged
around filling factor 1/2. They have a width
of ~10 GHz or less (which corresponds to
40 meV) and can be attributed to the cyclo-
tron resonance of composite fermions at the
nonzero wave vector defined by the SAW
(26). The frequency drops approximately lin-
early to zero as these resonances approach
filling factor 1/2. It reflects the linear de-
pendence of the composite fermion cyclo-
tron frequency wc,CF on the effective magnetic
field.

Further away from filling factor 1/2, how-
ever, deviations from a linear dependence are
apparent in Fig. 2A. The resonance frequency
starts to oscillate as the effective magnetic field
increases. Some prominent fractional fillings
have been marked in Fig. 2A and reveal that
the largest deviations from a linear dependence
occur at fields in which the 2DES is expected
to condense into a fractional quantum Hall

fluid. Figure 3A depicts a smaller region of the
(B , fexc)–parameter space. It has been recorded
with longer accumulation times and with a
smaller magnetic field step size in order to
better bring out the oscillatory features. For the
parameters of the experiment, the maxima at
fillings 2/5, 3/7, and 4/9 are the optical
signatures for the formation of an incom-
pressible fractional quantum Hall state that
can be interpreted as an integer quantum Hall
state of composite fermions. The resonance
frequency yields the energy gap, which is the
energy cost required to create a neutral quasi
particle–quasi hole excitation at momentum
kSAW. The strongest fractional filling factor, 1/3,
is out of reach because the energy gap ex-
ceeds the maximum accessible frequency fexc
of 50 GHz.

We emphasize that the oscillatory features in
the absorption due to the correlation-driven con-
densation of composite fermions in incompres-
sible states are only observable at the lowest
temperatures. These features vanish for the 4/9
and 3/7 fractional quantum Hall states upon in-
creasing the temperature (T ) to 300 mK, whereas
the feature is strongly reduced for the 2/5 state.
This temperature-dependent behavior is illus-
trated in Fig. 3B. Even though the increase in T
to 300 mK destroyed the formation of the more
fragile fractional quantum Hall states, the com-
posite particles themselves survive because at the
cyclotron resonance frequency, resonant absorp-
tion can be observed up to considerably higher
temperatures. Further temperature-dependent
features of the resonances are deferred to the
SOM text.

A B C
Fig. 4. Roton dispersion
at filling factors 2/5, 3/7,
and 4/9. (A) Resonant
absorption frequency as
a function of the applied
magnetic field for two dif-
ferent momentum values
kSAW = 2.6 × 107 m–1 and
3.9 × 107 m–1 at an
electron density of 5.1 ×
1010 cm–2 and a temper-
ature of 30 mK. (B) Reso-
nance frequency at filling
factor 3/7 as a function of
momentum kSAW for two
different values of the
carrier density. (C) Dis-
persion of the resonance
frequency at filling factors 2/5, 3/7, and 4/9 on normalized energy and momentum axes. Data
points originate from measurements taken with three different transducer periodicities (at the
fundamental and second harmonic) and a large set of densities ranging from approximately 3 ×
1010 to 7 × 1010 cm–2. Data points collected at different electron densities but for one and the
same kSAW transducer have the same color. Solid curves are smooth fits to Monte Carlo
simulations described previously (28).
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for transducers with different periodicities down
to 120 nm (24 GHz). By driving these trans-
ducers in a contactless fashion at double the
frequency in order to preferentially excite their
second harmonic (24), it is possible to cover
momenta up to 10.4 × 108 m–1. (ii) A second
high-frequency generator irradiates the active-
device region with a wave at frequency fexc.
When the photon energy hfexc matches the
energy of an excitation at wave vector kSAW of
the 2DES, resonant absorption may occur.
Resonant absorption heats up the system and
causes a thermal redistribution of charge
carriers. (iii) Incident laser light at a wavelength
of 780 nm triggers luminescence. Its spectrum is
sensitive to the thermal distribution of the
charge carriers. By comparing the luminescence
in the absence and presence of the microwave
radiation fexc, we built the differential spectrum
so as to reveal the resonant absorption profile.
The integral of the absolute value of the
differential spectrum across the recorded spec-
tral range serves as a measure of the absorption
strength.

This technique (and its derivatives) can
also be applied to detect the electron-spin
resonance and the composite fermion cyclo-
tron resonance mode at a large nonzero wave
vector (26, 27). Studies on the well-known
magnetoplasmon excitations at moderate mag-
netic fields have confirmed that with this
technique, excitations are triggered at a wave
vector with magnitude kSAW. A typical exam-
ple of such investigations has been included as
supporting online material (SOM) text. The
influence of the SAW seems to be limited to

aiding the transfer of momentum. Apparently,
no absorption of the SAW phonon takes place,
as is demonstrated in the SOM for the
electron-spin resonance (SOM text). Figure 2
plots an example of the microwave absorption
strength as a function of the applied magnetic
field and the incident microwave frequency
fexc at large magnetic fields around filling
factor 1/2. Figure 2A displays a color rendition
covering the magnetic field and frequency
parameter space, and Fig. 2B highlights
selected line scans at fixed values of the
magnetic field. At low values of the effective
magnetic field, two resonances or maxima in
the absorption strength appear for each fre-
quency fexc. They are symmetrically arranged
around filling factor 1/2. They have a width
of ~10 GHz or less (which corresponds to
40 meV) and can be attributed to the cyclo-
tron resonance of composite fermions at the
nonzero wave vector defined by the SAW
(26). The frequency drops approximately lin-
early to zero as these resonances approach
filling factor 1/2. It reflects the linear de-
pendence of the composite fermion cyclo-
tron frequency wc,CF on the effective magnetic
field.

Further away from filling factor 1/2, how-
ever, deviations from a linear dependence are
apparent in Fig. 2A. The resonance frequency
starts to oscillate as the effective magnetic field
increases. Some prominent fractional fillings
have been marked in Fig. 2A and reveal that
the largest deviations from a linear dependence
occur at fields in which the 2DES is expected
to condense into a fractional quantum Hall

fluid. Figure 3A depicts a smaller region of the
(B , fexc)–parameter space. It has been recorded
with longer accumulation times and with a
smaller magnetic field step size in order to
better bring out the oscillatory features. For the
parameters of the experiment, the maxima at
fillings 2/5, 3/7, and 4/9 are the optical
signatures for the formation of an incom-
pressible fractional quantum Hall state that
can be interpreted as an integer quantum Hall
state of composite fermions. The resonance
frequency yields the energy gap, which is the
energy cost required to create a neutral quasi
particle–quasi hole excitation at momentum
kSAW. The strongest fractional filling factor, 1/3,
is out of reach because the energy gap ex-
ceeds the maximum accessible frequency fexc
of 50 GHz.

We emphasize that the oscillatory features in
the absorption due to the correlation-driven con-
densation of composite fermions in incompres-
sible states are only observable at the lowest
temperatures. These features vanish for the 4/9
and 3/7 fractional quantum Hall states upon in-
creasing the temperature (T ) to 300 mK, whereas
the feature is strongly reduced for the 2/5 state.
This temperature-dependent behavior is illus-
trated in Fig. 3B. Even though the increase in T
to 300 mK destroyed the formation of the more
fragile fractional quantum Hall states, the com-
posite particles themselves survive because at the
cyclotron resonance frequency, resonant absorp-
tion can be observed up to considerably higher
temperatures. Further temperature-dependent
features of the resonances are deferred to the
SOM text.

A B C
Fig. 4. Roton dispersion
at filling factors 2/5, 3/7,
and 4/9. (A) Resonant
absorption frequency as
a function of the applied
magnetic field for two dif-
ferent momentum values
kSAW = 2.6 × 107 m–1 and
3.9 × 107 m–1 at an
electron density of 5.1 ×
1010 cm–2 and a temper-
ature of 30 mK. (B) Reso-
nance frequency at filling
factor 3/7 as a function of
momentum kSAW for two
different values of the
carrier density. (C) Dis-
persion of the resonance
frequency at filling factors 2/5, 3/7, and 4/9 on normalized energy and momentum axes. Data
points originate from measurements taken with three different transducer periodicities (at the
fundamental and second harmonic) and a large set of densities ranging from approximately 3 ×
1010 to 7 × 1010 cm–2. Data points collected at different electron densities but for one and the
same kSAW transducer have the same color. Solid curves are smooth fits to Monte Carlo
simulations described previously (28).
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Kukushkin et al, Science 324 (2009) 



Conclusion

• Low energy neutral excitations of FQH states with 
ν=N/(2N+1), N>>1 are fluctuations of the shape 
of the Fermi surface

• Magneto-roton minima at values dictated by 
kinemetics (commutation relations), independent 
of Hamiltonian

• Though the theory is undoubtedly imperfect, very 
good fit with experimental data 


