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Fig. 6.— Another comparison of meteoritic r-process abundances and weighted sums of
r-process computations. For this figure additions commence at the high-density end, and

progressively add components of lesser values of log nn to fit the lighter r-process abundances.
The symbols and lines are as in Figure 5
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e.g., Lattimer & Schramm (1974, 1976), Meyer (1989), Frieburghaus et al (1999), Goriely et al 
(2005), Argast et al (2004), Wanajo & Ishimaru (2006), Oechslin et al (2007), Nakamura et al 
(2011), Goriely et al (2012), Korobkin et al (2012), Rosswog el at (2013), Wanajo et al (2014), Just 
et al (2014), etc., etc. 
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p + ν e ↔ n + e+

n + ν e ↔ p + e−

e.g., Meyer et al (1992), Woosley et al (1994), Takahashi et al (1994), Witti et al (1994), Fuller & 
Meyer (1995), McLaughlin et al (1996), Meyer et al (1998), Qian & Woosley (1996),  Hoffman et al 
(1997),  Cardall & Fuller (1997), Otsuki et al (2000), Thompson et al (2001), Terasawa et al (2002), 
Liebendorfer et al (2005), Wanajo (2006), Arcones et al (2007), Huedepohl et al (2010), Fischer et al 
(2010), Roberts & Reddy (2012), Horowitz et al (2012), Wanajo (2013), Martinez-Pinedo et al (2014) 
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neutron star merger 
hot wind 
cold wind 

Mumpower, Cass, Passucci, 
Surman, Aprahamian (2014) 
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‣FRDM (Möller et al. 1995)

‣ETFSI-Q (Pearson et al. 1996)

‣HFB-17 (Goriely et al. 2009)

‣Duflo&Zuker 

hot wind

ns merger

Given astrophysical conditions,
comparison of abundances 
based different mass models

Can we link masses (neutron 
separation energies) to the 
final r-process abundances?
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nuclear masses 
β-decay rates 
β-delayed neutron emission probabilities 
neutron capture rates 
 
fission probabilities 
fission daughter product distributions 
neutrino capture rates 
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types of simulations. While the peak initially narrows
some as discussed above, it soon spreads, so that the ef-
fect is barely visible. Fig. 7 shows the same development
but with the newer capture rates. Here the narrowing
of the peaks is evident, and is not erased by spreading
at later times. The shifting of the peak to higher A is
apparent in both sets of plots, and is most pronounced in
the faster simulations where the peak forms much further
from stability.

FIG. 6. The evolution of the 195 peak in late times for
the three types of simulations, labeled as in fig. 4. The first
frame shows the peak at R ∼ 1, the third frame shows the
final abundances, and the second frame is taken from a time in
between, when R is less than 1 but much larger than its value
at freezeout. For comparison, the dotted line in the second
and third frames replots the abundances from the first frame.
The scaled observed abundances are plotted as crosses.

FIG. 7. Same as fig. 6, but with simulations using a newer
set of neutron-capture rates from Ref. [12].

IV. SIGNIFICANCE OF CAPTURE RATES

Funneling operates unhindered just a short time be-
fore (n, γ) ↔ (γ, n) equilibrium falters and spreading
sets in. As we saw in the last section, once spreading is
important, neutron-capture rates become so too. They
determine how likely a nucleus that has beta-decayed is
to return to the path before decaying again. Fast rates
mean that (n, γ) ↔ (γ, n) equilibrium hangs on longer
and spreading is delayed. Thus, the ultimate degree of
widening a peak experiences depends on neutron-capture
rates. To illustrate this point, we run simulations of the
three types discussed above with four different sets of
calculated rates [2,10,11,12]. These sets were calculated
with different models for nuclear masses, slightly differ-
ent treatments of the dominant statistical capture, and
different assumptions about the importance of direct cap-
ture. Not surprisingly, the rates can differ from one an-
other significantly. Fig. 8 plots the ratio of the smallest
to largest rates as a function of N and Z. When we
use these rates in simulations (though all with the same
mass model [8]) we find variations in the final results for
all values of A. We continue to focus on peaks, however,
partly because the abundances are higher there than in
neighboring regions, so differences are more significant,
and partly because the differences in the left edge of the
A = 195 peak are particularly noticeable. As we already
saw in the last section, and as figs. 9 and 10 show in
more detail, the peak doesn’t spread very much when
rates are fast near the N = 126 closed shell. By contrast
the slowest rates at these points cause the widest final
peaks. These effects, incidentally, are particularly signif-
icant for the Ref. [5] conditions, where (n, γ) ↔ (γ, n)
equilibrium falters earlier because of the rapid drop in
temperature and density, so that capture rates become
important sooner.

FIG. 8. For each N, Z the log of the ratio of the highest
neutron-capture rate in our set [2,10,11,12] to the lowest. The
darkest squares correspond to ratios greater than 1000, as
indicated in the key.

We can see the role of capture near the peak even more
clearly by changing the rates only for N between 123 and
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FIG. 2. (Color online) Red and blue points correspond to the per-
centage difference of kT = 30 keV MACS, calculated with SAPPHIRE

and CIGAR, respectively, to the KADoNiS database. Calculations
were performed using the γ -strength function from Ref. [42], the
CT + BSFG level density with parameters from Ref. [8], and the
optical model from Ref. [58].

codes show that the largest deviations with the experimental
values is around closed shells. Near closed shells, where
Q values are low, the assumption of many closely spaced
resonances in the compound nucleus is called into question.
Consequently, the statistical model is not wholly applicable
and performs poorly in those regions.

However, some minor differences in individual calculations
can be observed between results from the two codes. Because
the input models were the same, these variations can be
attributed to computational differences between the codes.
The differences are (i) the number of experimental levels J ,
with definite parity π , that are adopted for use in Eq. (2)
before invoking a level-density model; and (ii) the coarseness
of the transmission function energy grids. Statistical model
Monte Carlo requires fine energy grids, whereas CIGAR has an
energy binning optimized for the speed of calculation, which
may not be ideal for all transmission function shapes. The
impact of the coarser energy binning in CIGAR is particularly
visible for nuclei with neutron numbers less than 40, where
large differences between SAPPHIRE and CIGAR calculations are
evident. In these cases, where it may not be wholly appropriate
to use CIGAR with the GLO γ -strength function, SAPPHIRE may
produce more accurate results owing to a better approximation
of the integrated transmission function.

To estimate the uncertainty in calculations arising from
using a truncated J π scheme, two sets of identical calculations
were performed using SAPPHIRE. In the first set of calculations,
the truncation on J π was dictated by the total amount of
experimental data; i.e., all of the data in the RIPL-3 data
base [45] was used. In the second set of calculations, the J π

data was truncated at 20 levels. The results from these two
sets of calculations are compared in Fig. 3. The impact of the
truncation is particularly evident for reactions involving low
level densities, located around closed shells and N < 40. For
these cases, where the statistical model is known to be less
reliable, restricting the amount of J π data used in calculations
can affect the value of the theoretical MACS by almost 20%.
That identical models, when used in different codes, can yield
different results indicates that the current HF uncertainties are
not strictly limited to the uncertainties associated with nuclear
physics alone: Numerical effects inherent to a given code can
also have an impact.
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FIG. 3. (Color online) MACS calculated with SAPPHIRE obtained
using truncated J π data, compared to identical calculations performed
using nontruncated J π data. The level data are from RIPL-3 [45].

B. Model implementation

To investigate the impact on the calculation arising from
model implementation details, identical calculations were
performed with the code TALYS [17]. There are a large number
of default nuclear input parameter settings in TALYS, all
of which can be modified. To ensure that the comparison
to Fig. 2 was as fair as possible, the same models were
selected for the TALYS calculations, where available. With
this in mind, the MACS were obtained using the CT + BSFG
level-density formalism, as outlined in Sec. II A, as well as
the GLO γ -strength function. By default, TALYS normalizes
the γ -ray transmission coefficients to the average radiative
capture width at the neutron threshold. This setting was
initially disabled for the calculations presented here, so that
the γ -strength function came directly from GDR parameters.
Also by default, TALYS uses an experimentally derived level-
density parameter a, if available. In the spirit of focusing the
investigation on theoretical inputs only, this default was also
initially disabled so that systematic formulas were used to
obtain the requisite level-density input parameters (e.g., a,
δ). Last, the particle-transmission functions were calculated
using the semimicroscopic JLM optical potential, outlined in
Sec. II C. In TALYS, the radial matter densities required by
JLM are calculated with either the HFB-Skyrme or the HFB-
Gogny interactions. TALYS uses only microscopic spherical
contributions in the optical model calculation, but coupling
to collective states, where such information exists, is also
included by default in the total optical potential. For nuclei
that have a coupling scheme, the inclusion of collective
effects in the OMP increases the MACS by an amount which
depends on the additional contribution to the transmission
coefficient.

Plotted in solid blue circles in Fig. 4 are the TALYS MACS
as a percentage difference to KADoNiS data. Comparing these
points to those in Fig. 2 indicate that there are a number
of differences between results from CIGAR (SAPPHIRE) and
TALYS. Though all codes were operated using the CT + BSFG
formalism, there are still deviations concerning precisely how
the level density model has been applied; implementation of
the matching energy between CT and BSFG, as well as the
formalism for the spin cutoff parameter, the level-density
parameter a and the backshift are not identical between
the code packages. The sources and impact of the model
implementation details are now discussed. For each difference
investigated and presented below, the parameter of interest

034619-7
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FIG. 4. (Color online) Percentage difference of kT = 30 keV
MACS calculated with TALYS, compared to the KADoNiS database.
For solid circles, calculations have been performed using the γ -
strength function from Ref. [42], the CT + BSFG level density with
parameters from Ref. [17], and the optical model from Ref. [58]. Open
circles represent identical calculations; however, the TALYS default to
use experimental level-density data has been adopted.

(i.e., matching energy, a, etc.) was first calculated for all of the
nuclei using the TALYS code. The values of these parameters
were then input directly in to the CIGAR code and used in new
MACS calculations. The new CIGAR calculations were then
compared to the original, “base” ones presented in Fig. 2. For
optimum accessibility, listed below are each of the parameters
investigated, along with a brief discussion of the respective
impact. The convention adopted for Figs. 5, 6, 8, and 9 is as fol-
lows: Blue points refer to the ratio TALYSparameter/CIGARparameter
and are plotted on the left axis, whereas red points indicate the
ratio of MACSCIGAR+TALYSparameter/MACSCIGAR and plotted on
the right axis. For Fig. 7, the absolute value of the parameter is
plotted on the left axis, the ratio of the MACS to the KADoNiS
MACS are plotted on the right.

(1) Temperature. Shown in Fig. 5 is the ratio of the TALYS
to CIGAR/SAPPHIRE CT. The TALYS CT is typically
between ≈80% and 120% of the CIGAR/SAPPHIRE
values, with larger deviations visible around closed
shells. The ratio of the rates plotted on the right-hand
axis shows that the rates are very insensitive to the CT:
Even the largest temperature deviations result in no
more than 5%–10% change in the MACS.

(2) CT-BSFG matching point energy. The ratio of the
TALYS CT-BSFG matching energies to those used in
CIGAR/SAPPHIRE are shown in Fig. 6. In general, TALYS
does not obtain Em systematically; instead, an iterative
procedure is used to solve for matching energy [17].
Aside from a handful of examples, the matching point
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FIG. 6. (Color online) Left axis: Ratio of matching energies Em

calculated by TALYS to those calculated by CIGAR/SAPPHIRE using
Eq. (16). Right axis: Ratio of CIGAR MACS using TALYS Em to base
CIGAR calculations.

energies used in TALYS are on average 50% larger
than those obtained from Eq. (16). Compared to the
CIGAR base MACS, calculations using TALYS Em are,
on average, 13% smaller.

(3) Backshift. For the CT option in TALYS, δ is found from
the systematic formula

δ = χ
12

A1/2
, (18)

where χ = 0, 1 or 2, for odd-odd, odd-even, or even-
even isotopes, respectively. In CIGAR (SAPPHIRE), δ is
determined from mass differences between neighbor-
ing nuclei [8]. As shown on the left axis in Fig. 7, the
backshift obtained by these two different models varies
from nucleus to nucleus, but can be a few MeV. The
right axis of the figure shows the ratio of the MACSs
obtained with each of the backshift models to the
KADoNiS data: Open blue circles show the ratio of the
cigar calculations using Eq. (17), open red circles show
the ratio using cigar with Eq. (18) instead. Roughly, δ
obtained from Eq. (18) result in MACSs that are 50%
smaller than those calculated using Eq. (17).

(4) Level-density parameter. First, TALYS uses different
values to CIGAR (SAPPHIRE) for the global parame-
ters α, β, and γ required to find a from Eq. (17).
Second, TALYS determines δW from differences be-
tween experimental and liquid drop masses, not the
FRDM microscopic energy corrections used by CIGAR
(SAPPHIRE). As shown on the left axis in Fig. 8,
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FIG. 7. (Color online) Left axis: Backshift as calculated in
cigar(sapphire) using Eq. (17) (solid blue circles), and talys using
Eq. (18) (solid red circles). Right axis: Ratio of CIGAR MACS to
KADoNiS values. Open blue circles were obtained using Eq. (17);
open red circles were obtained using Eq. (18).
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Fig. 6.— Another comparison of meteoritic r-process abundances and weighted sums of
r-process computations. For this figure additions commence at the high-density end, and

progressively add components of lesser values of log nn to fit the lighter r-process abundances.
The symbols and lines are as in Figure 5
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hot wind r-process simulation, 
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transfer reactions: 
95Mo(d,p)  Ratkiewicz et al, in preparation – study use of (d,p) as a surrogate for (n,γ)  
128Sn(d,p), 126Sn(d,p) Manning et al, in preparation 

130Sn(d,p)  Kozub et al (2012) 
132Sn(d,p)  Jones et al (2011) 
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γSF approaches: 
Ex: 93-98Mo Guttormsen et al (2005) 

A. C. LARSEN AND S. GORIELY PHYSICAL REVIEW C 82, 014318 (2010)
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FIG. 5. (Color online) Ratios of Maxwellian-averaged (n,γ )
reaction rates at T = 109 K for the Fe, Mo, and Cd isotopic chains
up to the neutron drip line, using the GLO-lo and GLO model.

On the basis of the input models described above, we
now perform calculations on the Maxwellian-averaged neutron
capture rates of astrophysical interest for the full isotopic
chains of Mo, as well as Fe and Cd up to the neutron
drip line. The GLO-up1, GLO-up2, GLO-lo predictions are
compared with the widely used GLO estimates in Figs. 5–7
for a temperature of T = 109 K typical of the r-process
nucleosynthesis [1]. As already demonstrated in Fig. 4, close
to the stability line the upbend structure has a relatively
small influence. However, for exotic neutron-rich nuclei the
impact may become large, essentially due to the low neutron
separation energies allowing only for γ decays with energies
lower than typically 2 MeV. In this case, the strength in the
low-energy region dominates the decay.

In Fig. 5, the rates obtained using the GLO-lo with constant
temperature of Tf = 0.3 MeV are compared to the frequently
used standard GLO model with variable temperature as defined
in Eq. (5). For nuclei close to the valley of stability, it is
seen that the constant-temperature approach gives lower rates
than the original GLO model, which is easy to understand
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FIG. 6. (Color online) Same as Fig. 5 for the GLO-up1 and the
GLO model.
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FIG. 7. (Color online) Same as Fig. 5 for the GLO-up2 and the
GLO model.

from the higher absolute value of the GEDR tail when using
a variable temperature which is found to be higher than the
0.3 MeV considered in the GLO-lo model (see Fig. 3 for
98Mo). However, when approaching the neutron drip line, the
rates of the GLO-lo model become comparable and even larger
than the ones using the GLO model. This is due to the fact
that the neutron separation energy drops rapidly and so does
the temperature Tf , at least for neutron incident energies of
about 100 keV (corresponding to the T = 109 K temperature
considered here). The original GLO model when applied to the
neutron capture by exotic neutron-rich nuclei can therefore
be approximated by the Tf = 0 case. We see from Fig. 5
that assuming a constant temperature Tf = 0.3 MeV (i.e., the
GLO-lo case) can give an order of magnitude increase in the
reaction rates for such exotic nuclei.

Including the upbend structure through the GLO-up1 model
may give another significant increase of the rates as shown in
Fig. 6. In particular, the rates for neutron-rich Cd isotopes gain
an additional order of magnitude due to the low-energy RSF
contribution that become effective as soon as Sn drops after
crossing the closed neutron shell at N = 82. As demonstrated
in Fig. 7, the GLO-up2 parametrization gives a similar large
increase of the rates with respect to the traditional calculation
based on the GLO model. The predictions are even larger than
when considering the GLO-up1 model. Similar conclusions
can be drawn for the Fe and Mo isotopes.

In general, we see that the influence of the upbend structure
on the (n,γ ) cross sections and thus the reaction rates becomes
more and more important as the number of neutrons increases.
In particular, as soon as a major neutron shell is crossed,
the neutron separation energy Sn drops and the RSF in the
vicinity of the upbend structure starts to play a major role
in the radiative decay. It can be seen that the combination of
the upbend structure and applying a constant temperature may
lead to an increase of the reaction rates by up to a factor of
300. This increase is observed in all the isotopic chains studied
here when applying the GLO-up2 model.

These calculations show that a proper understanding of the
Eγ → 0 limit of the RSF can be of crucial importance in
the determination of radiative neutron-capture cross sections

014318-6
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Experimental B(M1) and B(E1) values in nuclei around A = 90
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FIGURE 1. (Color online) Left panel: Strength functions for 94Mo deduced from (3He,3He’) (blue circles) and (g,n) (green
squares) experiments, the M1 strength function from the present Shell Model calculations (black solid line), E1 strength according
to the GLO analytical expression (green dashed line), and the total (E1+M1) dipole strength function (red line). Right panel:
Average reduced transition probabilities of discrete dipole transitions in all nuclides with 88  A  98 as reported in ENSDF [5].
The transitions are sorted into bins of 100 keV of the transition energy. Reprinted with permission from Ref. [1].

SHELL MODEL CALCULATIONS

The Shell Model calculations were performed within two model spaces. The first one (SM1) included the active
proton orbits p(0 f5/2,1p3/2,1p1/2,0g9/2) and the neutron orbits n(1p1/2,0g9/2,1d5/2) relative to a 66Ni core. The
second one (SM2) included the same proton orbits, but the active neutron orbits n(0g9/2,1d5/2,0g7/2) relative to a
68Ni core. We discuss only the results for (SM2), because the ones for (SM1) are very similar. Details about the set of
empirical matrix elements for the effective interaction and of the single particle energies in this model space are given
in Refs. [1, 6]. Our previous studies of nuclei with N = 46 � 54 demonstrated that the present Shell Model very well
accounts for the experimental energies and transition probabilities of discrete states near the yrast line (see Ref. [6]
and references therein). For calculating the reduced transition probabilities B(M1) effective g-factors of geff

s = 0.7gfree
s

have been applied.
To make the calculations feasible truncations of the occupation numbers were applied. In SM2, up to two protons

could be lifted from the 1p1/2 orbit to the 0g9/2 orbit. In 94,95Mo, one neutron from the 0g9/2 orbit could be excited to
either the 1d5/2 or the 0g7/2 orbit, and one from the 1d5/2 to the 0g7/2 orbit. In 90Zr, one neutron from the 0g9/2 orbit
may be excited to the 1d5/2 orbit and one from the 1d5/2 orbit to the 0g7/2 orbit, or one neutron from the 0g9/2 orbit
and one from the 1d5/2 orbit may be excited to the 0g7/2 orbit.

The calculations included states with spins from J = 0 to 6 for 90Zr and 94Mo and from J = 1/2 to 13/2 for 95Mo.
For each spin the lowest 40 states were calculated. The reduced transition probabilities B(M1) were calculated for all
transitions from initial to final states with energies E f < Ei and spins Jf = Ji,Ji ±1. For the minimum and maximum Ji,
the cases Jf = Ji �1 and Jf = Ji +1, respectively, were excluded. This resulted in more than 14000 M1 transitions for
each parity p =+ and p = �, which were sorted into 100 keV bins according to their transition energy Eg = Ei �E f .
The average B(M1) value for one energy bin was obtained as the sum of all B(M1) values divided by the number of
transitions within this bin. The results for 94Mo are shown in Fig. 2 (left). They look quite similar for the other nuclides
studied. Clearly there is a spike at zero energy that extends to about 2 MeV, which we call Low-Energy MAgnetic
Radiation (LEMAR).

The inset of Fig. 2(left) demonstrates that, up to 2 MeV, the LEMAR spike of B(M1,Eg) is well approximated by
the exponential function

B(M1,Eg) = B0 exp(�Eg/TB), (1)

with B0 = B(M1,0) and TB being constants. This is the case for all studied cases. For the respective parities p =+,�
we find for 90Zr: B0 = (0.36, 0.58) µ2

N and TB = (0.33, 0.29) MeV, for 94Mo: B0 = (0.32, 0.16) µ2
N and TB = (0.35, 0.51)

Frauendorf et al 
(2014) 
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FIG. 3: (Color online) The blue, filled area indicates the constraints obtained with the present data, and the black lines indicate the lower and
upper limits for the TALYS calculations prior to the present work for (a) the input gSFs; (b) the 75Ge radiative neutron-capture cross section;
(c) the Maxwellian-averaged reaction rates as function of the stellar-environment temperature, also compared to rates from BRUSLIB [28] and
JINA REACLIB [29].

It is therefore very interesting to study this phenomenon in
unstable nuclei and map its strength far from stability.

From the present analysis of the 76Ge data, the NLDs and
gSF were used as input in the TALYS-1.6 nuclear-reaction
code [49], calculating the (n,g) reaction cross section and
Maxwellian-averaged reaction rate. Following Ref. [48], the
76Ge upbend was included as an M1 component of the to-
tal dipole strength, with an exponential parametrization of the
form fup(Eg) = C exp [�hEg ], with C = 3.34⇥ 10�8 MeV�3

and h = 0.97 MeV�1. For the E1 g-strength component,
the Skyrme-HFB+QRPA calculation of Ref. [50] was ap-
plied. In addition, the standard treatment of the M1 spin-
flip resonance as described in the TALYS documentation is
included [49]. The total dipole strength is thus f (Eg) =
fup,M1 + fE1 + fspin�flip,M1. For the experimental lower limit,
we have used the CT model (norm-1) for the level density,⌦
Gg0

↵
= 147 meV (scaling f (Eg) with a factor 0.65), and the

JLM optical-model potential (JLM OMP) [49, 51] (for more
details see the Supplemental material [23]). For the experi-
mental upper limit, the microscopic calculations of Ref. [26]
(norm-2) are applied,

⌦
Gg0

↵
= 295 meV (scaling f (Eg) with

a factor 1.7), and using the neutron-optical-model potential
(n-OMP) of Ref. [52].

We have also tested the standard input options in TALYS
to obtain the lower and upper limit as provided by TALYS,
corresponding to: (i) a combinatorial-plus-HFB calculation
with a Skyrme force [26] for the level density, the Skyrme-
HFB+QRPA calculation of Ref. [50], and the JLM OMP [51]
(lower TALYS limit); (ii) the back-shifted Fermi-gas model as
implemented in TALYS [49], the Brink-Axel model [53, 54]
for the E1 gSF, and the n-OMP of Ref. [52] (upper TALYS
limit). Note that the two OMP’s are practically identical for
incoming neutron energies between ⇡ 50keV�1 MeV, show-
ing that the uncertainties are dominated by the uncertainties in
the NLD and gSF.

The results of our calculations are shown in Fig. 3 and
the (n,g) astrophysical reaction rate is also compared to rates
from the BRUSLIB [28] and from the JINA REACLIB [29].
We observe that our upper limit follows the BRUSLIB rate
for temperatures below ⇡ 2 GK and our lower limit is in good
agreement with the REACLIB rate. Both libraries overesti-
mate the reaction rate at higher temperatures. We also note
that despite the rather large uncertainties, we are able to sig-
nificantly constrain the (n,g) cross section and the astrophysi-
cal (n,g) reaction rate. Hence, these results show that our new
method has a great potential in further constraining astrophys-
ical reaction rates for more neutron-rich nuclei, for which the
b -decay Q-value will be comparable to the neutron separation
energy, and as such it could provide vital information both for
fundamental nuclear structure and nuclear astrophysics.

In summary, the present Letter introduces a new technique
that provides a unique opportunity for constraining (n,g) cross
sections far from stability. These cross sections are extremely
important for the astrophysical r-process and currently the
tools for studying these reactions are at best limited. The pre-
sented method combines the use of b -decays to populate high-
lying levels in the nucleus of interest with a segmented total
absorption spectrometer for detecting the individual g rays and
excitation energy and with the well known Oslo method for
extracting nuclear level densities and g-ray strength functions.
Employing the b -decay as a means to populate the levels of
interest greatly increases the number of nuclei within experi-
mental reach and allows in many cases to reach the r-process
path at current and next generation facilities.
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Fig. 6.— Another comparison of meteoritic r-process abundances and weighted sums of
r-process computations. For this figure additions commence at the high-density end, and

progressively add components of lesser values of log nn to fit the lighter r-process abundances.
The symbols and lines are as in Figure 5
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describe them up to exotic nuclei in the study of the
mercury isotopes [46].

SPY has now been applied to all the neutron-rich nuclei
of relevance for r-process nucleosynthesis. It is found that
the A ’ 278 fissioning nuclei, which are main progenitors
of the 110 & A & 170 nuclei in the decompression of NS
matter, present an unexpected doubly asymmetric fission
mode with a characteristic four-hump pattern, as illustrated
in Fig. 2. Such fragment distributions have never been
observed experimentally and can be traced back to the
predicted potential energies at large deformations of
the neutron-rich fragments favored by the A ’ 278 fission.
The two asymmetric fission modes can also be seen on the
potential energy surface (Fig. 3) obtained from a detailed
microscopic calculation [50] for 278Cf in the deformation
subspace (elongation hQ̂20i, asymmetry hQ̂30i). This cal-
culation uses a state-of-the-art mean-field model with the
Gogny interaction. The two fission valleys indicated by
arrows in Fig. 3 lead to asymmetries similar to the distri-
butions presented in Fig. 2 obtained with SPY. The

symmetric valley, corresponding to a nil octupole moment,
is disfavored by a smaller barrier transmission probability
linked to the presence of a barrier, hidden in this subspace
by a discontinuity [51].
Finally, we show in Fig. 1(b), the SPY prediction of the

average number of evaporated neutrons for each sponta-
neously fissioning nucleus. This average number is seen to
reach values of about four for the A ’ 278 isobars and
maximum values of !14 for the heaviest Z ’ 110 nuclei
lying at the neutron drip line.
Nucleosynthesis calculations.—Due to the specific ini-

tial conditions of high neutron densities (typically Nn ’
1033"35 cm"3 at the drip density), the nuclear flow during
most of the neutron irradiation will follow the neutron-drip
line and produce in milliseconds, the heaviest drip-line
nuclei. However, for drip-line nuclei with Z # 103,
neutron-induced and spontaneous fission become efficient
[Fig. 1(a)] prohibiting the formation of super-heavy nuclei
and recycling the heavy material into lighter fragments,
which restart capturing the free neutrons. Fission recycling
can take place up to three times before the neutrons are
exhausted, depending on the expansion time scales. When
the neutron density drops below some 1020 cm"3, the time
scale of neutron capture becomes longer than a few sec-
onds, and the nuclear flow is dominated by ! decays back
to the stability line (as well as fission and " decay for the
heaviest species). The final abundance distribution of the
3$ 10"3M% of ejecta during the NSM is compared with
the Solar System composition in Fig. 4. The similarity
between the solar abundance pattern and the prediction in
the 140 & A & 180 region is remarkable and strongly
suggests that this pattern constitutes the standard signature
of r processing under fission conditions.
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FIG. 2 (color online). FFDs from the SPY model for eight
A ¼ 278 isobars.

FIG. 3 (color online). 278Cf potential energy surface as a
function of the quadrupole hQ̂20i and octupole hQ̂30i deforma-
tions. Both asymmetric fission valleys are depicted by the red
arrows.
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FIG. 4 (color online). Final abundance distribution vs atomic
mass for ejecta from 1:35–1:35 M% NS mergers. The red squares
are for the newly derived SPY predictions of the FFDs and the
blue circles for essentially symmetric distributions based on
the 2013 GEF model [52]. The abundances are compared with
the solar ones [56] (dotted circles). The insert zooms on the rare-
earth elements.
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The site of the r process remains one of the greatest mysteries of nuclear 
astrophysics.  
 
The capability of current and next generation radioactive beam facilities to reach 
extremely neutron-rich nuclei for the first time will open up a promising new 
approach to this mystery: exploiting the details of the r-process pattern to 
constrain astrophysical conditions 
 
Fresh theoretical efforts are crucial in order to achieve the necessary reductions 
in neutron capture rate uncertainties  

Mumpower et al (2014) 

The Number of Isotopes Available for Study 
at FRIB 

!  Estimated Possible: Erler, 
Birge, Kortelainen, 
Nazarewicz, Olsen, 
Stoitsov, Nature 486, 509–
512 (28 June 2012) , 
based on a study of EDF 
models 

!  “Known” defined as 
isotopes with at least one 
excited state known (1900 
isotopes from NNDC 
database) 

!  For Z<90 FRIB is 
predicted to make > 80% 
of all possible isotopes 
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