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Abstract

We discuss Onsager’s conjecture that non-vanishing energy dissipation in high-Reynolds-number turbulence is associated to singular
(distributional) solutions of the incompressible Euler equations. We carefully explain the physical and mathematical meaning of the conjecture
and also review relevant theoretical, experimental and numerical work, emphasizing some of the dramatic successes of Onsager’s point of view.
Finally, we present several new ideas and results on Lagrangian dynamics of circulations and vortex-lines that we believe will be important for
future progress.
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1. Introduction

It is widely accepted that simple molecular fluids are
described in the double limit of small Knudsen number Kn and
small Mach number Ma by the incompressible Navier–Stokes
equation with kinematic viscosity ν > 0:

∂t u + (u · ∇)u = −∇ p + ν � u, ∇ · u = 0. (1)

There are good grounds for this belief. For example, Quastel
and Yau [1] have rigorously derived these equations in such
a limit for a stochastic lattice-gas model. Their proof shows
that the coarse-grained velocity fields in the model must satisfy
some Leray solution [2] of (1), even if the latter develops
singularities at which the velocity field locally becomes infinite.
See also the contribution of Saint-Raymond in this volume [3].
There is no apparent limitation on the Reynolds number Re in
such results. For example, in Kolmogorov’s 1941 theory [4]
of turbulence Re = (Ma/K n)4, where Kn = �m f /η is the
Knudsen number based on the Kolmogorov microscale η and
the mean-free path �m f , so that Re � 1 as long as Kn �
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Ma � 1 [5]. The Navier–Stokes equation (1) is thus expected
to describe the dynamics of turbulent fluids at any Reynolds
number.

It may be less commonly appreciated that singular solutions
of the incompressible Euler equations

∂t u + (u · ∇)u = −∇ p, ∇ · u = 0 (2)

are a good candidate to describe turbulent flow in the
asymptotic limit Re → ∞, as first conjectured by Onsager [6].
The present paper reviews this idea, both its physical meaning
and its current mathematical status.

2. Empirical foundations

Our story begins with an experimental fact. Energy
dissipation ε = ν|∇u|2 appears not to vanish in the limit
Re → ∞ or ν → 0, for a variety of turbulent flows. The basis
of this statement is empirical: there is still no a priori derivation
from the Navier–Stokes equation (1). The basic observation
was made by the great British fluid-dynamicist, G. I. Taylor,
semi-phenomenologically. Discussing turbulent pipe flow in a
classic 1935 paper [7], he wrote:

“It has been shown by V. Karman that if the surface stress in a
pipe is expressed in the form τ = ρv2

× then
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In the long-wavelength, non-relativistic limit the fluid equations are:

Experiments suggest that energy dissipation
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does not vanish in the limit of vanishing viscosity, for a variety, of 
turbulent flows. This fact was a basic assumption in the 1941 theory of 
turbulence due to A. Kolmogorov.
Onsager noticed that if we divide the above 
equation by viscosity and take the zero-viscosity 
limit the velocity becomes non-differentiable.

We can also rewrite the RHS of the energy 
dissipation as proportional to enstrophy. Thus 
turbulence is a mechanism of enstrophy 
generation, which is know as vortex-streching.

source University of Münster, 
Institut for Physics



Effective equations
Consider a locally space-averaged velocity

where                                         is an averaging kernel that is non-
negative, smooth and rapidly decaying.
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where Uc is the maximum velocity in the middle of the pipe
and U is the velocity at radius r . This relationship is associated
with the conception that the Reynolds’ stresses are proportional
to the squares of the turbulent components of velocity. It seems
that the rate of dissipation of energy in such a system must be
proportional, so far as changes in linear dimensions, velocity,
and density are concerned, to ρu�3/ l, where l is some linear
dimension defining the scale of the system.”

Taylor’s claim is that turbulent energy dissipation per unit mass
should scale at high Reynolds number, on average, as �ε� ∼
U 3/L , where U is rms velocity and L is the integral length.
This is a remarkable formula, since it is completely independent
of molecular viscosity.

Empirically, the formula may be tested by studying the non-
dimensional dissipation rate D(Re) = �ε�/(U 3/L), which
is a function of Reynolds number Re = U L/ν. Here �·�
stands for either a space-, time- or spacetime-average, over a
finite domain, as employed in experimental studies. If Taylor’s
observation is correct, then

lim
Re→∞

D(Re) = D∗ > 0. (3)

Confirmation of (3) was provided in the 1940’s by the data
of H. L. Dryden on decaying turbulence in wind-tunnels [8].
Although the early tests were fairly crude, later experiments
have demonstrated (3) more convincingly. For a compilation
of data from various free flows (decaying grid turbulence, jets,
wakes, etc.), see [9,11]. The non-vanishing of mean energy
dissipation rate is surprising, since there is no reason a priori
that any of the hydrodynamic energy must be converted to heat
as ν → 0. Perhaps the best checks of (3) have come from
numerical simulation of homogeneous, isotropic turbulence
in a periodic domain, as summarized by Sreenivasan [12].
The recent numerical study of forced turbulence by Kaneda
et al. [13] on a 40963 spatial grid has confirmed that
D(Re) asymptotes to a constant at high Reynolds numbers.
Furthermore, the mean kinetic energy remains bounded in the
same limit. This implies that energy is not accumulating in
the hydrodynamic modes but, instead, is being transferred to
the small-scales where it is efficiently dissipated by viscosity
into heat. The experimental situation in wall-bounded flows
is more complex. According to classical theories of the “log-
layer”, the friction velocity u∗ (and thus the rms velocity U )
are logarithmically decreasing functions of Re for smooth walls
and Reynolds-number-independent for rough walls [14]. In an
experimental study of Taylor–Couette flow with smooth walls,
Cadot et al. [10] have observed distinctly different behaviors in
the bulk of the flow and at the boundary. Most of the dissipation
was found to occur in a boundary layer at the walls of the
apparatus, but this dissipation was a weakly decreasing function
of the Reynolds number. On the other hand, the dissipation in
the bulk appeared to obey (3) at high Reynolds number.

Summarizing a somewhat complicated experimental picture,
we may say that (3) is observed to hold well in a wide range
of turbulent flows. Non-vanishing of mean energy dissipation

at infinite-Reynolds number was a basic assumption of the
Kolmogorov 1941 similarity theory of turbulence [4]. This
property is so important – both practically and theoretically –
that it is sometimes called the “zeroth law of turbulence” [15].

3. Dissipation and singularities

The Yale chemist, Lars Onsager, was actively interested
in the problem of fluid turbulence in the 1940’s, and,
indeed, rediscovered the Kolmogorov 1941 similarity theory
independently of Kolmogorov. For an in-depth historical
discussion, see [16]. Onsager was aware of Taylor’s estimate
of mean turbulent energy dissipation and of Dryden’s related
experiments. In his only full-length journal article on fluid
turbulence in 1949, he drew from these observations a
remarkable conclusion [6]:

“It is of some interest to note that in principle, turbulent
dissipation as described could take place just as readily without
the final assistance by viscosity. In the absence of viscosity, the
standard proof of the conservation of energy does not apply,
because the velocity field does not remain differentiable! In
fact it is possible to show that the velocity field in such “ideal”
turbulence cannot obey any LIPSCHITZ condition of the form

|v(r� + r) − v(r�)| < (const.)rn (26)

for any order n greater than 1/3; otherwise the energy is
conserved. Of course, under the circumstances, the ordinary
formulation of the laws of motion in terms of differential
equations becomes inadequate and must be replaced by a more
general description . . . .”

In this section and the next we shall explicate Onsager’s rather
concise assertions above.

Perhaps the most physical way to explain these statements
is in terms of effective “coarse-grained” equations obtained
from the incompressible Navier–Stokes equation, as in [17,18].
Consider a locally space-averaged (low-pass filtered) velocity

u�(x) =
�

ddrG�(r)u(x + r). (4)

for an averaging kernel G�(r) = �−d G(r/�) that is non-
negative, smooth, and rapidly decaying. Averaging out the
small-scales from the Navier–Stokes equation yields effective
equations at a continuum of length-scales �:

∂t u� + ∇ · [u�u� + τ �] = −∇ p� + ν � u�, ∇ · u� = 0 (5)

where τ � is the subscale stress tensor

τ � = (u ⊗ u)� − u� ⊗ u� (6)

from the eliminated modes. This approach is similar to
what in physics is called Wilson–Kadanoff renormalization
group (RG) [19]. The same technique is used in Large-Eddy
Simulation (LES) of turbulent flow, where a closure equation is
employed for the stress tensor τ � [20].

Simplifications occur in these equations for Re � 1. An
elementary estimate of the viscous diffusion term is

�ν � u��2 ≤ (const.)(ν/�2)�u�2
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discussion, see [16]. Onsager was aware of Taylor’s estimate
of mean turbulent energy dissipation and of Dryden’s related
experiments. In his only full-length journal article on fluid
turbulence in 1949, he drew from these observations a
remarkable conclusion [6]:

“It is of some interest to note that in principle, turbulent
dissipation as described could take place just as readily without
the final assistance by viscosity. In the absence of viscosity, the
standard proof of the conservation of energy does not apply,
because the velocity field does not remain differentiable! In
fact it is possible to show that the velocity field in such “ideal”
turbulence cannot obey any LIPSCHITZ condition of the form

|v(r� + r) − v(r�)| < (const.)rn (26)

for any order n greater than 1/3; otherwise the energy is
conserved. Of course, under the circumstances, the ordinary
formulation of the laws of motion in terms of differential
equations becomes inadequate and must be replaced by a more
general description . . . .”

In this section and the next we shall explicate Onsager’s rather
concise assertions above.

Perhaps the most physical way to explain these statements
is in terms of effective “coarse-grained” equations obtained
from the incompressible Navier–Stokes equation, as in [17,18].
Consider a locally space-averaged (low-pass filtered) velocity

u�(x) =
�

ddrG�(r)u(x + r). (4)

for an averaging kernel G�(r) = �−d G(r/�) that is non-
negative, smooth, and rapidly decaying. Averaging out the
small-scales from the Navier–Stokes equation yields effective
equations at a continuum of length-scales �:

∂t u� + ∇ · [u�u� + τ �] = −∇ p� + ν � u�, ∇ · u� = 0 (5)

where τ � is the subscale stress tensor

τ � = (u ⊗ u)� − u� ⊗ u� (6)

from the eliminated modes. This approach is similar to
what in physics is called Wilson–Kadanoff renormalization
group (RG) [19]. The same technique is used in Large-Eddy
Simulation (LES) of turbulent flow, where a closure equation is
employed for the stress tensor τ � [20].

Simplifications occur in these equations for Re � 1. An
elementary estimate of the viscous diffusion term is

�ν � u��2 ≤ (const.)(ν/�2)�u�2

This is analogous to the Wilson-Kadanoff RG approach. The viscous 
term can be show to be irrelevant in terms of RG analysis. This results 
in a simplification in the inertial range of scales
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where �u�2
2 =

� T
0 dt

�
ddx |u(x, t)|2 is (twice) the time-

average kinetic energy. Thus, this term is negligible for small
ν or large � and can be dropped, like “irrelevant” terms in RG
analysis. Simpler effective equations therefore result for the
inertial-range of length-scales �:

∂t u� + ∇ · [u�u� + τ �] = −∇ p�, ∇ · u� = 0 (7)

which retain only the contributions from the nonlinear
interactions. Eq. (7) can easily be seen to hold rigorously if the
Navier–Stokes solution uν for viscosity ν converges uν → u
in L2 norm as ν → 0, i.e. if the residual energy in u − uν

vanishes. Hereafter we shall consider (7) at fixed, inertial-range
length-scales �, from which negligible viscous terms have been
dropped.

The large-scale energy balance that follows from (7) is

∂t e� + ∇ · J� = −Π�

where e� = 1
2 |u�|2 is large-scale energy density per mass,

J� = (e� + p�)u� + u� · τ �

is space transport of large-scale energy, and

Π� = −∇u�:τ � (8)

is the rate of work of the large-scale velocity-gradient
against the small-scale stress, or “deformation work” in the
terminology of Tennekes and Lumley [14]. Turbulent energy
cascade is the dynamical transfer of kinetic energy from large-
scales to small-scales via the “energy flux” Π� through the
inertial-range.

A key realization of Onsager was that this energy flux
depends only upon velocity-increments

δu(r; x) ≡ u(x + r) − u(x).

In particular, this holds both for stress

τ � =
�

ddrG�(r)δu(r) ⊗ δu(r)

−
�

ddrG�(r)δu(r) ⊗
�

ddrG�(r)δu(r)

and the velocity-gradient

∇u� = −(1/�)

�
ddr(∇G)�(r)δu(r).

It follows directly from these that

Π� = O(|δu(�)|3/�) (9)

as a rigorous upper bound, where δu(�) = supr<� |δu(r)|.
This can be regarded as a refinement of the estimate proposed
earlier by Taylor and, indeed, is a consequence of the fact that
turbulent stress is “proportional to the squares of the turbulent
components of velocity”.

From the estimate (9), Onsager’s assertion about singular-
ities easily follows. Assume that the inertial-range velocity
field u(t) at time t is Hölder continuous at point x with an
exponent 0 < α < 1. Here we follow the standard defi-
nition of Hölder–Lipschitz continuity that u(t) ∈ Cα(x) iff

|δu(r; x, t)| = O(rα). Substituting into estimate (9), one ob-
tains the bound

Π�(x, t) = O(�3α−1).

In particular, Π�(x, t) → 0 as � → 0 if α > 1/3 and
there can then be no asymptotic energy flux to the small-scales
where viscosity is effective. The reverse statement is perhaps
more interesting: to explain the observed energy dissipation
requires α ≤ 1/3 in the infinite-Reynolds number limit.
Onsager’s prediction of such (near) singularities in turbulent
flow has been well-confirmed by experiment and simulation.
For example, see the papers [21,22] where an entire multifractal
dimension spectrum of Hölder singularities has been obtained
from experiments and simulations, with the most probable
exponent α � 1/3. The a priori prediction of such velocity
singularities is striking confirmation of Onsager’s views on
turbulent energy dissipation.

The singularities predicted by this argument need not be
finite-time inviscid singularities, however. At fixed positive
viscosity ν or large but finite Reynolds number Re, a nonzero
flux of energy may form for length-scales in the inertial-
range L � � � η, between the integral scale L and the
dissipation scale η. If the smallest length-scale �(t) down to
which flux is constant goes to zero exponentially quickly, for
example, then the time τdis to reach the dissipation scale η

will grow weakly (logarithmically) with the Reynolds number.
For times t � τdis no energy will be dissipated by viscosity.
Nevertheless, in externally forced turbulence, real singularities
down to zero length-scale may be obtained by first allowing
the flow to reach steady-state at fixed Reynolds number and
then taking subsequently the limit of infinite-Reynolds number.
That is, singularities and non-vanishing dissipation may appear
in the mathematical limit t → ∞ first and ν → 0 second.
The situation is different in freely-decaying turbulence. In free
decay from smooth initial data, nonzero energy dissipation
at finite times for Re → ∞ requires that the time τdis
be independent of Reynolds number. Thus, observation of
non-vanishing energy dissipation at high Reynolds number
in decaying grid-turbulence is consistent with a finite-time
inviscid singularity. Of course, this is rather weak evidence for a
finite-time singularity, because current experiments can hardly
distinguish between a time τdis which is independent of Re and
one which grows very slowly, say as log(Re) or as loglog(Re).

4. Generalized Euler solutions

We have not yet explained Onsager’s assertion about the
possibility of energy dissipation “in the absence of viscosity”
for “a more general description” of the ideal fluid equations.
The effective Eqs. (7) for a length-scale � in the inertial-range
are identical to those that would be obtained by coarse-graining
not the Navier–Stokes equations but instead the incompressible
Euler equations

∂t u + ∇ · (uu) = −∇ p, ∇ · u = 0. (10)

The above equations with the classical notions of space–time
derivatives will not make sense for the singular velocity fields



Dissipative anomaly
The effective equations are equivalent to the ones obtained by coarse-
graining procedure of incompressible Euler equations. However, the 
equations are not well-defined for the singular velocity fields and only 
meaningful in a sense of distributions.

As realized by Onsager, the Euler equations in this generalized sense 
do not guarantee the conservation of energy. It can be shown that the 
generalized energy balance equation has the form
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u considered by Onsager. However, Eq. (10) is meaningful
in the sense of distributions, i.e. after smearing with smooth
test functions ϕ(x, t). The effective Eqs. (7) at length-scale �
can be obtained (interpreted distributionally in time) by spatial
smearing of (10) with the special set of test functions ϕx,�(x�) =
�−d

G((x� − x)/�). In fact, Eq. (10) in the distributional sense
is mathematically equivalent to the set of effective Eqs. (7) for
all � > 0. The gist of the matter was well-expressed by Landau
& Lifshitz in the 1954 Russian edition of their fluid-dynamics
text [23]:

“We therefore conclude that, for the large eddies which are the
basis of any turbulent flow, the viscosity is unimportant and
may be equated to zero, so that the motion of these eddies
obeys Euler’s equation. . . . The viscosity of the fluid becomes
important only for the smallest eddies, whose Reynolds number
is comparable with unity.”

In RG language, one may regard the Euler equations as “bare”
equations obtained in the ultraviolet limit � → 0 from the
sequence of effective Eqs. (7) at length-scales � > 0, after
having first taken the limit ν → 0.

As realized by Onsager, the Euler equations in this
generalized sense do not guarantee conservation of energy. If
the Euler solution u ∈ L

3 in spacetime, then energy balance
can be derived distributionally in the form

∂t

�
1
2
|u|2

�
+ ∇ ·

��
1
2
|u|2 + p

�
u
�

= −D(u), (11)

where the distribution D(u) need not vanish. It can be defined
as the asymptotic energy flux to zero length-scale, D(u) =
lim�→0 Π�, with Π� given by (8). The energy balance (11) was
first derived by Duchon and Robert [24], who also obtained the
alternative expression

D(u) = lim
�→0

1
4�

�
dd

r (∇G)�(r) ·
�
δu(r)|δu(r)|2

�
. (12)

This is Onsager’s dissipative anomaly. As was pointed out
by Polyakov [25], the violation of naı̈ve conservation laws
for Euler solutions due to turbulent cascade is very similar to
conservation-law anomalies in quantum field theory, such as the
axial-anomaly in quantum electrodynamics (QED).

It is worthwhile to sketch briefly the proof of (11) and (12)
from [24], which is based on another form of the large-scale
energy balance. Using a smooth point-splitting regularization
of the energy density

e
∗
� ≡ 1

2
u · u� = 1

2

�
dd

r G�(r) u(x, t) · u(x + r, t),

one can derive the balance equation

∂t e
∗
� + ∇ ·

�
e
∗
�u + 1

2
(p�u + pu�)

+ 1
2

�
(|u|2u)� − (|u|2)�u

��
= −D�(u)

with

D�(u) = 1
4�

�
dd

r (∇G)�(r) ·
�
δu(r)|δu(r)|2

�
.

Using the assumption that u ∈ L
3, it is easy to show that the

left-hand side of the above balance equation has the left-hand
side of (11) as its distributional limit for � → 0. This gives both
(11) and (12). These expressions imply immediately Onsager’s
assertion about Hölder exponent α > 1/3. In fact, it follows
from the above expression that D�(u) = O(�3α−1) if u(t) ∈ C

α

globally in spacetime. Thus, D(u) = 0 when α > 1/3 and the
generalized Euler solution must conserve kinetic energy.

There are several interesting historical aspects of the above
argument. First, this derivation of the dissipative anomaly in
turbulence is quite close to the derivation of the axial-anomaly
in QED by a (gauge-invariant) point-splitting regularization, as
first given by J. Schwinger in 1951 [26]. Second, it appears that
the above argument was Onsager’s own proof of his statement
about Hölder singularities! The point-split energy balance (in
a space-integrated form) was communicated by Onsager to C.
C. Lin in a private letter in 1945. See [16] for a reprinting
of this letter. Onsager himself never published his proof and
considerable time elapsed before his ideas were rediscovered.
Sulem and Frisch [27] showed that spectral energy flux
Π (k) → 0 as k → ∞ for an Euler solution with energy
spectral exponent n > 8/3. Eyink [28] showed that spectral flux
averaged over an octave band must vanish at high-wavenumber
if a condition is assumed on Fourier amplitudes somewhat
stronger than Hölder continuity with exponent α > 1/3. He
also showed that Onsager’s result is optimal by constructing
an instantaneous (single-time) velocity field u ∈ C

1/3 such
that Π� � 0 as � → 0. Shortly thereafter, Constantin,
E and Titi [17] found the simple argument presented in
Section 3, which proved Onsager’s original assertion for Hölder
continuous velocities. In fact, their argument gave stronger
results for u merely in a “Besov space”, discussed more below,
and yielded the Sulem–Frisch result [27] as another corollary.

The paper of Duchon and Robert [24] contained some
further important results related to the zero-viscosity limit. It
is not hard to see that, if a sequence of Navier–Stokes solutions
uν for viscosities ν → 0 converges uν → u in L

3 norm, then
the limiting u is a distributional Euler solution that satisfies the
energy balance (11). Furthermore, [24] observed in that case
that

D(u) = lim
ν→0

ν|∇uν |2 ≥ 0. (13)

Here we have assumed, for simplicity, that the Leray solutions
of Navier–Stokes are themselves globally smooth; otherwise,
there will be additional dissipation in (13) arising from the
Navier–Stokes singularities [24]. The important implication of
(13) is the positivity of D(u), which shows that the special
Euler solutions obtained as strong L

3 limits of Navier–Stokes
solutions will be dissipative. Since a positive distribution is
a nice (Radon) measure, the limit in (13) implies that the
dissipative anomaly D(u) is given by a spacetime measure. This
is the multifractal dissipation measure ε extensively studied
experimentally at high Reynolds number, e.g. by Meneveau and
Sreenivasan [29]. One minor difference is that experimentalists
consider instantaneous time-slices. However, it is reasonable

where               is a non-vanishing distribution (Duchon, Robert)
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u considered by Onsager. However, Eq. (10) is meaningful
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smearing of (10) with the special set of test functions ϕx,�(x�) =
�−d
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is mathematically equivalent to the set of effective Eqs. (7) for
all � > 0. The gist of the matter was well-expressed by Landau
& Lifshitz in the 1954 Russian edition of their fluid-dynamics
text [23]:

“We therefore conclude that, for the large eddies which are the
basis of any turbulent flow, the viscosity is unimportant and
may be equated to zero, so that the motion of these eddies
obeys Euler’s equation. . . . The viscosity of the fluid becomes
important only for the smallest eddies, whose Reynolds number
is comparable with unity.”

In RG language, one may regard the Euler equations as “bare”
equations obtained in the ultraviolet limit � → 0 from the
sequence of effective Eqs. (7) at length-scales � > 0, after
having first taken the limit ν → 0.

As realized by Onsager, the Euler equations in this
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side of (11) as its distributional limit for � → 0. This gives both
(11) and (12). These expressions imply immediately Onsager’s
assertion about Hölder exponent α > 1/3. In fact, it follows
from the above expression that D�(u) = O(�3α−1) if u(t) ∈ C
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globally in spacetime. Thus, D(u) = 0 when α > 1/3 and the
generalized Euler solution must conserve kinetic energy.

There are several interesting historical aspects of the above
argument. First, this derivation of the dissipative anomaly in
turbulence is quite close to the derivation of the axial-anomaly
in QED by a (gauge-invariant) point-splitting regularization, as
first given by J. Schwinger in 1951 [26]. Second, it appears that
the above argument was Onsager’s own proof of his statement
about Hölder singularities! The point-split energy balance (in
a space-integrated form) was communicated by Onsager to C.
C. Lin in a private letter in 1945. See [16] for a reprinting
of this letter. Onsager himself never published his proof and
considerable time elapsed before his ideas were rediscovered.
Sulem and Frisch [27] showed that spectral energy flux
Π (k) → 0 as k → ∞ for an Euler solution with energy
spectral exponent n > 8/3. Eyink [28] showed that spectral flux
averaged over an octave band must vanish at high-wavenumber
if a condition is assumed on Fourier amplitudes somewhat
stronger than Hölder continuity with exponent α > 1/3. He
also showed that Onsager’s result is optimal by constructing
an instantaneous (single-time) velocity field u ∈ C

1/3 such
that Π� � 0 as � → 0. Shortly thereafter, Constantin,
E and Titi [17] found the simple argument presented in
Section 3, which proved Onsager’s original assertion for Hölder
continuous velocities. In fact, their argument gave stronger
results for u merely in a “Besov space”, discussed more below,
and yielded the Sulem–Frisch result [27] as another corollary.

The paper of Duchon and Robert [24] contained some
further important results related to the zero-viscosity limit. It
is not hard to see that, if a sequence of Navier–Stokes solutions
uν for viscosities ν → 0 converges uν → u in L

3 norm, then
the limiting u is a distributional Euler solution that satisfies the
energy balance (11). Furthermore, [24] observed in that case
that

D(u) = lim
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ν|∇uν |2 ≥ 0. (13)

Here we have assumed, for simplicity, that the Leray solutions
of Navier–Stokes are themselves globally smooth; otherwise,
there will be additional dissipation in (13) arising from the
Navier–Stokes singularities [24]. The important implication of
(13) is the positivity of D(u), which shows that the special
Euler solutions obtained as strong L

3 limits of Navier–Stokes
solutions will be dissipative. Since a positive distribution is
a nice (Radon) measure, the limit in (13) implies that the
dissipative anomaly D(u) is given by a spacetime measure. This
is the multifractal dissipation measure ε extensively studied
experimentally at high Reynolds number, e.g. by Meneveau and
Sreenivasan [29]. One minor difference is that experimentalists
consider instantaneous time-slices. However, it is reasonable
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stronger than Hölder continuity with exponent α > 1/3. He
also showed that Onsager’s result is optimal by constructing
an instantaneous (single-time) velocity field u ∈ C

1/3 such
that Π� � 0 as � → 0. Shortly thereafter, Constantin,
E and Titi [17] found the simple argument presented in
Section 3, which proved Onsager’s original assertion for Hölder
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Sreenivasan [29]. One minor difference is that experimentalists
consider instantaneous time-slices. However, it is reasonable

As realized by Onsager, the Euler equations in this generalized sens do 
not guarantee the conservation of energy. It can be shown that the 
generalized energy balance equation has the form

This is called a dissipative anomaly.  Polyakov pointed out that the 
non-conservation of the symmetries of Euler equation is analogous to 
the anomalous non-conservation of symmetries in QFT.
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where �u�2
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ddx |u(x, t)|2 is (twice) the time-

average kinetic energy. Thus, this term is negligible for small
ν or large � and can be dropped, like “irrelevant” terms in RG
analysis. Simpler effective equations therefore result for the
inertial-range of length-scales �:

∂t u� + ∇ · [u�u� + τ �] = −∇ p�, ∇ · u� = 0 (7)

which retain only the contributions from the nonlinear
interactions. Eq. (7) can easily be seen to hold rigorously if the
Navier–Stokes solution uν for viscosity ν converges uν → u
in L2 norm as ν → 0, i.e. if the residual energy in u − uν

vanishes. Hereafter we shall consider (7) at fixed, inertial-range
length-scales �, from which negligible viscous terms have been
dropped.

The large-scale energy balance that follows from (7) is

∂t e� + ∇ · J� = −Π�

where e� = 1
2 |u�|2 is large-scale energy density per mass,

J� = (e� + p�)u� + u� · τ �

is space transport of large-scale energy, and

Π� = −∇u�:τ � (8)

is the rate of work of the large-scale velocity-gradient
against the small-scale stress, or “deformation work” in the
terminology of Tennekes and Lumley [14]. Turbulent energy
cascade is the dynamical transfer of kinetic energy from large-
scales to small-scales via the “energy flux” Π� through the
inertial-range.

A key realization of Onsager was that this energy flux
depends only upon velocity-increments

δu(r; x) ≡ u(x + r) − u(x).

In particular, this holds both for stress

τ � =
�

ddrG�(r)δu(r) ⊗ δu(r)

−
�

ddrG�(r)δu(r) ⊗
�

ddrG�(r)δu(r)

and the velocity-gradient

∇u� = −(1/�)

�
ddr(∇G)�(r)δu(r).

It follows directly from these that

Π� = O(|δu(�)|3/�) (9)

as a rigorous upper bound, where δu(�) = supr<� |δu(r)|.
This can be regarded as a refinement of the estimate proposed
earlier by Taylor and, indeed, is a consequence of the fact that
turbulent stress is “proportional to the squares of the turbulent
components of velocity”.

From the estimate (9), Onsager’s assertion about singular-
ities easily follows. Assume that the inertial-range velocity
field u(t) at time t is Hölder continuous at point x with an
exponent 0 < α < 1. Here we follow the standard defi-
nition of Hölder–Lipschitz continuity that u(t) ∈ Cα(x) iff

|δu(r; x, t)| = O(rα). Substituting into estimate (9), one ob-
tains the bound

Π�(x, t) = O(�3α−1).

In particular, Π�(x, t) → 0 as � → 0 if α > 1/3 and
there can then be no asymptotic energy flux to the small-scales
where viscosity is effective. The reverse statement is perhaps
more interesting: to explain the observed energy dissipation
requires α ≤ 1/3 in the infinite-Reynolds number limit.
Onsager’s prediction of such (near) singularities in turbulent
flow has been well-confirmed by experiment and simulation.
For example, see the papers [21,22] where an entire multifractal
dimension spectrum of Hölder singularities has been obtained
from experiments and simulations, with the most probable
exponent α � 1/3. The a priori prediction of such velocity
singularities is striking confirmation of Onsager’s views on
turbulent energy dissipation.

The singularities predicted by this argument need not be
finite-time inviscid singularities, however. At fixed positive
viscosity ν or large but finite Reynolds number Re, a nonzero
flux of energy may form for length-scales in the inertial-
range L � � � η, between the integral scale L and the
dissipation scale η. If the smallest length-scale �(t) down to
which flux is constant goes to zero exponentially quickly, for
example, then the time τdis to reach the dissipation scale η

will grow weakly (logarithmically) with the Reynolds number.
For times t � τdis no energy will be dissipated by viscosity.
Nevertheless, in externally forced turbulence, real singularities
down to zero length-scale may be obtained by first allowing
the flow to reach steady-state at fixed Reynolds number and
then taking subsequently the limit of infinite-Reynolds number.
That is, singularities and non-vanishing dissipation may appear
in the mathematical limit t → ∞ first and ν → 0 second.
The situation is different in freely-decaying turbulence. In free
decay from smooth initial data, nonzero energy dissipation
at finite times for Re → ∞ requires that the time τdis
be independent of Reynolds number. Thus, observation of
non-vanishing energy dissipation at high Reynolds number
in decaying grid-turbulence is consistent with a finite-time
inviscid singularity. Of course, this is rather weak evidence for a
finite-time singularity, because current experiments can hardly
distinguish between a time τdis which is independent of Re and
one which grows very slowly, say as log(Re) or as loglog(Re).

4. Generalized Euler solutions

We have not yet explained Onsager’s assertion about the
possibility of energy dissipation “in the absence of viscosity”
for “a more general description” of the ideal fluid equations.
The effective Eqs. (7) for a length-scale � in the inertial-range
are identical to those that would be obtained by coarse-graining
not the Navier–Stokes equations but instead the incompressible
Euler equations

∂t u + ∇ · (uu) = −∇ p, ∇ · u = 0. (10)

The above equations with the classical notions of space–time
derivatives will not make sense for the singular velocity fields



Khokhlov Saw-tooth
Let us consider the so-called Burgers equation. It is a 1d model, in 
which we can se the dissipative anomaly.

This equation has a simple solution known as Khokhlov saw-tooth.

As realized by Onsager, the Euler equations in this generalized sens do 
not guarantee the conservation of energy. It can be shown that the 
generalized energy balance equation has the form

III Small-Scale Intermittency & Anomalous Scaling

We have seen that turbulent energy dissipation non-vanishing as Re→∞ requires that

ζ ≤ p/3 for p ≥ 3.

The K41 theory assumes the “minimal singularity” sufficient to dissipate energy, or ζ = p/3

for all p. However, other possibilities are allowed by the above estimate! In this set of notes we

consider the subject of turbulent scaling laws and their relation to turbulent energy cascade.

(A) A Simple Model of Energy Dissipation: Burgers Equation

In this section we consider a simple 1-dimensional PDE model that has non-vanishing energy

dissipation for Re → ∞ but for which K41 theory fails. It is a useful counterexample! The

model is the 1-dimensional Burgers equation for a velocity field u(x, t):

∂tu + u∂xu = ν∂2
xu.

It can also be written as

∂tu + ∂x(1
2u2) = ν∂2

xu

so that it corresponds to a conservation of “momentum”
�

u(x, t)dx. As a simple prototype of

turbulence, it was first proposed by J. M. Burgers, “ A mathematical model illustrating the

theory of turbulence,” Adv. Appl. Mech. 1, 171-199 (1948).

The “energy”

E(t) = 1
2

�
u2(x, t)dx

is also conserved in the limit ν → 0, i.e. for “ideal” Burgers equation, since

∂t(1
2u2) + ∂x[13u3 − ν∂x(1

2u2)] = −ν(∂xu)2.

Formally, ν(∂xu)2 → 0 as ν → 0. However, this is NOT what occurs!

Consider a simple exact solution of 1-D burgers:

u(x, t) = 1
t [x− L tanh( Lx

2νt)].

This seems to have been first written down in
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a function on the interval [−L, L] with u(±L, t) = 0 a sharp discontinuity of size �u = (2L)/t

at x = 0. Such a discontinuity is called a shock or, in this case, a stationary shock, since it is

located at the same point x = 0 for all time t.

Now it is easy to see that there is nonvanishing mean energy dissipation in the limit that ν → 0.

For example, at ν = 0, using the above explicit formula, it is easy to see that

1
2
�u2(t)� =

1
2L

� L

−L

1
2
u2(x, t)dx

=
1

2L

� L

0

�
x− L

t

�2

dx =
1
6

�
L

t

�2

(2)

so that

�ε(t)� = − d
dt

1
2�u

2(t)� = 1
3

L2

t3 = (�u)2

12t > 0!!!

Alternatively, one can consider the viscous dissipation

εν(x, t) = ν|∂xuν(x, t)|2

using

∂xuν(x, t) = 1
t −

L2

2νt2 sech2( Lx
2νt)

so that ν � L2/t, with L and t fixed,

εν(x, t) ≈ L4

4νt4 sech4( Lx
2νt)

The energy dissipation becomes very large ∼ L4

νt4 in a small region of size ∼ νt/L. Using the

simple integral
� +∞
−∞ sech4u du = 4

3 , we again finds that

�εν(t)� =
1

2L

� L

−L
εν(x, t)dx

∼=
1

2L
· L4

4νt4
· 2νt

L
· 4
3

for ν → 0

=
1
3

L2

t3
or

(�u)2

12t
(3)

Again, the limit as ν → 0 is positive! This is exactly like the experiments & simulations for

real fluids!
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Nucleus-Nucleus collisionIs there a way to observe topological charge 

fluctuations in experiment?

Relativistic ions create

a strong magnetic field:

H

Chiral magnetic effect

Chiral vortical effect

ωµ ≡ 1

2
�µνλρuν∂λuρ

Bµ ≡ 1

2
�µνλρuνFλρ

ξ = Canom

�
µ2 − 2

3

nµ3

�+ p

�

ξB = Canom

�
µ− 1

2

nµ2

�+ p

�

Jµ = ξBB
µ

Jµ = ξωµ



Parity-odd hydro
Relativistic fluid with one conserved charge described by conservation 
laws

∂µT
µν = 0

∂µJ
µ = 0

Tµν = (�+ P )uµuν + Pgµν + τµν

Jµ = nuµ + νµ

plus equations that express         and       in terms of local temperature      , 
chemical potential     , and fluid velocity      :

Tµν Jµ T
µ uµ

The definition of velocity is ambiguous beyond leading order. We fix it 
by imposing (Landau frame)

uµτ
µν = 0



Vorticity
∂µ

�
suµ − µ

T
νµ

�
= −∂µ

� µ

T

�
νµ − 1

T
∂µuντ

µν

The left hand side is then interpreted as the divergence of the entropy 
current          . When the current is chiral, or when the fundamental 
theory does not preserve parity, it is possible to construct one 
additional Lorentz structure that may appear in the current Jµ

∂µJ
µ
s

ωµ ≡ 1

2
�µναβuν∂αuβ

The new term is consistent with Lorentz symmetry, but its divergence 
is now:

∂µJ
µ
s = . . .− ξ(T, µ)∂µ

� µ

T

�
ωµ

 One has to revisit the entropy current argument

Jµ
s = . . .+D(T, µ)ωµ



Hydrodynamics with anomalies

∂µT
µν = F νλjλ

∂µJ
µ = CanomEµBµ

There are only two new terms consistent with symmetry that can be 
added to the entropy current

Jµ
s = suµ − µ

T
νµ +Dωµ +DBB

µ

Requiring that contributions with undetermined signs cancel on both 
side we find µ̄ = µ/T

D(µ̄) = T 2 1

3
Canomµ̄3; DB(µ̄) = T 2 1

2
Canomµ̄2

We have new transport coefficients (vortical and magnetic conductivities)   
up to an integration constant

ξ = Canom

�
µ2 − 2

3

nµ3

�+ P

�
; ξB = Canom

�
µ− 1

2

nµ2

�+ P

�



Gravitational anomalies
In the previous calculation we had two integration constants 
which we cannot constrain by hydrodynamic reasoning. 
However, we can calculate them using linear response theory in 
weakly coupled field theory. It turns out these constants emerge 
as a consequence of gravitational anomalies

ξBMN = lim
kn→0

�

ij

�ijk
−i

2kn

�
J i
MJj

N

� ��
ω=0

ξM = lim
kn→0

�

ij

�ijk
−i

2kn

�
J i
MT 0j

� ��
ω=0

In the case of vortical conductivity we get        correctionT 2

ξM =
1

8π2

N�

f=1

T f
M f

�
(µf )2 +

π2

3
T 2

�



Kinetic theory
Kinetic theory treats the evolution of the one-particle distribution 
function, which can be associated with the number of on-shell particles 
per unit phase space

f(�p, �x; t) =
dN

d3pd3x

If collisions between particles can be neglected and there is no Berry 
phase effects, the evolution of                follows from Liouville’s theoremf(�p, �x; t)

Given this interpretation the particle number density should be 
proportional to �

d3pf(�p, �x; t)

Summing instead with a weight of particle energy, one expects a result 
proportional to the product of number density and energy, or energy 
density, which is a part of the energy-momentum tensor.



 Hydro ⇔ kinetic theory

Tµν ≡
�

d4p

(2π)3
pµpνδ(pµpµ −m2)2θ(p0)f(p, x)

We can derive hydrodynamic quantities from kinetic theory e.g. 

If we take the distribution function in equilibrium we recover energy-
momentum tensor of a perfect fluid. One can derive the correspondence 
between kinetic theory out of equilibrium and viscous hydrodynamics by 
considering small departures from equilibrium where

f(pµ, xµ) = feq

�
pµuµ

T

�
[1 + δf(pµ, xµ)]

This procedure allows one to study dissipative effects (first order in the  
derivatives of fields). Performing the integral one gets perfect fluid 
contribution plus shear tensor

Tµν = Tµν
(0) +

�
d4p

(2π)3
pµpνfeqδf = Tµν

(0) + πµν



Anomalous part
Solving the Weyl equation  we obtain

ψ =

� ∞

0

dEp

2π

1�
2Ep

�
ape

ip.x + b†pe
−ip.x

�
pµ=Ep[uµ+χ

d=2
�µνuν ]

Populating these states leads to anomalous correction to hydrodynamics

Tµν =
�

species

�∞
0

dEp

2π (fq + f−q)Ep [uµ + χd=2�
µαuα]

�
uν + χd=2�

νλuλ

�

= εuµuν + p(gµν + uµuν) + qµanomuν + qνanomuµ

Jµ =
�

species

�∞
0

dEp

2π (qfq − qf−q) [uµ + χd=2�
µαuα]

= nuµ + Jµ
anom

Jµ
S = −

�
species

�∞
0

dEp

2π (Hq +H−q) [uµ + χd=2�
µαuα]

= suµ + Jµ
S,anom

helicity current



Gibbs current
The above anomalous quantities can be generated from 

Ḡanom =
�

F

�∞
0

dEp

2π gq χd=2u

J̄anom = −∂Ḡanom
∂µ , J̄S,anom = −∂Ḡanom

∂T

q̄anom = Ḡanom + T J̄S,anom + µJ̄anom

where                                        and we used Hodge duals for simplicity.gq ≡ − 1

β
ln

�
1 + e−β(Ep−qµ)

�

We have to evaluate one thermal integral to get

Ḡanom = −2π



 µ2

2!(2π)2




�

species

χd=2q
2



+
T 2

4!




�

species

χd=2







u

Crucial observation : the anomalous contribution is completely proportional to 
the U(1) anomaly coefficient                    and the Lorentz anomaly coefficient        �

species

χd=2q
2

�

species

χd=2



Anomaly polynomials
The anomaly coefficients of a system are summarised by a polynomial in gauge 
field strength and space-time curvature:

Panom(F,R) ≡ −2π



 F 2

2!(2π)2




�

species

χd=2q
2



− p1(R)

4!




�

species

χd=2









2d

Using this we can write a rule to get from the anomaly polynomial to the 
anomaly induced Gibbs current 

Ḡanom = u Panom

�
F �→ µ , p1(R) �→ −T 2

�

Motivated by this result and Berry phase calculation we can generalise 
the Gibbs current to higher dimensions introducing concept of chiral 
spectral current, repeat the analysis and match to hydrodynamics

Gµ
anom =

�

F

� ∞

0
dEpJ µ

q gq

boundary condition fixes α0 = 1. We now want to substitute this ansatz into the eqn.(5.2)

to fix other αk s. Using the following identities[4]

Du = 2ω + a ∧ u

D(qB) ∧ u = −qE ∧ 2ω ∧ u

D(2ω) ∧ u = a ∧ 2ω ∧ u

(6.3)

we get

DJ̄q = −
χ

d=2n

(2π)n

n−1
∑

k=0

[

kαk−1
qE

Ep
− (k + 1)αka

]

∧
(2ωEp)k

k!
∧

(qB)n−1−k

(n− 1− k)!
∧ u (6.4)

where we have in addition used the fact that any 2n form made of purely spatial forms B

and ω is zero. On the other hand

∂

∂Ep
J̄ E
q =

χ
d=2n

(2π)n

n−1
∑

k=0

[

kαk
qE

Ep
− (k + 1)αka

]

∧
(2ωEp)k

k!
∧

(qB)n−1−k

(n− 1− k)!
∧ u (6.5)

and demanding that the sum of the last two equations should vanish sets αk = αk−1 for all

k ≥ 1. Along with the boundary condition at Ep = 0 which sets α0 = 1 this determines

αk = 1 for all k. Substituting this into our ansatz, we finally get

J̄q =
χ

d=2n

2π

(

qB + 2ωEp

2π

)n−1

∧
u

(n− 1)!
(6.6)

This expression is the central result of the article - it is a formula for how the chiral states of

a given energy flow when the fluid flows. Since we have not invoked any equations of motion

for the fluid in our derivation, this is an ‘off-shell’ solution valid for arbitrary fluid flows - a

microscopic analogue of the off-shell solution derived in [4]. In the rest of the article we will

explore various consequences of the above formula.

7. Anomaly/transport in Ideal Weyl gas of arbitrary dimensions

We begin by substituting for J̄q in the expression for Ḡanom

Ḡanom =
∑

F

∫ ∞

0
dEpJ̄q gq

=
∑

F

χ
d=2n

∫ ∞

0

dEp

2π

(

qB + 2ωEp

2π

)n−1

∧
u

(n− 1)!
gq

(7.1)

To evaluate this integral, we will again pair the particles and anti-particles together and use

the fact that if the charge/chirality of a particle is (q,χ
d=2n

) then the charge/chirality of the
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Using adiabaticity



Examples
The structure of Gibbs functionals in higher dimensions

Similarly, we can write

∫ ∞

0

dEp

2π

1

k!

(

Ep

2π

)k
[

fq − (−1)kf−q

]

=
1

(k + 1)!

(

i

β

)k+1

Bk+1

(

1

2
+

βqµ

2πi

)

(A.7)

or more explicitly

∫ ∞

0

dEp

2π
[fq − f−q] =

(qµ
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)
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(A.8)

Alternately, we can directly write down a generating function for these integrals by using

the generating function of Bernoulli polynomials. Multiply eqn.(A.5) by τk, sum over k = 0

to ∞ and then use eqn.(A.3) to get

∫ ∞

0

dEp

2π

[

gqe
τ
2π

Ep + g−qe
− τ

2π
Ep

]

= −
2π

τ2

[

τ
2T

sin
(

τ
2T

)eτ
qµ
2π −

(

1 + τ
qµ

2π

)

]

(A.9)

which we used in the main text to evaluate the integral in eqn.(7.4). In a similar vein we get

a generating function for the fq integral

∫ ∞

0
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Alternately, we can directly write down a generating function for these integrals by using
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Ḡanom
)

d=6
= −2π

∑

species

χ
d=6

[

1

4!

(qµ

2π

)4
+

1

2!

(qµ

2π

)2 T 2

4!
+

7

8

T 4

6!

]

(2ω)2 ∧ u

− 2π
∑

species

χ
d=6

[

1

3!

(qµ

2π

)3
+

(qµ

2π

) T 2

4!

]

(2ω) ∧ (qB) ∧ u

− 2π
∑

species

χ
d=6

[

1

2!

(qµ

2π

)2
+

T 2

4!

]

(qB)2

2!
∧ u

(A.13)

(
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The energy/charge/entropy currents can be obtained from these expressions via

J̄anom = −
∂Ḡanom

∂µ

J̄S,anom = −
∂Ḡanom

∂T
q̄anom = Ḡanom + T J̄S,anom + µJ̄anom

(A.16)
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Cardy entropy 
formula + first 
law of 
thermodynamics



QCD Phase Structure

Usually, “the phase diagram of QCD” is drawn in the plane spanned 
by the temperature T and the baryon chemical potential μ. But various 
additional directions, i.e., higher-dimensional versions of the phase 
diagram, are of interest as well, for example chiral chemical potential.

As realized by Onsager, the Euler equations in this generalized sens do 
not guarantee the conservation of energy. It can be shown that the 
generalized energy balance equation has the form
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Information geometry
The field of information geometry was developed in order to study the 
phase space of statistical systems using geometry. A given statistical 
ensemble is represented as a point on a Riemannian manifold. This 
manifold is endowed with a metric which is precisely the Fisher-Rao 
information metric. The system is characterised by a set of 
thermodynamic parameters β which include inverse temperature and 
generalized chemical potentials for the conserved quantities. One can 
write down a Gibbs measure for this system

As realized by Onsager, the Euler equations in this generalized sens do 
not guarantee the conservation of energy. It can be shown that the 
generalized energy balance equation has the form
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We construct information geometry for hydrodynamics with global gauge and gravitational
anomalies in 1 + 1 and 3 + 1 dimensions. We introduce the metric on a parameter space and
show that turning on non-zero rotations leads to a curvature on the statistical manifold. We calcu-
late the curvature invariant and analyze its divergences, which occur at the transition points of the
system. The transition points are universal and expressed in terms of ratios of anomaly coefficients.

Introduction.—Relativistic fluids constitute the quark-
gluon plasma (QGP), which was present during the
early stages of the Universe and now is recreated in the
heavy-ion experiments at Relativistic Heavy Ion Collider
(RHIC) and Large Hadron Collider (LHC). It was real-
ized that transport properties of fluids might be modified
if the underlying constituents break classical global sym-
metries leading to the quantum anomalies [1–4]. As typi-
cal liquids are strongly coupled the number of methods to
study their properties is limited. However, the topolog-
ical nature of anomalies makes transport due to anoma-
lies very special. In particular it is non-dissipative and
insensitive to the changes of the coupling, which makes
the analysis analytically tractable. In fact we can not
only use the weak coupling techniques such as semiclas-
sical kinetic theory [5, 6], but we can write down the full
partition function for this system [7–11].

Partition functions are primary objects in studying
field theories and statistical systems. Unfortunately the
number of models, for which partition functions are
known exactly is very limited and in order to get a non-
perturbative answer one usually invokes underlying inte-
grability or supersymmetry of the model. However, most
models do not have such a symmetry and the partition
function is known only perturbatively in a limited range
of the parameter space. Anomalous hydrodynamics is
an exception in this respect. The powerful constraints
coming from the connection of QFT symmetry breaking
and the laws of thermodynamics make the transport non-
dissipative and fixed purely in terms of field theory data.
As a result the partition function of the theory in the hy-
drodynamic regime can be constructed analytically. This
gives as a closed form expression for the Gibbs probabil-
ity distribution for the anomalous state. The statisti-
cal distributions can be viewed as geometrical manifolds,
which has a non-zero curvature and possibly nontrivial
phase structure if the system is interacting. This repre-
sents a new quantitative tool for the study of fluctuation
phenomena, know as information geometry.

The aim of this paper is to use information geomet-
ric methods to investigate the properties of the statisti-
cal manifold of a system of Weyl fermions in the hydro-
dynamic regime. In the long wavelength expansion the
system has transport properties fixed by anomalies that
affect chiral fluid constituents. This can be visualised as

a separation of chiral particles given a non-zero rotation,
which is known as chiral vortical effect. We will calculate
critical points for this system, which should be applica-
ble to strongly coupled chiral fermionic systems such as
QGP or Weyl semimetals [12]. This is the main result of
this paper.
Information Geometry—The field of information ge-

ometry was developed in order to study the phase space
of statistical systems using geometry [13–17]. A given
statistical ensemble is represented as a point on a Rie-
mannian manifold. This manifold is endowed with a met-
ric which is precisely the Fisher-Rao information metric.
In such a geometrization a scalar curvature R plays a
central role and contains the information about phase
transitions. In order to see how it works let us start with
a statistical system immersed in a heat bath in ther-
mal equilibrium. The system is characterised by a set
of thermodynamic parameters βi which include inverse
temperature and generalized chemical potentials for the
conserved quantities. One can write down a Gibbs mea-
sure for this system

p(x|β) = exp

�
−
�

i

βi
Hi(x)− lnZ(β)

�
, (1)

where Hi(x) include the hamiltonian and conserved cur-
rents, Z(β) is the partition function. Given a Gibbs prob-
ability measure we can define Fisher information matrix

Gij(β) = −
�
∂2 ln p(x|β)
∂βi∂βj

�
. (2)

It was suggested by Rao [18] that this is a metric and is
now known as the Fisher-Rao information metric. This
metric can be proven to be unique [19]. From the physi-
cal perspective the most important role is played by the
Ricci scalar curvature R. If the system is non-interacting
the curvature is zero and if the system exhibits a phase
transition R blows up at the transition point.
The thermodynamic systems investigated with the use

of information geometry include discrete Ising models
in a magnetic field [20, 21], ideal Bose and fermi gases
[22] and more recently classical systems of anyons [23],
which provide an example of a strongly coupled theory.
The thermodynamic curvature for ideal Bose and Fermi
gases has been shown to have a different sign. We will

where              includes hamiltonian and conserverd currents.
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It is a metric and can be proven to be unique.



Ricci scalar
This manifold is endowed with a metric which is precisely the Fisher-
Rao information metric. In such a geometrization a scalar curvature 
plays a central role and contains the information about phase 
transitions.

As realized by Onsager, the Euler equations in this generalized sens do 
not guarantee the conservation of energy. It can be shown that the 
generalized energy balance equation has the form
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where {si = ±1} are the spin variables, and β = 1/kT. The components of the Fisher–Rao
metric are obtained by differentiating N−1 ln Z(β, h)

Gij = 1
N

∂i∂j{Nβ + ln [( cosh h + η)N + ( cosh h − η)N ]}, (14)

where η =
√
sinh 2h + e−4β. If we compute the metric in the thermodynamic limit N →

∞, then the resulting expression simplifies, and we obtain the thermodynamic curvature,
given by

R = 1+ η−1 cosh h, (15)

which is always positive [9,11]. However, for finite N we observe that the curvature is no
longer strictly positive and, as noted in [23], for a given point on the parameter space the
curvature R can decrease and eventually becomes negative as N is reduced. Indeed, the
transition to large negative values over a small range in N is quite marked. Some transition
curves for N+(T) as a function of T (setting h = 0.2) are shown in Fig. 3.
This behaviourmotivates the proposal that the rapid transition of the curvature asN passes

through N+ may provide a convenient indicator of the departure of the system away from
its thermodynamic regime, i.e., when the system changes from being large to small. To test
this proposition, a natural quantity to use for comparison is the magnetic Binder cumulant
Bh = 3− 〈H̃4

2 〉/〈H̃2
2 〉2. The N-dependence of this observable is shown in Fig. 4. Finite N

corrections again become apparent near the critical point. One sees that the size N∗(T), at
which deviations from the thermodynamic limit first become apparent quite closelymatches
that of the curvature N+(T) shown in Fig. 3. Indeed, the correspondence is rather better

Fig. 3. A plot of thermodynamic curvatureR(T) for the one-dimensional Isingmodel, withh = 0.2, forN = 10, 20
and 50. The solid line is the curvature in the thermodynamic limit, and deviations from this behaviour are
soon followed by the rapid transition of the curvature to large negative values. The curvature vanishes when
N+(T ∼ 0.45) = 50, N+(T ∼ 0.7) = 20 and N+(T ∼ 1) = 10. The conjectured association N∗ ∼ N+ thus
holds increasingly well near the critical point.

Example: 1d Ising model in magnetic field
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The presence of this divergence may be understood by taking a 
Legendre transform of the Fisher–Rao metric, which is given by the 
Hessian matrix of the entropy. One observes that the nondegeneracy 
condition for this metric is precisely the concavity condition for the 
entropy, and thus its breakdown, where the curvature diverges, does 
indeed signal a phase transition point.



Chiral Vortical effect
To make a direct connection between fluids with anomalies and 
information geometry in 1 + 1 and 3 + 1 dimension it is convenient to 
take fluid configurations on                                 .

As realized by Onsager, the Euler equations in this generalized sens do 
not guarantee the conservation of energy. It can be shown that the 
generalized energy balance equation has the form

2

show that anomalous hydrodynamics is a theory, in which
analysis based on information geometry is possible and
sheds light on the phase space of interacting systems with
global anomalies. The transition points exhibit universal
behavior and are given in terms of anomaly coefficients.

Partition functions of anomalous hydrodynamics—
Hydrodynamics of relativistic fluids can be described
by temperature T and velocity field u

µ, together with
the normalization condition u

µ
uµ = −1. Moreover, if

we have conserved charges and angular momenta corre-
sponding chemical potentials and angular velocities are
hydrodynamic degrees of freedom as well. The equa-
tions of motion are given as conservation laws of energy-
momentum tensor and the current

DµT
µν = 0, (3)

DµJ
µ = 0. (4)

The energy-momentum tensor and the current may be
expressed through the constitutive relations that involve
the derivative expansion of hydrodynamic coefficients
and their gradients. This expansion is subject to several
constraints. First of all it must be in accordance with the
symmetries of the underlying microscopic theory. More-
over, the second law of thermodynamics together with
the Onsager relations leads to restrictions on the allowed
tensor structures [7, 8]. In the non-dissipative systems
the stress-tensor and currents can be generated from a
single generating functional. To make a direct connection
between fluids with anomalies and information geometry
in 1+1 and 3+1 dimension it is convenient to take fluid
configurations on R×S

1 and R×S
3 [10] and take the flat

space limit. Before writing down the expressions for the
partition functions we introduce the notion of anomaly
polynomials Panom(F,R). They are functions of gauge
field strength and curvature, which represent a compact
way to describe anomalies. It was argued in [9, 24, 25]
that the anomaly induced transport can be captured by a
closely related polynomial object Fω

anom(µ, T ), provided
we do the the following substitution

Fω
anom = Panom

�
F �→ µ , p1(R) �→ −β−2

, pk>1(R) �→ 0
�
,

(5)
where p1(R) is the first Pontryagin class of space-time
curvature. Subsequently the polynomial object Fω

anom

was connected to the helicity of the thermal state. We
are now interested in calculating the partition function
of a fluid rotating on a 2n-dimensional sphere

Z = Tr exp

�
−β(H − µN −

n�

a=1

ΩaLa)

�
, (6)

where N is the particle number, Ωa denote angular veloc-
ities for mutually commuting angular momenta La. For
a general theory evaluating the partition function would

be an impossible task, however, in the case of anoma-
lous fluids this can be done analytically. We consider the
limit in which the radius of the sphere R is large and
the angular velocities are small. The effective action for
anomalous fluid state reads

W ≡ lnZ = β

�
p

VolS2n−1�n
a=1(1−R2Ω2

a)
+ . . .

�

−β

�
Fω
anom

n�

a=1

�
2πR2Ω

1−R2Ω2
a

�
+ . . .

�
,(7)

where p is the fluid pressure. The first term corresponds
to the leading, non-universal, parity-even hydrodynam-
ics and the second captures the leading parity-odd hy-
drodynamics. The exact equation of state that allows
one to express pressure as a function of temperature and
chemical potential is known only for a limited number
of examples that include 1 + 1-dimensional fluids in the
Cardy regime or fluids with gravity duals that allow non-
perturbative calculations. However, we can see that in
the limit R → ∞ the second term in the expression (7)
dominates. This is also the term that captures the parity-
odd hydrodynamics.
Information Geometry of 1 + 1-dimensional fluids—

Our first example, which we analyze using methods taken
from the information geometry will be fluids on R× S

1.
The anomaly polynomial in two dimensions allows one to
determine Fω

anom, which is given by

Fω
anom = cAµ

2 + cgβ
−2

, (8)

where the

cA = − 1

2!2π

�
χiqi, (9)

cg = −2π

4!

�
χiqi (10)

represent gauge and gravitational anomaly coefficients in
two dimensions and χi is the chirality of the fermionic
species. The partition function (7) reads

W = β

�
p

2πR

(1−R2Ω)
− Fω

anom
2πR2Ω

1−R2Ω

�
. (11)

We see that the partition function has a non-universal
term that depends on the details of our theory through p

and the universal term that is proportional to the chiral
vortical coefficient Fω

anom. We are interested in the uni-
versal piece that dominates the partition function in the
flat space limit as R → ∞, therefore we may write

W ≈ Wanom = −βFω
anom

2πR2Ω

1−R2Ω
. (12)

Our goal is to analyze the properties of a statistical man-
ifold M, which is in general parameterized by a set of

It provides a natural cut-off and permits to calculate the partition 
effective action exactly

3

intensive parameters {β, µ,Ω}. We also consider lower
dimensional isosurfaces of that manifold. If M is one-
dimensional the curvature is always zero. Therefore in
order to get a non-trivial structure we study at least
two-dimensional submanifolds Mβ,µ, Mβ,Ω, Mµ,Ω or
three-dimensional Mβ,µ,Ω. We introduce the anomalous
Fisher-Rao information metric

Ganom
ij =

∂2Wanom

∂βi∂βj
, (13)

which encodes the geometric properties of statistical
manifolds related to anomalies. We evaluate the met-
ric (13) using 1 + 1-dimensional partition function (12),
for which define the Ricci curvature scalar Ranom. It is
divergent at the critical point. We list the curvature in-
variants and the corresponding critical points in Table
I. The critical temperature is always proportional to the
ratio of anomaly coefficients.

Manifold M Ricci scalar Ranom Critical point

Mβ,µ − 6π2βcgΩ

(π2cg−3β2cAµ2)2
Tc =

√
3

π

�
cA
cg

�1/2
µ

Mβ,Ω 24β4cAΩ(3β5c2Aµ4−π2β2cAcgµ
3+π4c2g(β−µ))

(−3β4c2Aµ4+6π2β2cAcgµ2+π4c2g)
2 Tc =

�
2
√
3−3
3

�1/2 �
cA
cg

�1/2
µ

Mµ,Ω 3βΩ
π2cg

no critical point

Mβ,µ,Ω βΩ(β6(−c3A)µ6−25β4c2Acgµ
4+33β2cAc2gµ

2+9c3g)
2π(β4c2Aµ4+6β2cAcgµ2−3c2g)

2 Tc =
�

3+2
√
3

3

�1/2 �
cA
cg

�1/2
µ

TABLE I: Scalar curvature invariants and corresponding critical points
for anomalous hydrodynamics in 1 + 1 dimensions

Information Geometry of 3+1-dimensional fluids—We
now turn to more phenomenologically interesting case of
chiral fluids in 3+1 dimensions. Fluids with chirality im-
balance are expected to appear in quark-gluon plasma,
which is a phase of extremely hot matter consisting of
quarks and gluons. This chirally imbalanced matter is
characterized by different densities of quarks with oppo-
site helicities. It is now widely appreciated that during
the expansion after the collision the plasma reaches ther-
modynamic equilibrium and can be described by hydro-
dynamics. We therefore expect that various effects re-
lated to the anomaly-induced transport will be present.
So far most studies have been devoted to understand-
ing the theoretical aspects of that transport. In this pa-
per we want to ask how it affects the phase structure.
The first principles studies of QCD phases are limited by
our ignorace how to analyze strongly coupled systems.
At asymptotically large energies, perturbative QCD can
be used. First-principle QCD calculations in lower ener-
gies can only be done on the lattice and are restricted to
vanishing (vector) chemical potentials. We have argued
that the information geometry can be useful to study
transition points of anomalous hydrodynamics. This is
possible because the transport is non-dissipative and in
order to determine the partition function we only need
to invoke free field theory methods. Another simplifica-
tion occurs because in the flat space limit the term in
the partition function that contains fluid pressure drops
out and we do not need to assume any particular equa-
tion of state specific to the underpinning microscopic the-
ory. Therefore we can extract universal properties of the
phase transitions for anomalous fluids that depend only
on the anomaly coefficients.

In 3 + 1 dimensions the anomaly structure is different
than in 1 + 1. In particular there is no pure gravita-

tional anomaly but instead the so-called mixed anomaly
is present, which is reflected in the anomaly polynomial
and

Fω
anom = c̃Aµ

3 + cm
µ

β2
, (14)

with

c̃A = − 1

3!(2π)2

�
χiq

3
i , (15)

cm = − 1

4!

�
χiqi (16)

being gauge and mixed anomaly coefficients in 3 + 1 di-
mensions. We can now write down the the partition func-
tion using (7)

W = β

�
p

2π2R3

(1−R2Ω1)(1−R2Ω2)

�

−β

�
Fω
anom

2πR2Ω1

1−R2Ω1

2πR2Ω2

1−R2Ω2

�
. (17)

In 3 + 1 dimensions we have 2 Cartan generators for the
rotation group, therefore we have one more coordinate in
our statistical manifold. Note, however, that the parti-
tion function is symmetric under exchanging the angular
velocities. Keeping that in mind we calculate the anoma-
lous Fisher-Rao metric (13) in the R → ∞ limit and
associated Ricci scalars, which we list together with the
corresponding critical points in Tables II and III. This
critical points exhibit universal behavior as they depend
only on the combinations of anomaly coefficients. We see
that there is no phase transition for Mβ,µ,Ω1,Ω2 , which
may be related to the reduction of the symmetry alge-
bra so(4) in the flat space limit. We find critical points
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Fisher-Rao information metric
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∂βi∂βj
, (13)

which encodes the geometric properties of statistical
manifolds related to anomalies. We evaluate the met-
ric (13) using 1 + 1-dimensional partition function (12),
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Information Geometry of 3+1-dimensional fluids—We
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chiral fluids in 3+1 dimensions. Fluids with chirality im-
balance are expected to appear in quark-gluon plasma,
which is a phase of extremely hot matter consisting of
quarks and gluons. This chirally imbalanced matter is
characterized by different densities of quarks with oppo-
site helicities. It is now widely appreciated that during
the expansion after the collision the plasma reaches ther-
modynamic equilibrium and can be described by hydro-
dynamics. We therefore expect that various effects re-
lated to the anomaly-induced transport will be present.
So far most studies have been devoted to understand-
ing the theoretical aspects of that transport. In this pa-
per we want to ask how it affects the phase structure.
The first principles studies of QCD phases are limited by
our ignorace how to analyze strongly coupled systems.
At asymptotically large energies, perturbative QCD can
be used. First-principle QCD calculations in lower ener-
gies can only be done on the lattice and are restricted to
vanishing (vector) chemical potentials. We have argued
that the information geometry can be useful to study
transition points of anomalous hydrodynamics. This is
possible because the transport is non-dissipative and in
order to determine the partition function we only need
to invoke free field theory methods. Another simplifica-
tion occurs because in the flat space limit the term in
the partition function that contains fluid pressure drops
out and we do not need to assume any particular equa-
tion of state specific to the underpinning microscopic the-
ory. Therefore we can extract universal properties of the
phase transitions for anomalous fluids that depend only
on the anomaly coefficients.

In 3 + 1 dimensions the anomaly structure is different
than in 1 + 1. In particular there is no pure gravita-

tional anomaly but instead the so-called mixed anomaly
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and
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In 3 + 1 dimensions we have 2 Cartan generators for the
rotation group, therefore we have one more coordinate in
our statistical manifold. Note, however, that the parti-
tion function is symmetric under exchanging the angular
velocities. Keeping that in mind we calculate the anoma-
lous Fisher-Rao metric (13) in the R → ∞ limit and
associated Ricci scalars, which we list together with the
corresponding critical points in Tables II and III. This
critical points exhibit universal behavior as they depend
only on the combinations of anomaly coefficients. We see
that there is no phase transition for Mβ,µ,Ω1,Ω2 , which
may be related to the reduction of the symmetry alge-
bra so(4) in the flat space limit. We find critical points
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intensive parameters {β, µ,Ω}. We also consider lower
dimensional isosurfaces of that manifold. If M is one-
dimensional the curvature is always zero. Therefore in
order to get a non-trivial structure we study at least
two-dimensional submanifolds Mβ,µ, Mβ,Ω, Mµ,Ω or
three-dimensional Mβ,µ,Ω. We introduce the anomalous
Fisher-Rao information metric
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which encodes the geometric properties of statistical
manifolds related to anomalies. We evaluate the met-
ric (13) using 1 + 1-dimensional partition function (12),
for which define the Ricci curvature scalar Ranom. It is
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for anomalous hydrodynamics in 1 + 1 dimensions

Information Geometry of 3+1-dimensional fluids—We
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chiral fluids in 3+1 dimensions. Fluids with chirality im-
balance are expected to appear in quark-gluon plasma,
which is a phase of extremely hot matter consisting of
quarks and gluons. This chirally imbalanced matter is
characterized by different densities of quarks with oppo-
site helicities. It is now widely appreciated that during
the expansion after the collision the plasma reaches ther-
modynamic equilibrium and can be described by hydro-
dynamics. We therefore expect that various effects re-
lated to the anomaly-induced transport will be present.
So far most studies have been devoted to understand-
ing the theoretical aspects of that transport. In this pa-
per we want to ask how it affects the phase structure.
The first principles studies of QCD phases are limited by
our ignorace how to analyze strongly coupled systems.
At asymptotically large energies, perturbative QCD can
be used. First-principle QCD calculations in lower ener-
gies can only be done on the lattice and are restricted to
vanishing (vector) chemical potentials. We have argued
that the information geometry can be useful to study
transition points of anomalous hydrodynamics. This is
possible because the transport is non-dissipative and in
order to determine the partition function we only need
to invoke free field theory methods. Another simplifica-
tion occurs because in the flat space limit the term in
the partition function that contains fluid pressure drops
out and we do not need to assume any particular equa-
tion of state specific to the underpinning microscopic the-
ory. Therefore we can extract universal properties of the
phase transitions for anomalous fluids that depend only
on the anomaly coefficients.
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In 3 + 1 dimensions we have 2 Cartan generators for the
rotation group, therefore we have one more coordinate in
our statistical manifold. Note, however, that the parti-
tion function is symmetric under exchanging the angular
velocities. Keeping that in mind we calculate the anoma-
lous Fisher-Rao metric (13) in the R → ∞ limit and
associated Ricci scalars, which we list together with the
corresponding critical points in Tables II and III. This
critical points exhibit universal behavior as they depend
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which is a phase of extremely hot matter consisting of
quarks and gluons. This chirally imbalanced matter is
characterized by different densities of quarks with oppo-
site helicities. It is now widely appreciated that during
the expansion after the collision the plasma reaches ther-
modynamic equilibrium and can be described by hydro-
dynamics. We therefore expect that various effects re-
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So far most studies have been devoted to understand-
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per we want to ask how it affects the phase structure.
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our ignorace how to analyze strongly coupled systems.
At asymptotically large energies, perturbative QCD can
be used. First-principle QCD calculations in lower ener-
gies can only be done on the lattice and are restricted to
vanishing (vector) chemical potentials. We have argued
that the information geometry can be useful to study
transition points of anomalous hydrodynamics. This is
possible because the transport is non-dissipative and in
order to determine the partition function we only need
to invoke free field theory methods. Another simplifica-
tion occurs because in the flat space limit the term in
the partition function that contains fluid pressure drops
out and we do not need to assume any particular equa-
tion of state specific to the underpinning microscopic the-
ory. Therefore we can extract universal properties of the
phase transitions for anomalous fluids that depend only
on the anomaly coefficients.
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In 3 + 1 dimensions we have 2 Cartan generators for the
rotation group, therefore we have one more coordinate in
our statistical manifold. Note, however, that the parti-
tion function is symmetric under exchanging the angular
velocities. Keeping that in mind we calculate the anoma-
lous Fisher-Rao metric (13) in the R → ∞ limit and
associated Ricci scalars, which we list together with the
corresponding critical points in Tables II and III. This
critical points exhibit universal behavior as they depend
only on the combinations of anomaly coefficients. We see
that there is no phase transition for Mβ,µ,Ω1,Ω2 , which
may be related to the reduction of the symmetry alge-
bra so(4) in the flat space limit. We find critical points

We have two parts in the effective action. One is universal and fixed in 
terms of data due to anomalies, the other is proportional to pressure, 
which is specific to microscopic details. It can be fixed in holography but 
we are interested in the universal part that dominates for large radius.



Critical points

We obtain a set of critical points fixed in terms of anomaly coefficients. 
Perhaps on could check on the lattice.

As realized by Onsager, the Euler equations in this generalized sens do 
not guarantee the conservation of energy. It can be shown that the 
generalized energy balance equation has the form

4

for most of sub-maniflods including Mβ,µ
and Mβ,µ,Ωi ,

which should be the most accessible in the heavy-ion col-

lisions. It would be interesting to investigate the critical

behavior using other methods such as lattice simulations

and, most importantly, confirm it experimentally.

Manifold M Ricci scalar Ranom

Mβ,µ − 6β3c̃Acmµ(3β2c̃Aµ2+cm)Ω1Ω2

π2(9β4c̃2Aµ4−18β2c̃Acmµ2+c2m)2

Mβ,Ωi
β3c̃Acmµ(β2c̃Aµ2+3cm)ΩiΩj

π2(−β4c̃2Aµ4+6β2c̃Acmµ2+3c2m)2
, Ωi �= Ωj

Mµ,Ωi
3β3c̃Acmµ(β2c̃Aµ2−cm)ΩiΩj

π2(−3β4c̃2Aµ4−6β2c̃Acmµ2+c2m)2
, Ωi �= Ωj

MΩ1,Ω2 0

Mβ,µ,Ωi
β(27β10 c̃5Aµ10+21β8 c̃4Acmµ8−354β6c̃3Ac2mµ6+90β4c̃2Ac3mµ4−41β2c̃Ac4mµ2+c5m)ΩiΩj

16π2µ(cm−β2c̃Aµ2)2(−3β4c̃2Aµ4−6β2c̃Acmµ2+c2m)2
, Ωi �= Ωj

Mβ,Ω1,Ω2
β(β8c14µ8+β6c13c̃Aµ6+73β4c12c̃2Aµ4+63β2c1c̃3Aµ2+6c̃4A)Ω1Ω2

16π2µ(β2c̃Aµ2+c̃A)(β4(−c̃2A)µ4+5β2 c̃Ac̃Aµ2+2c̃2A)
2

Mµ,Ω1,Ω2
β(45β6c̃3Aµ6+15β4c̃2Ac̃Aµ4−45β2c̃Ac̃2Aµ2+c̃3A)Ω1Ω2

16π2c̃Aµ(c̃A−3β2 c̃Aµ2)2(β2 c̃Aµ2+c̃A)

Mβ,µ,Ω1,Ω2
3β(9β12 c̃6Aµ12+192β10c̃5Ac̃Aµ10+57β8c̃4Ac̃2Aµ8−168β6 c̃3Ac̃3Aµ6+187β4c̃2Ac̃4Aµ4−24β2c̃Ac̃5Aµ2+3c̃6A)Ω1Ω2

4π2µ(β2c̃Aµ2+c̃A)(3β6 c̃3Aµ6+21β4c̃2Ac̃Aµ4−11β2 c̃Ac̃2Aµ2+3c̃3A)
2

TABLE II: Scalar curvature invariants of anomalous statistical manifolds
in 3 + 1 dimensions

Manifold M Critical point

Mβ,µ Tc =
�

3(3−2
√
2)c̃A

cm

�1/2
µ ; Tc =

�
3(3+2

√
2)c̃A

cm

�1/2
µ

Mβ,Ωi Tc =
�

(2
√
3−3)c̃A
3cm

�1/2
µ

Mµ,Ωi µc =
�

(2
√
3−3)cm
3c̃A

�1/2
T

MΩ1,Ω2 no critical point

Mβ,µ,Ωi Tc =
�

c̃A
cm

�1/2
µ; Tc =

�
(3+2

√
3)c̃A

3cm

�1/2
µ

Mβ,Ω1,Ω2 Tc =
�

(
√
33−5)c̃A
4cm

�1/2
µ

Mµ,Ω1,Ω2 µc =
�

cm
3c̃A

�1/2
T

Mβ,µ,Ω1,Ω2 no critical point
TABLE III: Critical points of anomalous hydrodynamics in 3+1 dimen-
sions

Conclusions—In this article, we constructed informa-

tion geometry for hydrodynamics with global gauge and

gravitational anomalies, which is a strongly coupled sys-

tem. This connects two disciplines and we believe that

our formulation will cross-fertilize both of them. From

the information geometry point of view we hope to use

the robustness od anomaly related phenomena to learn

about properties of statistical manifolds. This may lead

to a deeper understanding of quantum theories in terms

of information geometry, where anomalies serve as a

benchmark in analyzing the probabilistic properties of

field theories [26] and the process of constructing proba-

bility distributions given geometric data [27]. It may also

help to see how anomalies interplay with entanglement

entropy and identify possible universal contributions to

it.

From the point of view of hydrodynamics the geomet-

ric formulation offers tools to study phase space of the

evolving anomalous system. We restricted our analysis to

the case of chiral vortical effect. A new structure may ap-

pear if we introduce external magnetic field, which will

trigger the chiral magnetic effect [28]. In this case the

statistical manifold will depend on the magnetic field. It

might induce new phase transition. In addition to that

information geometry can give new insight into the dy-

namics of fluids described by point vortex models, which

can be formulated in statistical terms [29]. Physical ap-

plications of such models include superfluids [30, 31] cold

atoms [32], and fractional quantum hall effect [33].
Finally, since strongly coupled fluids can be mapped

to black holes via AdS/CFT correspondence, informa-

tion geometric methods along the lines suggested in [34]

could be used to confirm the critical behavior in the dual

formulation [1, 2].

The author thanks F. Barbaresco, J. Erdmenger,

J. Heckman, K. Jensen, D. Kharzeev, and J. Shock, for



Glasma

As realized by Onsager, the Euler equations in this generalized sens do 
not guarantee the conservation of energy. It can be shown that the 
generalized energy balance equation has the form

z = tz = -t

z 

t

Initial Singularity
Event Horizon
Quantum Fluctuations
τ~ 0 - 0.1 fm/c

Glasma
Topological Excitations
Density Fluctuations, Thermalization
τ~ 0.1 - 1 fm/c

Quark Gluon Plasma
Perfect Fluid
Hadronization
τ~ 1 - 10 fm/c

Initial Nuclei as CGC Coherent, High-density Gluons

source arXiv:0804.1736



Information geometry of glasma

The next step is to construct the information geometry for Color Glass 
Condensate and Glasma. Proposal of Peschanski

1 Relative entropy

A convenient way to quantify the proximity of two probability distributions employs the notion
of relative entropy or Kullback-Leibler divergence

DKL(p||q) ≡ Σ =

�
dµ(z)p(z) log

p(z)

q(z)
(1.1)

If p(z) and q(z) are close in the probability space the relative entropy reduces to a Fisher-Rao
metric Consider a parametric family of distributions q(z|{ξ}) such that for some value of ξ,
q(z|{ξ∗}) = p(z). Expanding DKL(p||q) around this point yields the Fisher information metric:

DKL(p||q) � GFisher
MN δξMδξN (1.2)

GFisher
MN ≡

�
dµ(z) q(z)

∂ log q

∂ξM
∂ log q

∂ξN
. (1.3)

Peschanski gave a definition of relative entropy for Color Glass Condensate

ΣY1→Y2 = κ
��

R2
1/R

2
2 − 1

�
− log

�
R2

1/R
2
2

��
, (1.4)

and glasma
ΣY1→Y2

glasma ∼ κgl Q
2
2/Q

2
1 , (1.5)

where, Ri = 1/QS(Yi) and QS denotes the saturation momentum. We want to study the
information geometry of these models. The saturation sacle is a function of rapidity and coupling
constant

QS = QS(Y, ᾱS). (1.6)

The set {Y, ᾱS} will serve as parameter space.

• understand the models and QS

• calculate Fisher information and look for instabilities

• QS n AdS/CFT
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The set {Y, ᾱS} will serve as parameter space.

• understand the models and QS

• calculate Fisher information and look for instabilities

• QS n AdS/CFT

1

1 Relative entropy

A convenient way to quantify the proximity of two probability distributions employs the notion
of relative entropy or Kullback-Leibler divergence

DKL(p||q) ≡ Σ =

�
dµ(z)p(z) log

p(z)

q(z)
(1.1)

If p(z) and q(z) are close in the probability space the relative entropy reduces to a Fisher-Rao
metric Consider a parametric family of distributions q(z|{ξ}) such that for some value of ξ,
q(z|{ξ∗}) = p(z). Expanding DKL(p||q) around this point yields the Fisher information metric:

DKL(p||q) � GFisher
MN δξMδξN (1.2)

GFisher
MN ≡

�
dµ(z) q(z)

∂ log q

∂ξM
∂ log q

∂ξN
. (1.3)

Peschanski gave a definition of relative entropy for Color Glass Condensate

ΣY1→Y2 = κ
��

R2
1/R

2
2 − 1

�
− log

�
R2

1/R
2
2

��
, (1.4)

and glasma
ΣY1→Y2

glasma ∼ κgl Q
2
2/Q

2
1 , (1.5)

where, Ri = 1/QS(Yi) and QS denotes the saturation momentum. We want to study the
information geometry of these models. The saturation sacle is a function of rapidity and coupling
constant

QS = QS(Y, ᾱS). (1.6)
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Relative entropy can be used to define Fisher metric



summary and goals

Partition functions are very useful in the analysis of 
anomalies. Many questions are left unanswered

Close anologs between QFT and turbulence

Role of parity anomalies

Phase transitions from information geometry

Information geometry of CGC and glasma

Role of magnetic field


