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Introduction
Naive argument:

AA (UU,AuAu, PbPb, CuCu) are “large” :
macro scale R (10 fm) >> micro scale (1/T) (1 fm)
pA and pp collisions produce “small systems”,

both R and 1/T are comparable (1 fm) => grey area

But, sQGP is strongly coupled 
with means its free path is 

corrected by small viscosity/entropy, 
reducing micro scale by 1/2pi or so
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Since the scaling of the freeze out time is linear in R or
tf ⇠ R, and the wave vector k corresponds to the fireball
circumference which is m times the wavelength

2⇡R = m
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k
(6)

the expression (5) yields
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where C is some constant. So far, we have the following
predictions: (i) the viscous damping is exponential; (ii)
the exponent contains the product of two small factors,
⌘/s and 1/TR, as discussed in the introduction the micro-
to-macro ratio; (iii) the exponent contains the harmonics
number squared.

Extensive comparison of this expression with the AA
data, from central to peripheral, has been recently done
in Ref. [16] from which we borrow Fig.3 and Fig.4. The
Fig.3 (a) shows the well known centrality dependence of
the elliptic and triangular flows. v

2

is small for central
collisions due to smallness of ✏

2

, and also small at very pe-
ripheral bin because viscosity is large at small systems.
Fig.3 (b) shows the ln(vn/✏n), which according to the
formula is the exponent. As a function of the inverse
system’s size 1/R both elliptic and triangular flows show
perfectly linear behavior. Further issues – the n2 depen-
dence as well as linear dependences of the log(vm/✏m) on
viscosity value – are also very well reproduced, see Fig.4.
Note that this expression works all the way to rather pe-
ripheral AA collisions with R ⇠ 1 fm and multiplicities
comparable to those in the highest pA binds. It also seem
to work till the largest n so far measured.

So, the acoustic damping provides correct systematics
of the harmonic strength. This increases our confidence
that – in spite of somewhat di↵erent geometry – the per-
turbations observed are actually just a form of a sound
waves.

Since we will be interested not only in large AA sys-
tems but also in new – pA and pp – much smaller fireballs,
one may use the systematics to compare it with the new
data. Or, using it, one can estimate how many flow har-
monics can be observed in these cases. For central PbPb
at LHC collisions with

1
TR

= O(1/10) (8)

its product of ⌘/s is O(10�2). So one can immediately see
from this expression why harmonics up to n = O(10) can
be observed. Proceeding to smaller systems by keeping a
similar initial temperature Ti ⇠ 400 MeV ⇠ 1/(0.5 fm)
but a smaller size R, results in a macro-to-micro param-
eter that is no longer small, or 1/TR ⇠ 0.5, 1, respec-
tively. For a usual liquid/gas, with ⌘/s > 1, there would
not be any small parameter left and one would have to
conclude that hydrodynamics is inapplicable for such a
small system. However, since the quark-gluon plasma is
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FIG. 5: The perturbation is shown by small blue circle at
point O: its time evolution to points x and y is described by
the Green function of linearized hydrodynamics shown by two
lines. Perturbed region – shown by grey circle – is inside the
sound horizon. The sound wave e↵ect is maximal at the in-
tersection points of this area with the fireball boundary: ��
angle is the value at which the peak in two-body correlation
function is to be found. Shifting the location of the pertur-
bation, from (a) to (b), result in a rather small shift in ��.

an exceptionally good liquid with a very small ⌘/s, one
can still observe harmonics up to m = O(

p
10) ⇠ 3. And

indeed, v
2

, v
3

have been found in those cases.

D. The Green function: waves from a point
perturbation

The problem appears very complicated: events have
multiple shapes, describe by multidimensional probabil-
ity function P (✏

2

, ✏
3

...). Except that it is not. All those
shapes are however just a statistical noise.

Since columns of nucleons sitting at di↵erent locations
of the transverse plane cannot possibly know about each
other fluctuations at the collision moment, they must
be statistically independent. A “hydrogen atom” of the
problem is just one bump, of the size of a nucleon, on
top of a smooth average fireball, and all one has to do
to reproduce the correlation function is to calculate the
Green function of the linearized hydro equation.

A particular model of the initial state expressing lo-
cality and statistical independence of “bumps” has been
formulated in [10]: the correlator of fluctuations is given
by the simple local expression

< �n(x)�n(y) >= n(x)�2(x� y) (9)

(or one can spread the delta function to a one-nucleon
size). The immediate consequence of this model is that,
for the central collisions on which we now for simplicity
focus, ✏m are the same for all m < 10 (till the bump size
gets resolved).

In order to calculate perturbation at later time one
needs to calculate the Green functions, from the origi-
nal location O to observation points x and y as shown
in Fig.5(a). That has been first done by (my student)
P.Staig and myself [17] analytically, since for Gubser flow
one can show that in some coordinates all four of them

Furthermore, selecting
higher multiplicity 
bins one increases 

the entropy and thus Ti

so the micro scale shrinks further
till “small systems” eventually 

get large!

Last but not least: experiment 
does show collective effects 

appearing in such bins.
In fact the radial flow in those 
is even stronger than in AA!

works well for all n
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well, while it underpredicts a bit the tail in pA (see e.g.
CMS pages with public info. (Unfortunately I don’t know
the exact version and parameters used and cannot com-
ment on soft/hard contributions.)

Summary: initial state fluctuations and global observ-
ables support close relation between the “participants”
(nucleons or constituent quark) and final hadrons. An
old view that this connection is due to QCD strings –
Lund model – seem to be holding.

Finally, let me mention high multiplicity pp . We do
not yet know ✏n in this case. Experiment should do
4,6 particle correlators and separate dynamical 2-particle
correlations from collective v

2

. Hydro practitioners still
have to do vn/✏n and establish its viscosity dependence
and accuracy. Theoretical predictions for pp cover the
whole range: from elongated transverse string [39] pre-
dicting large ✏

2

⇠ 1 to a IP-glasma or “string ball” pic-
ture [49] wich predicts very small ✏

2

instead.

IV. THE SMALLEST DROPS OF QGP

The success of hydrodynamics as the basic dynamical
tool, and recent focus on higher harmonics and viscosity
had renewed interest to understand the limits of hydro.
In particular, successful description of the n-th flow har-
monics implies that hydro still works at a scale R/n:
taken the nuclear radius R ⇠ 6 fm and the largest har-
monic studied in hydro n = 6 one concludes that this
scale is 1 fm or so, at least. (This argument provides
only the upper limit, since, as we argued in detail above,
we don’t see harmonics with larger n because of its vis-
cous damping by freezeout, as well as current statistical
limitations of the data sample. Harmonics with larger
n are obviously excited by “spiky” initial state: whether
they are hydrodynamical we don’t know.)

Equally important is to approach the problem in the
opposite direction, starting in the framework of micro-
scopic models used for low mutiplcity pp, pA and ask-
ing at which multiplcities some of heir usual assumption
should fail. In particular, we will discuss below at which
number/density of stringstheir interaction would lead to
collective phenomena.

Obviously, direct observation of smaller and smaller
systems and the monitoring of the collective phenomena
in them are extremely valuable for answering those ques-
tions. Such systems are provided by high multiplicity
pp and pA collisions, which we discuss in this chapter.
As we will see, there are similarities but also important
di↵erences of the two cases.

Before we go into details, let us try to see how large
those systems really are. At freezeout the size can be
directly measured, using femtoscopy method. (Brief his-
tory: so called Hanbury-Brown-Twiss (HBT) radii. This
interferometry method came from radio astronomy. The
influence of Bose symmetrization of the wave function
of the observed mesons in particle physics was first em-
phasized by Goldhaber et al [80] and applied to proton-
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Fig. 6. Left panel: Proton to φ ratio as a function of pT for different Pb–Pb centrality classes [47]. Right panel: Femto-
scopic radii extracted from two- and three-pion cumulants together with the associated λ parameters [50].

shape is driven by radial flow. Combining this finding with that for the v2 suggests that the mass 
(and not the number of constituent quarks) drives v2 and spectra in central Pb–Pb collisions for 
pT < 4 GeV/c. It is interesting to note that also in p–Pb collisions the shape of the pT spectra of 
φ and p become more similar for high-multiplicity events [3].

3.4. Identified-particle spectra

The ALICE Collaboration has presented yields and spectra for 12 particle species (π , K±, K∗, 
K0, p, φ, Λ, Ξ , Ω , d, 3He, 3ΛH) in up to 3 collision systems (and, for pp collisions, 3 different 
center of mass energies). In particular the measurement of the pT and centrality dependence of 
the d and the nuclei (3He, 3ΛH) spectra should be pointed out [25]. It is interesting to note that the 
yields of d, 3He and 3ΛH are correctly calculated in equilibrium thermal models. Furthermore, the 
yields of multi-strange baryons have been measured as a function of event multiplicity showing 
a smooth evolution from pp over p–Pb to Pb–Pb collisions for the yield ratios to π or p [2]. The 
large amount of data allows a stringent comparison to thermal models which describe particle 
production on a statistical basis [49].

3.5. Source sizes

For the first time, femtoscopic radii were extracted with three-pion cumulants [16,50]. This 
approach reduces non-femtoscopic effects contributing to the extracted radii significantly. Fig. 6

FIG. 12: (From [12]) Alice data on the femtoscopy radii (up-
per part) and “coherence parameter” (lower part) as a func-
tion of multiplicity, for pp, pPb, PbPb collisions.

antiproton annihilation. Its use for the determination
of the size/duration of the particle production processes
had been proposed by Kopylov and Podgoretsky [81] and
myself [82]. With the advent of heavy ion collisions this
“femtoscopy” technique had grew into a large industry.
Early applications for RHIC heavy ion collisions were
in certain tension with the hydrodynamical models, al-
though this issue was later resolved [83].)

The corresponding data are shown in Fig.12, which
combines the traditional 2-pion and more novel 3-pion
correlation functions of identical pions. An overall
growth of the freezeout size with multiplicity, roughly
as < Nch >1/3, is expected already from the simplest
picture, in which the freezeout density is some univer-
sal constant. For AA collisions this simple idea roughly
works: 3 orders of magnitude of the growth in multiplic-
ity correspond to one order of magnitude growth of the
size.

Yet the pp, pA data apparently fall on a di↵erent line,
with significantly smaller radii, even if compared to the
peripheral AA collisions at the same multiplicity. Why
do those systems get frozen at higher density, than those
produced in AA? To understand why can it be the case
one should recall the freezeout condition: “the collision
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rate becomes comparable to the expansion rate”

< n�v >= ⌧�1

coll(n) ⇠ ⌧�1

expansion =
dn(⌧)/d⌧

n(⌧)
(22)

Higher density means larger l.h.s., and thus we need a
larger r.h.s.. So, more “explosive” systems, with larger
expansion rate, freezeout earlier. We will indeed argue
below that pp, pA high-multiplcity systems are in fact
more “explosive”: it is seen from radial flow e↵ects on
spectra as well as HBT radii.

But how those systems become “more explosive” in
the first place? Where is the room for that, people usu-
ally ask, given that even the final size of these objects is
not large but even smaller than in peripheral AA, which
has weak radial flow. Well, the only space left is at the
beginning: those systems must start accelerating earlier,
from even smaller size, to get enough acceleration and
eventually collective flow by their “early” freezeout. So,
our “small systems” must be born even smaller than we
naively think!

A. Collectivity in small systems

Let us briefly recall the time sequence of the main
events. The first discovery – done in the very first LHC
run – was done by CMS, who found a “ridge” correlation
[75] in high multiplicity pp. Unfortunately, it only hap-
pens in events which have probability P ⇠ 10�6 or less,
so studies of this sample are statistically limited[128].

Switching to most central pA CMS [76] and other col-
laborators had observed similar ridge there, now with
much higher – few percent – probability. By subtracting
high multiplicity and low multiplicity correlators CMS
and ALICE groups soon had concluded, that “ridge” is
accompanied by the “anti-ridge”, and thus is basically an
elliptic flow.

PHENIX collaboration at RHIC also found a ridge-
like correltion in central dAu collisions, Furthermore, v

2

is larger than in pPb at LHC by about factor 2. This
is what one would gets from di↵erent initial conditions,
for d and p beams, reflected in pioneering hydro stadies
of such collisions by Bozek [22]. That was the first indi-
cation for collectivity of the phenomenon. (Indeed, any
dynamical model creating v

2

from some gluonic correla-
tions such as “the shape of the Pomeron” would instead
predict a decrease, by about factor 2, as gluons in p and
n of the d can hardly be correlated.) Another contribu-
tion of PHENIX was the observation that dA HBT radii
display the famous decreasing trend with pt well known
for AA collisions, which is another direct evidence for
presence of the collective flow.

But the truly final blow has been made at QM14 by
CMS, who demonstrated their v

2

measurements from 4,6
and even 8 particles: see Fig.13. Previous data for AA
collisions had shown perfect agreement between those,
and new data for pA are in this respect the same. This

Raphael Granier de Cassagnac Quark Matter 2014, Darmstadt 

Multiparticle correlations 
• v2 stays large when calculated with multi-particles 

– v2(4)=v2(6)=v2(8)=v2(LYZ) within 10%  
– True collectivity in pPb collisions!  
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FIG. 14: (color online) Temperature T versus the fireball size
R plane. Solid blue line is the adiabate S = const, approx-
imately TR = const for sQGP. Example 0 in the text cor-
responds to reducing R, moving left A ! B. Example 1 is
moving up the adiabate A ! C. Example 2 corresponds to
adiabatic expansion, such as A ! E,C ! E. If in reality C
corresponds to pA, the freezeout occurs at the earlier point
D.

establishes collectivity of the flow in pA, “beyond the
reasonable doubt”.

Taken collectivity for granted, one can still ask whether
the v

2

observed is caused by geometry of the source. One
nice control experiment testing this is to do He3Au col-
lisions, and test if three initial nucleons, leading to geo-
metric “triangularity” of the initial state, will indeed be
followed by larger v

3

. Preliminary data from Phenix on
He3Au do indeed show v

3

(pt > 1 GeV ) ⇡ 0.05, compara-
ble to hydro predictions [23, 24]: the detailed comparison
to calculations and dAu is still to be done.

B. Small systems and conformal scaling of QGP

Even given those facts, the hydrodynamical treatment
of pA and pp collisions had met a psychological barrier:

THE SMALLEST DROPS OF QGP 

AA data follow N^1/3 curve => fixed freeze out density

Yet the pp, pA data apparently fall on a different line

Why do those systems get frozen at higher density, 
than those produced in AA?  

(hint #1)

So, more “explosive” systems, with larger
expansion rate, freezeout earlier, at higher density.

Where is the room for that, people usually ask, given that even the final size 
 of these objects is not large but even smaller than in peripheral AA,  

which has weak radial flow.  
Well, the only space left is at the beginning: those systems must start accelerating  

earlier, from even smaller size, 

⇠ N1/3
ch



Femtoscopic Signature of Strong Radial Flow
in High-multiplicity pp Collisions

Yuji Hirono⇤ and Edward Shuryak
Department of Physics and Astronomy, Stony Brook University, Stony Brook, New York 11794-3800, USA

(Dated: December 2, 2014)

Hydrodynamic simulations are used to calculate the identical pion HBT radii, as a function of the
pair momentum k

T

. This dependence is sensitive to the magnitude of the collective radial flow in the
transverse plane, and thus comparison to ALICE data enables us to derive its magnitude. By using
hydro solutions with variable initial parameters we conclude that in this case fireball explosions
starts with a very small initial size, well below 1 fm.

I. INTRODUCTION

The so called Hanbury-Brown-Twiss (HBT) interfer-
ometry method originally came from radio astronomy [1]
as intensity interferometry. The influence of Bose sym-
metrization of the wave function of the observed mesons
in particle physics was first emphasized by Goldhaber et
al. [2] and applied to proton-antiproton annihilation. Its
use for the determination of the size/duration of the par-
ticle production processes had been proposed by Kopy-
lov and Podgoretsky [3] and one of us [4]. Heavy-ion
collisions, with its large multiplicities, turned the “fem-
toscopy” technique into a large industry. Early applica-
tions for RHIC heavy-ion collisions were in certain ten-
sion with the hydrodynamical models, but this issue was
later resolved, see e.g. [5]. The development of the HBT
method had made it possible to detect the magnitude
and even deformations of the flow.

Makhlin and Sinyukov [6] made the important observa-
tion that HBT radii are sensitive to collective flows of the
matter. The radii decrease with the increase of the total
transverse momentum kT = (p1T + p2T)/2 of the pair.
A sketch shown in Fig.1 provides a qualitative explana-
tion to this e↵ect: the larger is kT, the brighter becomes a
small (shaded) part of the fireball, which the radial flow is
maximal and the its direction coincides with the direction
of kT. This follows from maximization of the Doppler-
blue-shifted thermal spectrum ⇠ exp (�p

µ

u

µ

/Tf). In this
paper we will rely on this e↵ect, as well as on ALICE
HBT data, to deduce the magnitude of the flow in high
multiplicity pp collisions.

(Although we will not use those, let us also mention
that the HBT method can also be used not only for de-
termination of the radial flow, but for elliptic flow as well:
see e.g. early STAR measurements [7]. Another devel-
opment in the HBT field was a shift from two-particle
to three-particle correlations [8], [9] available due to very
high multiplicity of events as well as high luminosities of
RHIC and LHC colliders.)

With the advent of LHC it became possible to trigger
on high multiplicity events, both in pp and pPb collisions:

⇤
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FIG. 1: (Color online)Sketch of how the radial flow (arrows
directed radially from the fireball center) influences the HBT
radii. At small k

T

the whole fireball (the circle) is visible,
but at larger k

T

one sees only the part co-moving in the same
direction – shown by shaded ellipse.

the resulting sample revealed angular anisotropies v2, v3
similar to anisotropic flows in heavy-ion (AA) collisions.
At the moment the issue whether those can or cannot be
described hydrodynamically is under debate. So far the
discussion of the strength of the radial flow was based
on the spectra of identified particles, see [12, 13]. In this
paper we look at the radial flow from a di↵erent angle,
using the measured HBT radii [10].
The HBT radii for pp collisions at LHC has been mea-

sured by the ALICE collaboration [10], as a function
of multiplicity. Their magnitude has been compared to
those coming from hydro modelling in Refs. [21, 22]. Our
analysis of the HBT radii focus on the strength of the ra-
dial flow. We illustrate how the radii, and especially the
ratio R

o

/R

s

, are indicative of the flow magnitude.
While at minimally biased collisions and small multi-

plicities the observed HBT radii are basically indepen-
dent of the pair transverse momentum kT, for high mul-
tiplicity the observed radii decrease with kT. So, the
e↵ect we are after appears only at the highest multi-
plicities – the same ones which display hydro-like angu-
lar correlations and modifications of the particle spectra.
The strongest decrease, as expected, is seen for the so
called R

o

radius, for which this reduction in the interval
kT = 0.1 · · · 0.7GeV reaches about factor 4 in magnitude.
The kT dependence of the HBT radii tells us about

the strength of the flow. The reason these data are quite
important is the following: the HBT radii at small kT
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termination of the radial flow, but for elliptic flow as well:
see e.g. early STAR measurements [7]. Another devel-
opment in the HBT field was a shift from two-particle
to three-particle correlations [8], [9] available due to very
high multiplicity of events as well as high luminosities of
RHIC and LHC colliders.)

With the advent of LHC it became possible to trigger
on high multiplicity events, both in pp and pPb collisions:
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FIG. 1: (Color online)Sketch of how the radial flow (arrows
directed radially from the fireball center) influences the HBT
radii. At small k

T

the whole fireball (the circle) is visible,
but at larger k

T

one sees only the part co-moving in the same
direction – shown by shaded ellipse.

the resulting sample revealed angular anisotropies v2, v3
similar to anisotropic flows in heavy-ion (AA) collisions.
At the moment the issue whether those can or cannot be
described hydrodynamically is under debate. So far the
discussion of the strength of the radial flow was based
on the spectra of identified particles, see [12, 13]. In this
paper we look at the radial flow from a di↵erent angle,
using the measured HBT radii [10].
The HBT radii for pp collisions at LHC has been mea-

sured by the ALICE collaboration [10], as a function
of multiplicity. Their magnitude has been compared to
those coming from hydro modelling in Refs. [21, 22]. Our
analysis of the HBT radii focus on the strength of the ra-
dial flow. We illustrate how the radii, and especially the
ratio R

o

/R

s

, are indicative of the flow magnitude.
While at minimally biased collisions and small multi-

plicities the observed HBT radii are basically indepen-
dent of the pair transverse momentum kT, for high mul-
tiplicity the observed radii decrease with kT. So, the
e↵ect we are after appears only at the highest multi-
plicities – the same ones which display hydro-like angu-
lar correlations and modifications of the particle spectra.
The strongest decrease, as expected, is seen for the so
called R

o

radius, for which this reduction in the interval
kT = 0.1 · · · 0.7GeV reaches about factor 4 in magnitude.
The kT dependence of the HBT radii tells us about

the strength of the flow. The reason these data are quite
important is the following: the HBT radii at small kT
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FIG. 18: Sketch of the radial flow (arrows directed radially
from the fireball center) explaining how it influences the HBT
radii. At small kt the whole fireball (the large circle) con-
tributes, but at larger kt one sees only the part of the fireball
which is co-moving in the same direction as the observed pair.
This region – shown by shaded ellipce – has a smaller radii
and anizotropic shape, even for central collisions.

poses is explained in a sketch shown in Fig.18. At small
kt the detector sees hadrons emitted from the whole fire-
ball, but the larger is kt, the brighter becomes its small
(shaded) part in which the radial flow is (i) maximal
and (ii) has the same direction as ~kt. This follows from
maximization of the Doppler-shifted thermal spectrum
⇠ exp (pµuµ/Tfreezeout). One way to put is is to note
that e↵ective T in it is increased by the gamma factor of
the flow.

Hirono and myself [87] rely on this e↵ect, as well as
on ALICE HBT data [86], to deduce the magnitude of
the flow in high multiplicity pp collisions. The data are
shown in Fig.19. The e↵ect is better seen in the so called
“out”-directed radius Rout (the top plot). While low mul-
tiplcity data (connected by the blue dashed line) are ba-
sically independent on the pair momentum, at high mul-
tiplcity (stars and red dashed line) they are decreasing,
by a rather large factor. Another consequence of the flow
is anisotropy of radii. In the bottom plot the ratio of two
radii are shown: at small multiplcity it is always 1 – that
is the source is isotropic – but at high multiplcity the
source is anisotropic, the radii are quite di↵erent with
the ratio dropping to about 1/3 at the largest kt.

In Fig.20 we show a series of calculations in which the
initial QGP stage of the collision is modelled by numeri-
cal hydro solution close to Gubser analytic solution with
variable parameter q. (The late stages need to deviate
from Gubser since near Tc the EOS is very di↵erent from
conformal ✏ = 3p assumed in Gubser’s derivation).

Let us summarize what we learned in this subsection
so far. Unlike central pA, the highest multiplcity pp
events are significantly denser/hotter than central AA.
Very strong radial flow, seen in spectra of identified par-
ticles and HBT radii, require very small – sub femtometer
– initial size of the system. In spite of high cost associ-
ated with those events, their studies are of uttmost im-
portance for the search for ever more extreme conditions
of matter.
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FIG. 10. Projections of the 3D Cartesian representations of the cor-
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in Section IVC. In Fig. 10 the same correlation is shown as
projections of the 3D Cartesian representation. The other q
components are integrated over the range of 0� 0.16 GeV/c.
The fit, shown as lines, is similarly projected. In this plot
the fit does not describe the shape of the correlation perfectly;
however, the width is reasonably reproduced.

IV. FIT RESULTS

A. Results of the 3D Gaussian fits

We fitted all 72 correlation functions (4+8 multiplicity
ranges for two energies times 6 kT ranges) with Eq. (7). We
show the resulting femtoscopic radii in Fig. 11 as a function of
kT. The strength of the correlation λ is relatively independent
of kT, is 0.55 for the lowest multiplicity, decreases monoton-
ically with multiplicity and reaches the value of 0.42 for the
highest multiplicity range. The radii shown in the Fig. 11 are
the main results of this work. Let us now discuss many aspects
of the data visible in this figure.
Firstly, the comparison between the radii for two ener-

gies, in the same multiplicity/kT ranges reveals that they are
universally similar, at all multiplicities, all kT’s and all di-
rections. This confirms what we have already seen directly
in the measured correlation functions. The comparison top
s = 200 GeV pp collisions at RHIC is complicated by the

fact that these data are not available in multiplicity ranges.
The multiplicity reach at RHIC corresponds to a combination

0.2 0.4 0.6

1

2
ALICE pp @ 7 TeV

 1-11chN
 12-16chN

 17-22chN
 23-29chN
 30-36chN

 37-44chN
 45-57chN
 58-149chN

a)

0.2 0.4 0.6

1

2
ALICE pp @ 0.9 TeV

 1-11chN
 12-16chN

 17-23chN
 24-80chN

b)

0.2 0.4 0.6

1

2

STAR pp @ 200 GeVc)

0.2 0.4 0.6

0.5

1

d)

0.2 0.4 0.6
 (GeV/c)Tk

0.5

1

1

2

1

2

1

2

si
de

G
/R

ou
t

G
R

 (f
m

/c
)

lo
ng

G
R

 (f
m

/c
)

si
de

G
R

 (f
m

/c
)

ou
t

G
R

FIG. 11. Parameters of the 3D Gaussian fits to the complete set of
the correlation functions in 8 ranges in multiplicity and 6 in kT for
pp collisions at

p
s= 7 TeV, and 4 ranges in multiplicity and 6 in kT

for pp collisions at
p
s= 0.9 TeV. All points at given kT bin should

be at the same value of kT , but we shifted them to improve visibility.
Open black squares show values for pp collisions at

p
s = 200 GeV

from STAR [10]. Lines connecting the points for lowest and highest
multiplicity range were added to highlight the trends.

of the first three multiplicity ranges in our study. No strong
change is seen between the RHIC and LHC energies. It shows
that the space-time characteristics of the soft particle produc-
tion in pp collisions are only weakly dependent on collision
energy in the range between 0.9 TeV to 7 TeV, if viewed in
narrow multiplicity/kT ranges. Obviously the

p
s = 7 TeV

data have a higher multiplicity reach, so the minimum-bias
(multiplicity/kT integrated) correlation function for the two
energies is different.
Secondly, we analyze the slope of the kT dependence. RGlong

falls with kT at all multiplicities and both energies. RGout and
RGside show an interesting behavior – at low multiplicity the kT
dependence is flat for RGside and for R

G
out it rises at low kT and

then falls again. For higher multiplicities both transverse radii
develop a negative slope as multiplicity increases. At high

FIG. 19: HBT radii versus the pair transverse momentum
kT , for various multiplicities of the pp collisions, from ALICE
[86].
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FIG. 18: Sketch of the radial flow (arrows directed radially
from the fireball center) explaining how it influences the HBT
radii. At small kt the whole fireball (the large circle) con-
tributes, but at larger kt one sees only the part of the fireball
which is co-moving in the same direction as the observed pair.
This region – shown by shaded ellipce – has a smaller radii
and anizotropic shape, even for central collisions.

poses is explained in a sketch shown in Fig.18. At small
kt the detector sees hadrons emitted from the whole fire-
ball, but the larger is kt, the brighter becomes its small
(shaded) part in which the radial flow is (i) maximal
and (ii) has the same direction as ~kt. This follows from
maximization of the Doppler-shifted thermal spectrum
⇠ exp (pµuµ/Tfreezeout). One way to put is is to note
that e↵ective T in it is increased by the gamma factor of
the flow.
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on ALICE HBT data [86], to deduce the magnitude of
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by a rather large factor. Another consequence of the flow
is anisotropy of radii. In the bottom plot the ratio of two
radii are shown: at small multiplcity it is always 1 – that
is the source is isotropic – but at high multiplcity the
source is anisotropic, the radii are quite di↵erent with
the ratio dropping to about 1/3 at the largest kt.

In Fig.20 we show a series of calculations in which the
initial QGP stage of the collision is modelled by numeri-
cal hydro solution close to Gubser analytic solution with
variable parameter q. (The late stages need to deviate
from Gubser since near Tc the EOS is very di↵erent from
conformal ✏ = 3p assumed in Gubser’s derivation).

Let us summarize what we learned in this subsection
so far. Unlike central pA, the highest multiplcity pp
events are significantly denser/hotter than central AA.
Very strong radial flow, seen in spectra of identified par-
ticles and HBT radii, require very small – sub femtometer
– initial size of the system. In spite of high cost associ-
ated with those events, their studies are of uttmost im-
portance for the search for ever more extreme conditions
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in Section IVC. In Fig. 10 the same correlation is shown as
projections of the 3D Cartesian representation. The other q
components are integrated over the range of 0� 0.16 GeV/c.
The fit, shown as lines, is similarly projected. In this plot
the fit does not describe the shape of the correlation perfectly;
however, the width is reasonably reproduced.
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tion in pp collisions are only weakly dependent on collision
energy in the range between 0.9 TeV to 7 TeV, if viewed in
narrow multiplicity/kT ranges. Obviously the

p
s = 7 TeV
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energies is different.
Secondly, we analyze the slope of the kT dependence. RGlong

falls with kT at all multiplicities and both energies. RGout and
RGside show an interesting behavior – at low multiplicity the kT
dependence is flat for RGside and for R

G
out it rises at low kT and

then falls again. For higher multiplicities both transverse radii
develop a negative slope as multiplicity increases. At high

FIG. 19: HBT radii versus the pair transverse momentum
kT , for various multiplicities of the pp collisions, from ALICE
[86].

 0

 0.5

 1

 1.5

 2

 2.5

 3

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

R
o[

fm
]

Kt [GeV]

q=0.5 
q=0.7 
q=0.9 
q=1.1 
q=1.3 
q=1.5 

ALICE data

FIG. 20: From [87]: HBT radii compared to ALICE data
(closed circles), for solutions starting with di↵erent initial size
of the fireball, indicated by Gubser scale parameter q (which
is inversely proportional to the size).

18

E. The “radial flow puzzle” for central pA

The simplest consequence of the radial flow is growth
of the mean transverse momentum. CMS data on those
are shown in Fig.15(a). While pp and pA data are shown
by points, versus the multiplicity, the AA ones (from AL-
ICE) are shown by shaded areas: the central ones corre-
spond to its upper edge. While one may argue for other
mechanisms of the meant pt growth – e.g. rescattering or
larger saturation momentum Qs in glasma at higher mul-
tiplicity – those explanations fail to explain why protons
get it much larger than the pions.

More generally, the experimental signatures of the ra-
dial flow are based on the observation that collective
flow manifests itself di↵erently for secondaries of di↵er-
ent mass. While (near) massless pions have exponential
spectra hardly a↵ected by the flow, massive particles have
spectra of modified shape. Eventually, for very heavy
particles (not really reached in reality) the thermal mo-
tion should become negligible and their momenta be just
mv where v is the velocity of the flow, the distribution
over which has a characteristic peak at the fireball edge.

More specific measure used since [73] looks at the so
called “violation of the m? scaling”. The so called m?
slopes T 0 defined by the exponential form (above certain
pt)

dN

dydp2

?
=

dN

dydm2

?
⇠ exp(�m?

T 0 ) (30)

are the best indicators of the radial flow. A sample of
such slopes for pA collisions recently measured by CMS
is shown in Fig.15 (similar data from ALICE but for
smaller multiplcities are also available, see Fig.50). The
min.bias pp,pA show the same T 0 for all secondaries: thus
no flow. Small multiplicity bins (marked by 8 and 32 at
the bottom-right) are the ones in which the m? scaling
holds. This behavior is natural for independent string
fragmentation, rescattering or glasma.

Flow manifests itself di↵erently. For pions T 0 is simply
the freezeout temperature, blue-shifted by the exponent
of the transverse flow rapidity

T 0 = Tfe (31)

For more massive particles – kaons, protons, lambdas,
deuterons etc – the slopes are mass-dependent . As seen
from Fig.15(b), they are growing approximately linearly
with the mass, and the e↵ect gets more pronounced with
multiplicity. This is a new regime not seen before in pA,
signature of the collective flow.

Furthermore, the highest multiplicity pA do have
slopes even exceeding those in central PbPb LHC col-
lisions, the previous record-holding on the radial flow.
(It has been predicted to happen few months before ex-
periment : see version v1 of this paper [64].)

This gives rise to what we call the “radial flow puzzle”.
Indeed, naive estimates of densities in the previous sub-
section may suggest that explosion in highest multiplicity
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FIG. 16: (color online) The freezeout surface in universal di-
mensionless time t and radial distance r coordinates. (Blue)
thick solid line in the middle corresponds to central AA
(PbPb) collisions, (red) thick solid line on the top to the
highest multiplicity pp . Two (black) thin ones correspond
to central p Pb case, before and after collapse compression,
marked pAi, pAf respectively. The arrow connecting them
indicates the e↵ect of multi string collapse.

pA case should still be weaker than in AA. Indeed, both
the system is smaller and the initial entropy density seem
to be smaller as well. Yet the data show the opposite: the
observed radial flow strength follows a di↵erent pattern

yAA,central
? < ypA,central

? < ypp,highest
? (32)

Hydrodynamics is basically a bridge, between the ini-
tial and the final properties of the system. For the pur-
pose at hand – to see how its result depend on the size
of the system – it is convenient to follow the paper of
Zahed and myself [64]. The radial flow is discussed using
Gubser’s solution [44]. The setting is in the standard rel-
ativistic coordinate sets, the proper time -spatial rapidity
- transverse radius - azimuthal angle (⌧̄ , ⌘, r̄,�) with the
metric

ds2 = �d⌧̄2 + ⌧̄2d⌘2 + dr̄2 + r̄2d�2, (33)

One single solution describes all cases considered: we
will proceed from the dimensional variables ⌧̄ , r̄ with the
barto dimensionless variables

t = q⌧̄ , r = qr̄ (34)

using rescaling by a single parameter q with dimension
of the inverse length. In such variables there is a single
solution of ideal relativistic hydrodynamics, which for the
transverse velocity and the energy density reads

v?(t, r) = tanh(y?) =
2tr

1 + t2 + r2

(35)
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One single solution describes all cases considered: we
will proceed from the dimensional variables ⌧̄ , r̄ with the
barto dimensionless variables

t = q⌧̄ , r = qr̄ (34)

using rescaling by a single parameter q with dimension
of the inverse length. In such variables there is a single
solution of ideal relativistic hydrodynamics, which for the
transverse velocity and the energy density reads

v?(t, r) = tanh(y?) =
2tr

1 + t2 + r2

(35)

19

✏

q4

=
✏̂
0

28/3

t4/3 [1 + 2(t2 + r2) + (t2 � r2)2]4/3

The first equation – the radial velocity – has no parame-
ters at all, but the second has the second dimensionalless
parameter of the ✏̂

0

related to the entropy and thus the
multiplicity.

✏̂
0

= f�1/3

⇤

✓
3

16⇡

dS

d⌘

◆
4/3

(36)

where
The freezeout surface is usually considered to be

isotherm T = Tf : so if for a particular case the param-
eters q, ✏̂

0

are known, it can be found from the second
equation. Before turning to actual plot of such surfaces,
let us comment that if for some cases – e.g. AA collisions
with di↵erent nuclei – they will coincide, the observed
flow velocity will be the same. (This is our thought ex-
periment 1 in the subsection IVB: two collisions are con-
formal copies of each other.)

In Fig.16 we show several of such curves. The blue
line marked AA corresponds to central PbPb collisions
at LHC, its q = 1/4.3 fm, ✏̂

0

= 2531, Tf = 120MeV , is
our benchmark for which radial flow is well documented.
Two black lines are for the pPb case: they both have
Tf = 170 MeV and the same multiplicity but di↵erent
scale parameter: q = 1/1.6 fm for the lower dotted line
but twice smaller spacial scale q = 1/0.8 fm for the up-
per thin solid line. As also an arrow indicates, those cor-
responds to hydro started from the “naive” initial size,
and the second from the “compressed” size, according to
“spaghetti collapse” scenario we will discuss in section
IV B. The former one is well below the AA benchmark,
and its radial flow is weaker. The latter is above it, and
its radial flow is stronger: the maximal transverse veloci-
ties on these curves (located near the turn of the freezeout
surface downward) are

vpAi
? = 0.56 < vAA

? = 0.81 < vpAf
? = 0.84 (37)

The upper red line is our guess for maximal multiplicity
pp collisions, assuming its q = 1/0.5 fm: it has even
stronger radial flow with maximal vpp

? = 0.93.
In summary: the observed pattern of radial flow mag-

nitude can only be explained if the initial size of the pA
system is significantly reduced, compared to the naive
estimates in the preceding section.

F. Radial flow in high multiplicity pp

Let us start with the conclusions drown from our pre-
liminary discussion of the densities: Unlike central pA,
the density in high multiplicity pp collisions is too high for
the string model. The initial state must be in a GLASMA
state, if there is one.

While the perturbative picture of the BFKL Pomeron
–corrected for saturation e↵ects – describes correctly the

logarithmic growth of the cross section with energy and
main features of the the typical events, it does not so
far provide much guidance about the dynamics of high-
multiplcity events. It is not at all surprising: those are
fluctuations with small probablity ⇠ 10�6, and under-
stand their precise dynamics is di�cult. In particular, we
do not even have any good means to predict the initial
size and shape of the partron distribution in the trans-
verse plane, for high multiplicity pp events. (Unlike pA,
we dont have such useful tool as Glauber and participant
nucleons, separately measured. Nor do we have dimen-
sionfull quantities like ↵0 associated with strings.)

Therefore, lacking good theory guidance, one may in-
vert the logical path, and proceed as follows: (i) The data
allows us to understand the magnitude of the flows – ra-
dial, v

2

, v
3

– at freezeout. Then (ii) hydro can be “solved
backwards”, telling us what initial conditions are needed
to generate such flow.

One phenomenological input can be the mean pt and
spectra of the identified particles in high multiplicity
pp: some of those we have already shown in Fig15.
More details are in CMS publication [77], for various
energies

p
s = 0.9, 2.76, 7 TeV . One can fit those data

by Gubser flow: its two parameters ✏̂
0

, q , the entropy
and the initial size, can be fitted to this data.

Another approach is to use is the femtoscopy method.
It allows to detect the magnitude and even deformations
of the flow. Makhlin and Sinyukov [84] made the impor-
tant observation that HBT radii decrease with the in-
crease of the (total) transverse momentum ~k

1

+ ~k
2

= ~kt

of the pair. Modification of their argument for our pur-

FIG. 17: (color online) Comparison of the experimental slopes
T 0(m) versus the particle mass m (GeV). The solid circles
are from the highest multiplicity bin data of Fig.15, com-
pared to the theoretical predictions. The solid and dash-
dotted lines are our calculations for freezeout temperatures
Tf = 0.17, 0.12 GeV , respectively. The asterisks-marked
dashed line are for Epos LHC model, diagonal crosses on the
dashed line are for AMTP model.

Gubser solution  
at early time 

+numerical hydro  
at later stages

conclusion: in order to describe  
ALICE femtoscopy pp data 
one needs very strong flow  

=> surprisingly small initial size1/q=2/3 fm
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Figure 9: Average transverse momentum of identified charged hadrons (pions, kaons, protons;
left panel) and ratios of particle yields (right panel) in the range |y| < 1 as a function of the cor-
rected track multiplicity for |�| < 2.4, for pp collisions (open symbols) at several energies [8],
and for pPb collisions (filled symbols) at

p
sNN = 5.02 TeV. Both hpTi and yield ratios were

computed assuming a Tsallis-Pareto distribution in the unmeasured range. Error bars indicate
the uncorrelated combined uncertainties, while boxes show the uncorrelated systematic uncer-
tainties. For hpTi the fully correlated normalization uncertainty (not shown) is 1.0%. In both
plots, lines are drawn to guide the eye (gray solid – pp 0.9 TeV, gray dotted – pp 2.76 TeV, black
dash-dotted – pp 7 TeV, colored solid – pPb 5.02 TeV). The ranges of hpTi, K/� and p/� values
measured by ALICE in various centrality PbPb collisions (see text) at

p
sNN = 2.76 TeV [33] are

indicated with horizontal bands.

14 5 Results

by ALICE in PbPb collisions at
p

sNN = 2.76 TeV for centralities from peripheral (80–90% of the
inelastic cross-section) to central (0–5%) [27]. These ALICE PbP data cover a much wider range
of Ntracks than is shown in the plot. Although PbPb data are not available at

p
sNN = 5.02 TeV

for comparison, the evolution of event characteristics from RHIC (
p

sNN = 0.2 TeV, [2, 4, 28])
to LHC energies [27] suggests that yield ratios should remain similar, while hpTi values will
increase by about 5% when going from

p
sNN = 2.76 TeV to 5.02 TeV.
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Figure 10: Inverse slope parameters T� from fits of pion, kaon, and proton spectra (both charges)
with a form proportional to pT exp(�mT/T�). Results for a selection of multiplicity classes,
with different Ntracks as indicated, are plotted for pPb data (left) and for MC event generators
AMPT, EPOS LHC, and HIJING (right). The curves are drawn to guide the eye.

For low track multiplicity (Ntracks . 40), pPb collisions behave very similarly to pp collisions,
while at higher multiplicities (Ntracks � 50) the hpTi is lower for pPb than in pp. The first ob-
servation can be explained since low-multiplicity events are peripheral pPb collisions in which
only a few proton-nucleon collisions are present. Events with more particles are indicative
of collisions in which the projectile proton strikes the thick disk of the lead nucleus. Inter-
estingly, the pPb curves (Fig. 9, left panel) can be reasonably approximated by taking the pp
values and multiplying their Ntracks coordinate by a factor of 1.8, for all particle types. In other
words, a pPb collision with a given Ntracks is similar to a pp collision with 0.55 ⇥ Ntracks for
produced charged particles in the |�| < 2.4 range. Both the highest-multiplicity pp and pPb
interactions yield higher hpTi than seen in central PbPb collisions. While in the PbPb case even
the most central collisions possibly contain a mix of soft (lower-hpTi) and hard (higher-hpTi)
nucleon-nucleon interactions, for pp or pPb collisions the most violent interaction or sequence
of interactions are selected.

The transverse momentum spectra could also be successfully fitted with a functional form pro-
portional to pT exp(�mT/T�), where T� is called the inverse slope parameter, motivated by the
success of Boltzmann-type distributions in nucleus-nucleus collisions [29]. In the case of pi-
ons, the fitted range was restricted to mT > 0.4 GeV/c in order to exclude the region where
resonance decays would significantly contribute to the measured spectra. The inverse slope
parameter as a function of hadron mass is shown in Fig. 10, for a selection of event classes,
both for pPb data and for MC event generators (AMPT, EPOS LHC, and HIJING). While the data

FIG. 15: (color online) (From [21].) (a) Average transverse
momentum of identified charged hadrons (pions, kaons, pro-
tons; left panel) and ratios of particle yields (right panel)
in the range |y| < 1 as a function of the corrected track
multiplicity for |⌘| < 2.4, for pp collisions (open symbols)
at several energies, and for pPb collisions (filled symbols) atp

sNN = 5.02 TeV. (b) The slopes of the m? distribution T 0

(in GeV) as a function of the particle mass. The numbers on
the right of the lines give the track multiplicity.

in AA. Another approach used is a comparison of central
pA with peripheral AA of the same multiplicity, or more
or less same number of participants. Similar matter den-
sity is obtained.

(iii) Now we move to the last (and most controversial)
case, of the pp collisions. Needless to say the density
is very low for min.bias events. “High multiplicity” at
which CMS famously discovered the “ridge” starts from
about Nmax

pp > 100 ⇤ 3 (again, 100 is the number of CMS
tracks).

The big question here is: what is the area? Unlike in

the case of central pA, we don’t utilize standard Glauber
and full cross section (maximal impact parameters): we
address now a fluctuation which has small probability.
In fact, nobody knows the answer to that. Based on the
profile of pp elastic scattering (to be discussed in section
??) I think it should correspond to impact parameter b
in the black disc regime. If so ⇡b2

b.d. ⇠ 1/2 fm2 and

nmax
pp ⇡ Nmax

pp

⇡b2

b.d.

⇠ 600 fm�2 (26)

Other evidences about glue distribution in a proton
comes from HERA di↵ractive production, especially of
J/ : they also suggest a r.m.s. radius of only 0.3 fm,
less than a half of electromagnetic radius.

Let us summarize those (naive) estimates: in terms of
the initial entropy density one expects the following order
of the densities

dNpA
maximal

dA?
⇠ dNAA

peripheral

dA?
⌧ dNAA

central

dA?
⌧ dNpp

maximal

dA?
(27)

and may thus expect that the radial flow follows the same
pattern. The data however show it is not the case.

D. Shape fluctuations in central pA and peripheral
AA

Scaling relation between central pA and peripheral AA
has been proposed and tested by Basar and Teaney [13].
Step one of their paper has been prompted by the fact,
noticed in the CMS paper already: at the same multiplic-
ity, v

3

in both cases are basically the same. Some people
suggested new theories (and even paradigms) based on
this fact: but in fact it is hardly surprising, since equal
multiplicity means equal number of fluctuating partici-
pant nucleons. So, the first thing Basar and Teaney did
was to remove the geometrical contribution to peripheral
AA, and found that the remaining fluctuation-driven part
of v

2

is also perfectly the same, see Fig.21.
Their second proposal is that the pt dependence of (the

fluctuating part) of the vn has an universal shape, and
AA and pA data are only di↵erent by a scale of mean pt

vpA
n (pt) = vpA

n (
pt


) (28)

where the the conformal scaling factor

 =
< pT >pPb

< pT >PbPb
⇡ 1.25 (29)

is due to di↵erence in the radial flow. This relation also
works well.

two possible e↵ects, as the multiplicity grows:
(i) an increases the initial temperature Ti. Since the final
one is fixed by hadronization near the phase transition
Tf ⇡ Tc, the contrast between them gets larger and hydro
flow increases;
(ii) the initial size of the fireball decreases, increasing
the initial temperature Ti even further.
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Figure 9: Average transverse momentum of identified charged hadrons (pions, kaons, protons;
left panel) and ratios of particle yields (right panel) in the range |y| < 1 as a function of the cor-
rected track multiplicity for |�| < 2.4, for pp collisions (open symbols) at several energies [8],
and for pPb collisions (filled symbols) at

p
sNN = 5.02 TeV. Both hpTi and yield ratios were

computed assuming a Tsallis-Pareto distribution in the unmeasured range. Error bars indicate
the uncorrelated combined uncertainties, while boxes show the uncorrelated systematic uncer-
tainties. For hpTi the fully correlated normalization uncertainty (not shown) is 1.0%. In both
plots, lines are drawn to guide the eye (gray solid – pp 0.9 TeV, gray dotted – pp 2.76 TeV, black
dash-dotted – pp 7 TeV, colored solid – pPb 5.02 TeV). The ranges of hpTi, K/� and p/� values
measured by ALICE in various centrality PbPb collisions (see text) at

p
sNN = 2.76 TeV [33] are

indicated with horizontal bands.
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by ALICE in PbPb collisions at
p

sNN = 2.76 TeV for centralities from peripheral (80–90% of the
inelastic cross-section) to central (0–5%) [27]. These ALICE PbP data cover a much wider range
of Ntracks than is shown in the plot. Although PbPb data are not available at

p
sNN = 5.02 TeV

for comparison, the evolution of event characteristics from RHIC (
p

sNN = 0.2 TeV, [2, 4, 28])
to LHC energies [27] suggests that yield ratios should remain similar, while hpTi values will
increase by about 5% when going from

p
sNN = 2.76 TeV to 5.02 TeV.
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Figure 10: Inverse slope parameters T� from fits of pion, kaon, and proton spectra (both charges)
with a form proportional to pT exp(�mT/T�). Results for a selection of multiplicity classes,
with different Ntracks as indicated, are plotted for pPb data (left) and for MC event generators
AMPT, EPOS LHC, and HIJING (right). The curves are drawn to guide the eye.

For low track multiplicity (Ntracks . 40), pPb collisions behave very similarly to pp collisions,
while at higher multiplicities (Ntracks � 50) the hpTi is lower for pPb than in pp. The first ob-
servation can be explained since low-multiplicity events are peripheral pPb collisions in which
only a few proton-nucleon collisions are present. Events with more particles are indicative
of collisions in which the projectile proton strikes the thick disk of the lead nucleus. Inter-
estingly, the pPb curves (Fig. 9, left panel) can be reasonably approximated by taking the pp
values and multiplying their Ntracks coordinate by a factor of 1.8, for all particle types. In other
words, a pPb collision with a given Ntracks is similar to a pp collision with 0.55 ⇥ Ntracks for
produced charged particles in the |�| < 2.4 range. Both the highest-multiplicity pp and pPb
interactions yield higher hpTi than seen in central PbPb collisions. While in the PbPb case even
the most central collisions possibly contain a mix of soft (lower-hpTi) and hard (higher-hpTi)
nucleon-nucleon interactions, for pp or pPb collisions the most violent interaction or sequence
of interactions are selected.

The transverse momentum spectra could also be successfully fitted with a functional form pro-
portional to pT exp(�mT/T�), where T� is called the inverse slope parameter, motivated by the
success of Boltzmann-type distributions in nucleus-nucleus collisions [29]. In the case of pi-
ons, the fitted range was restricted to mT > 0.4 GeV/c in order to exclude the region where
resonance decays would significantly contribute to the measured spectra. The inverse slope
parameter as a function of hadron mass is shown in Fig. 10, for a selection of event classes,
both for pPb data and for MC event generators (AMPT, EPOS LHC, and HIJING). While the data

FIG. 15: (color online) (From [21].) (a) Average transverse
momentum of identified charged hadrons (pions, kaons, pro-
tons; left panel) and ratios of particle yields (right panel)
in the range |y| < 1 as a function of the corrected track
multiplicity for |⌘| < 2.4, for pp collisions (open symbols)
at several energies, and for pPb collisions (filled symbols) atp

sNN = 5.02 TeV. (b) The slopes of the m? distribution T 0

(in GeV) as a function of the particle mass. The numbers on
the right of the lines give the track multiplicity.

in AA. Another approach used is a comparison of central
pA with peripheral AA of the same multiplicity, or more
or less same number of participants. Similar matter den-
sity is obtained.

(iii) Now we move to the last (and most controversial)
case, of the pp collisions. Needless to say the density
is very low for min.bias events. “High multiplicity” at
which CMS famously discovered the “ridge” starts from
about Nmax

pp > 100 ⇤ 3 (again, 100 is the number of CMS
tracks).

The big question here is: what is the area? Unlike in

the case of central pA, we don’t utilize standard Glauber
and full cross section (maximal impact parameters): we
address now a fluctuation which has small probability.
In fact, nobody knows the answer to that. Based on the
profile of pp elastic scattering (to be discussed in section
??) I think it should correspond to impact parameter b
in the black disc regime. If so ⇡b2

b.d. ⇠ 1/2 fm2 and

nmax
pp ⇡ Nmax

pp

⇡b2

b.d.

⇠ 600 fm�2 (26)

Other evidences about glue distribution in a proton
comes from HERA di↵ractive production, especially of
J/ : they also suggest a r.m.s. radius of only 0.3 fm,
less than a half of electromagnetic radius.

Let us summarize those (naive) estimates: in terms of
the initial entropy density one expects the following order
of the densities

dNpA
maximal

dA?
⇠ dNAA

peripheral

dA?
⌧ dNAA

central

dA?
⌧ dNpp

maximal

dA?
(27)

and may thus expect that the radial flow follows the same
pattern. The data however show it is not the case.

D. Shape fluctuations in central pA and peripheral
AA

Scaling relation between central pA and peripheral AA
has been proposed and tested by Basar and Teaney [13].
Step one of their paper has been prompted by the fact,
noticed in the CMS paper already: at the same multiplic-
ity, v

3

in both cases are basically the same. Some people
suggested new theories (and even paradigms) based on
this fact: but in fact it is hardly surprising, since equal
multiplicity means equal number of fluctuating partici-
pant nucleons. So, the first thing Basar and Teaney did
was to remove the geometrical contribution to peripheral
AA, and found that the remaining fluctuation-driven part
of v

2

is also perfectly the same, see Fig.21.
Their second proposal is that the pt dependence of (the

fluctuating part) of the vn has an universal shape, and
AA and pA data are only di↵erent by a scale of mean pt

vpA
n (pt) = vpA

n (
pt


) (28)

where the the conformal scaling factor

 =
< pT >pPb

< pT >PbPb
⇡ 1.25 (29)

is due to di↵erence in the radial flow. This relation also
works well.

two possible e↵ects, as the multiplicity grows:
(i) an increases the initial temperature Ti. Since the final
one is fixed by hadronization near the phase transition
Tf ⇡ Tc, the contrast between them gets larger and hydro
flow increases;
(ii) the initial size of the fireball decreases, increasing
the initial temperature Ti even further.

mt scaling, no flow

flow



brief summary of hydro
• hydro describes well spectra and femtoscopy data 

for central pA and pp high multiplicity bin 

• RHIC dAu and He3Au data directly show initial 
state effects, also well explained via hydro 

• for detailed review, including discussion of first and 
second order viscosity effects, see  

Heavy Ion Collisions: Achievements and Challenges  
Edward Shuryak (SUNY, Stony Brook). arXiv:1412.8393 

P.Bozek and W.Broniowski, Phys.Lett.B 739 (2014) 308 

http://inspirehep.net/record/1335723
http://inspirehep.net/author/profile/Shuryak%2C%20Edward?recid=1335723&ln=en
http://inspirehep.net/search?cc=Institutions&p=institution:%22SUNY%2C%20Stony%20Brook%22&ln=en
http://arxiv.org/abs/arXiv:1412.8393


Current views 
 on the “initial state”



Two historic views on hh coll. 
two faces of the Pomeron

1960’s: Veneziano 
dual resonance 
amplitude => 

appearance of strings

Prehistoric: Regge, Pomeranchuk, Gribov 

1970’s QCD 
Gribov,Lipatov => 
gluon ladders => 

BFKL 

Yet we do not have two different Pomerons,  
soft (strongly coupled) and hard (weakly coupled) 

but a certain transition between regimes.  
Where is it? Is it smooth?

d�

dt
⇠ s↵(t)

↵(t) = ↵(0) + ↵0t+ ...

intercept +string scale



similarly, two views on 
AA collisions

Lund model and its 
descendants (Hijing) 

based on strings

CGC-Glasma 
models 

 based on classical glue, 
decaying into gluons

a transition between these regimes is expected  
What is the density or Qs  

above which it is GLASMA ? 
 Is string-to-gluons transition smooth?



• MC-Glauber does not constrain energy density dist. 
                               Where do we put the energy? 
                               What shape does it have? 

• IP-Glasma constrains energy density deposition  
However, it does not describe vn in p+Pb  

• Proton substructure should matter  
(if main effect is of collective origin or not) 

• Combine constituent quark model with JIMWLK 
evolution to get proton structure at small x 

20
20

S C H E N K E ,  S C H L I C H T I N G ,  P H Y S .  L E T T.  B 7 3 9 ,  3 1 3 - 3 1 9  ( 2 0 1 4 )

(a) (b) (c)

Issues in small systems (p+p, p+A) from Schenke’s talk 
at BNL users meeting 

June 2015, 
basically he said  

we dont know 
the shape in which  

the energy is deposited  
and gave possible examples

1.Not the “proton structure” but that of the Pomeron
typical impact param. b=sqrt(sigma/pi)=1.6 fm

is much larger than the “dipole size” d=0.3-0.5 fm

2.Here is my sketch 
for a stringy Pomeron

model to be discussed,
the exchange of two strings



Strongly coupled 
(stringy holographic) Pomeron

Holographic Pomeron and the Schwinger Mechanism 
Gokce Basar, Dmitri E. Kharzeev, Ho-Ung Yee, Ismail Zahed

Phys.Rev. D85 (2012) 105005 
arXiv:1202.0831 

New Regimes of Stringy (Holographic) Pomeron
Edward Shuryak, Ismail Zahed  Phys.Rev. D89 (2014) 9, 094001 

arXiv:1311.0836

http://inspirehep.net/record/1087920
http://inspirehep.net/author/profile/Basar%2C%20Gokce?recid=1087920&ln=en
http://inspirehep.net/author/profile/Kharzeev%2C%20Dmitri%20E.?recid=1087920&ln=en
http://inspirehep.net/author/profile/Yee%2C%20Ho-Ung?recid=1087920&ln=en
http://inspirehep.net/author/profile/Zahed%2C%20Ismail?recid=1087920&ln=en
http://arxiv.org/abs/arXiv:1202.0831
http://inspirehep.net/author/profile/Shuryak%2C%20Edward?recid=1263228&ln=en
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FIG. 1: Dipole-dipole scattering configuration in Euclidean
space. The dipoles have size a and are b apart. The dipoles
are tilted by ±✓/2 (Euclidean rapidity) in the longitudinal
x0xL

plane.

width a that is slopped at an angle ✓ with respect to the
vertical imaginary time direction (see FIG. 1). The two
dimensional integral in (4) is over the impact parameter
b with t = �q

2

?

, and the averaging is over the gauge
configurations using the QCD action.

In (4-5), the dipole sizes are fixed ; as such T is their
scattering amplitude. In [3], this amplitude is folded
with the target/projectile dipole distributions to generate
the pertinent hadron-hadron scattering amplitude. We
note their size a is generic for either longitudinal (aL) or
transverse (aT ) dipole size. In general, the dipole-dipole
scattering amplitude depends on the orientation of the
dipoles. We expect the amplitude to be of the form:

a

2 ! a

2

T + a

2

L/sin
2(✓/2) (6)

After analytic continuation to Minkowski space, the lon-
gitudinal orientation is suppressed by a power of 1/s
which is just the Lorentz contraction factor. Throughout,
a

2 will refer to a

2

T as the longitudinal dipole orientation
is suppressed at large s.

We will assume that the impact parameter b is large
in comparison to the typical time characteristic of the
Coulomb interaction inside the dipole, i.e. b � ⌧

0

⇡
a/g

2. As a result the dipoles are color neutral, and the
amplitude in perturbation theory is dominated by 2 gluon
exchange. Thus [8]

T (✓, b) ⇡ N

2

c � 1

N

2

c

(ga)4

32⇡2

cotan2 ✓

b

4

, (7)

for two identical dipoles of size a with polarizations along
the impact parameter b. The analytic continuation shows
that cotan ✓ ! 1, leading to a finite total cross section.
We note that T ⇠ (a/b)4�/N2

c , and thus subleading at
large Nc.

III. HOLOGRAPHIC COMPUTATION AND
THE SCHWINGER MECHANISM

In this section, di↵ractive dipole-dipole scattering in
holographic QCD will be pursued through closed string
exchanges between the two dipole Wilson loops. Instead
of working in the semi-classical approximation as origi-
nally proposed in [13–16] and dictated by the tenets of
holography, in the present approach we will attempt to
compute a full string partition function with reasonable
approximations. As a consequence some of our results in-
clude subleading ↵

0-corrections such as the intercept, al-
though the main focus of our discussion is on the leading
large � contributions dominated by semi-classical world-
sheets. Our motivation is to identify these contributions
via a more rigorous computation compared to the vari-
ational approaches taken in [14–16], resolving some of
the issues related to the multibranch structures in them.
Also, our computation will give us more physicsal insight
on the nature of these semi-classical worldsheets in terms
of a stringy version of the Schwinger mechanism with an
electric field induced by the probes relative rapidity.
For small dipoles and large impact parameter b, we

assume that most of the string worldsheet stays at the
IR end point, so that we have e↵ectively a flat-space with
an e↵ective string tension neglecting fluctuations along
the holographic direction. This approximation is based
on the generic form of the confining metric

ds

2 =
dz

2

z

2

f(z)
+

dx · dx
z

2

+ · · · , (8)

where dx · dx is the 4 dimensional flat metric and · · ·
stands for an extra compact space depending on a par-
ticular string theory compactification which is not im-
portant for our argument. For confinement, the func-
tion f(z) has a zero at some finite z = z

0

in the holo-
graphic direction. In order to minimize its area, the
string worldsheet connecting the dipoles that are placed
on the boundary z = 0 and separated by a large im-
pact parameter b, rapidly falls down to the IR end-point
z = z

0

. At the horizon where the string lives, the string
area is measured in units set by the e↵ective string ten-
sion �T ⌘ 1

2⇡↵0 =
1

2⇡l2s

1

z2

0

. For example, for Witten’s [18]

confining metric we have �T = 2

27⇡M
2

KK�. In fact, this
flat-space approximation is valid only in the regime of
the soft Pomeron where (�t)  M

2

KK [19], and this will
be assumed throughout our paper.
Also, we will neglect the fermionic degrees of freedom

on the string worldsheet, which is a deviating point from
the analysis in[19]. This is a question of worldsheet one-
loop determinant corrections to the leading semi-classical
string partition function. It is motivated by the results
in [27] for the standard Wilson loop, where it was shown
that for the static Wilson loop (✓ = 0), the worldsheet
one-loop contribution to the quark-antiquarkWilson loop
is dominated by massless bosonic degrees of freedom giv-
ing a Lüscher-type contribution, whereby the bosonic

• If cut horizontally, it 
describes production of 
a pair of open strings

• If cut vertically, it describes
an exchange by a closed 
string

• string fluctuations are included
mode-by-mode

12

simple sum of fundamental strings, and it is typically de-
scribed by D-branes wrapping appropriate cycles. For
example, in Witten’s geometry, the k-antisymmetrized
representation, corresponding to k-string, is described by
D4 brane wrapping the internal S3 ⇢ S

4 cycle, whose
string tension features Casimir scaling [38]

�k = �T k(Nc � k)/(Nc � 1) , (69)

although the precise form of the string tension �k is
model-dependent [39].

On these composite worldsheets made of k
max

funda-
mental strings, it is indeed possible to attach k multi-
winding worldsheets of fundamental strings up to k 
k

max

. It is easy to understand this as in FIG. 4.
For example, if dipole the Wilson loops in the k

max

-
antisymmetrized representation emit/absorb k multi-
wound strings, the interior of the funnel should be a
(k

max

� k)-string worldsheet by string charge conserva-
tion. This gives an inequality k  k

max

. Therefore, in
the sum (65) one might keep the terms up to k  k

max

.
However, there are two subtleties regarding this. The

first one is the additional large Nc suppression as k be-
comes close to k

max

. The way to count the Nc depen-
dence is the following. One can think of a k

max

-string as
a simple sum of a k

max

number of fundamental strings for
the purpose of large Nc counting. Assume that one fun-
damental string gets emitted from them. The emission
from a single string entails gs ⇠ 1

Nc
, and there are k

max

possible ways to attach the emitted string, so this process
has k

max

Nc
factor as a coupling constant. For the two string

emission (corresponding to k = 2), one has k
max

(k
max

�1)

2N2

c

because a single string cannot emit two strings without a
large Nc suppression. For a general k, it is k

max

Ck ·N�k
c .

When k

max

⇠ Nc, there is indeed no additional large
Nc suppression in the summation over k for small k, but
when k ⇠ k

max

it is clear that they are a↵ected by an ad-
ditional large Nc suppression. Another subtlety is that
the k’th contribution in (65) contains the tension of k

number of strings as k�T , which can be seen in the first
term in the exponent of the second line. When k ⇠ Nc

in the case of k
max

⇠ Nc, this tension should be replaced
by the suitable k-string tension, for example (69). As
a result, one can really trust the k-sum in (65) only for
small k ⌧ Nc.

IV. HOLOGRAPHY: ELASTIC AMPLITUDE

The elastic dipole-dipole scattering amplitude follows
from (4) after inserting the pole contributions (65). Per-
forming the integration over transverse b yields

1

�2is
T (s, t) ⇡ ⇡

2

g

2

sa
2

2

k
maxX

k=1

1X

n=0

(�1)k

k

✓
k⇡

ln s

◆D?/2�1

⇥d(n) s�2n/k+D?/12k+↵0t/2k
, (70)

with k

max

depending on the representation. Although
the Gaussian b-integral is dominated by the imaginary
saddle point

b = i↵

0

�

p�t/k , (71)

in the real b-space it is clear that the dominant region is

b ⇠ min

✓p
2�↵0

/k,

1p�t

◆
. (72)

All the n 6= 0 contributions from string vibrations are
suppressed by s

�2n/k relative to n = 0 contributions at
large s. Thus

1

�2is
T (s, t) ⇡ ⇡

2

g

2

sa
2

2

k
maxX

k=1

(�1)k

k

✓
k⇡

ln s

◆D?/2�1

s

↵Pk(t)�1

(73)

where

↵Pk(t) = 1 +
D

?

12k
+

↵

0

2k
t . (74)

Therefore we have multiple Pomeron-like trajectories of
↵Pk(t). One has ↵Pk(t) > ↵P(k+1)

(t) when

(�t) <
D

?

6↵0

=
⇡D

?

�T

3
=

2D
?

81
M

2

KK� , (75)

which is always satisfied for the soft Pomeron regime,
so that the leading Pomeron trajectory for dipole-dipole
scattering follows from a closed string exchange with k =
1.
In [14, 16] a result similar to (74) was derived for quark-

quark scattering using a classical helicoidal surface ex-
change and then corrected by one-loop bosonic quantum
fluctuations. Our construction is physically transparent
as it details the physical nature of the mechanism, and
describes the produced states at the origin of the inelas-
ticity in dipole-dipole scattering. The produced states
are initially heavy extended strings of typical energy
EL ⇠ b�T ⇠ bM

2

KK� that ultimately decay (in 1/Nc)
to lighter closed string glueballs of energy EG ⇠ MKK�

0

[40].
The Pomeron slope for dipole-dipole scattering is ↵0

/2.
The contribution D

?

/12 in the intercept is the Lüscher-
type contribution [41] noted in [16], although it di↵ers by
a factor of 1/8 from our result. Numerically, the leading
Pomeron parameters of (74) are

(↵P1

,↵

0

P1

) = (1.58, 0.45 GeV�2) , (76)

for D

?

= 7 and ↵

0 = 0.9 GeV�2 from fit to heavy-
quarkonium data. They may be compared with the
values (↵P,↵

0

P) = (1.08, 0.25 GeV�2) extracted exper-
imentally for the “soft” Pomeron. However, our treat-
ment assumes that the dipole size is small, so the ap-
propriate intercept to compare with is the one extracted
from di↵ractive scattering at larger values of Q2 where

k=1 in SU(3), n is excitation

flying dipole 
with a string

a hole 
is produced
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FIG. 3: String exchange between two sources
(crosses) separated by the impact parameter b: the
cold string case � < �H (a); the near-critical string
case � ! �H (b).

lision energies (not reached at colliders) it may
approach the Hagedorn temperature T ! TH .
At current energies (LHC) it can also happen,
as fluctuations. We will argue that in this new
regime the string will develop large excitations
in the form of a “string ball” depicted in Fig.3b.

The SZ model [? ? ] is based on bosonic
string exchanges between the colliding high en-
ergy objects. It is essential that the QCD string
with a nonzero tension related to QCD confine-
ment is used, and not the conformal superstring
which has a massless spin-2 graviton excita-
tion. There is no supersymmetry and gravi-
tons transmutes to a massive spin-2 glueball
with an exponentially small contribution in the
Pomeron di↵usive limit [? ? ]. However there is
still a large Nc parameter, related with a small
string coupling gs and a large ’t Hooft coupling
� = gsNc so that 1/� e↵ects of the curved ge-
ometry will be considered as subleading.

At very high energies the rapidity interval pa-
rameter can be used as a large parameter

� = ln(s/s
0

)� 1 (12)

It will play the role of the e↵ective time in what
follows. Transverse momentum transfer is held
fixed t = �q2 and soft. The main phenomenon
to be studied is the string di↵usion. Two lon-
gitudinal directions – time and the beam di-
rection, also often used as light cone variables
x± – are complemented by two transverse co-
ordinates plus a “scale coordinate” z. Its ini-
tial value corresponds to a physical size of the
colliding dipoles and di↵usion means the pro-
duction of small size closed strings. The z-
coordinate is not flat. We will model its metric
by an AdS

5

with a wall. The number of trans-
verse coordinates, which will play an important

FIG. 4: Dipole-dipole scattering with separation b:
Pomeron exchange (a); Reggeon exchange (b).

role in the following, is thus

D? = 3 (13)

We will now review the Pomeron results and
its associated entropy in this setting. The am-
plitude of the elastic dipole-dipole scattering in
Fig. 4a reads [? ? ? ]

1
�2is

T (s, t; k) ⇡ g2

s

Z
d2

b eiq·b
KT (�,b; k)(14)

where KT is the Pomeron propagator for dipole
sources of color Nc-ality k describing the string
flux. k runs over all integers till Nc/2 for even
Nc and Nc/2 + 1/2 for odd ones. In the real
world with the SU(3) color group, k = 1 is
the usual string between fundamental charges
(quarks) and the largest tension k = 2 is the one
between two baryon junctions. The first argu-
ment of the propagator is � = 2⇡b/�, where
b is the impact parameter. gs ⇡ 1/Nc is the
string coupling.

The explicit form of KT for the standard long
strings regime

b > � > �H (15)

follows from the Polyakov string action,

KT (�,b; 1) =
✓

�

4⇡2

b

◆D?/2

(16)

⇥
1X

n=0

d(n) e���b (1��2
H/2�2

+8⇡n/��2)

8

� is our large parameter (14). The last inte-
ger argument k describes the color string flux,
known also as Nc-ality and related to Young
tableaux of the color representations. In partic-
ular, for the antisymmetric ones k runs over all
integers till Nc/2 for even Nc, and Nc/2 � 1/2
for odd ones. While we will show k in some
formulae below, we will only use the usual
string between fundamental charges (quarks)
and k = 1, for the real world of SU(3) color.
Only when we will need the large-Nc counting
we will recall more general groups. Note that
the first factor in the amplitude or the string
coupling is gs ⇡ 1/Nc in the standard large-Nc

counting.
The previous literature focuses on what we

call the “cold” regime of the string

b � � � �̃H (17)

where the former inequality follows from large
collision energy (14) and the latter implies that
the string is nearly straight, with small e↵ective
excitations (small e↵ective T ). The meaning of
the tilde on the Hagedorn temperature (or the
corresponding Matsubara time � = 1/T ) will
be explained below in (36). The explicit form
of KT was calculated in [4] using the Polyakov
string action. For reasons to become clear as
we proceed to the main part of this paper, we
rewrite it in somewhat di↵erent notations

KT (�,b; 1) =

✓
�

4⇡

2

b

◆D?/2

⇥e

���b (1�(

˜�H/�)

2/2) (18)

⇥
1X

n=0

d(n) e

���b (1��2
H/2�2

+8⇡n/��2)

The first combination of parameters in the
exponents 2(��/2b) is the classical action.
Here we emphasize the length �/2 or the semi-

circle, which first appeared in the semi-classical
approach to pair production in an electric field
process back in 1931’s [32]. Note that we calcu-
late the elastic amplitutude, in which a pair of
virtually produced open strings makes a com-
plete circle. This amplitude is the same as the
cross section, or the modulus square of the in-
elastic amplitudes, with each corresponding to
a tube cut in half, or two semicircles .

The first correction in the second line is due
to the “thermal” excited states of the string:
it corresponds to the so called Luscher term in
the string-induced potential. We wrote it using
the (tilde) Hagedorn temperature of the double
string (11) . While physically in inelastic am-
plitude one produces an ordinary fundamental
string, the conjugated amplitude has another
anti-string, making it into a double string. (
The e↵ective temperature is defined di↵erently,
as the Unruh temperature related to a fixed ac-
celeration/tension of the string: in this case it
depends on k as �U = �/k = 2⇡b

�k )
The last term in the exponent, contains a

summation over the integer n. It is due to
“tachyon string modes. The asymptotic den-
sity of states calculated long ago in [33] is

d(n � 1) ⇡ e

2⇡
p

D? n/6

/n

D?/4 (19)

with d(0) = 1 and d(1) = D?.
As we mentioned, the expression (18) has

been derived in [4] from the semiclassical ap-
proach to a Polyakov string, but ( to leading
order in 1/�) it can alternatively be derived
from a di↵usion equation

�
@� + Dk

�
M

2

0

� r2

b

��
KT = 0 (20)

where the rapidity � interval is the time and
the di↵usion happens in the (curved) transverse
space with the di↵usion constant Dk = ↵

0
/2k =

l

2

s/k. This di↵usion (20) is nothing else but the
Gribov di↵usion of the Pomeron, leading on av-
erage to an impact parameter

⌦
b

2

↵
= Dk� for

close Pomeron strings. If the “mother dipoles”
are small in size, the di↵usion is close to the UV
end of the holographic coordinates and pertur-
bative results are expected. For large times or
dipole sizes, b is large and the string di↵uses
to the confining holographic region near the IR
end of space, with a “confining wall”.

The tachyon mass is related to the string
modes as

M

2

0

=
4D?
↵

0

 1X

n=1

n

e

2�n/k � 1
� 1

24

!
(21)

with D? = 3 in AdS
5

with a wall. The extra
z coordinate is di↵erent from others. A finite
size dipole sitting at a height z a finite distance
from the confining wall, experiences corrections
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FIG. 3: (Color on-line) Schematic temperature de-
pendence of the entropy density. The dashed line
represents equilibrium gluodynamics with a first or-
der transition at T = Tc. The solid line between
points A and B represents the expected behavior of
a single string approaching its Hagedorn tempera-
ture TH .

nomenon not discussed previously. Another
new element of our discussion (which is based
on some recent ideas and technical progress
in string theory) is the strong similarities we
demonstrate between this “string ball” and the
black hole, in terms of an e↵ective temperature-
entropy relations and even an e↵ective viscosity
we will evaluate.

II. HOLOGRAPHIC POMERON

A. The SZ model

The SZ model [2, 3] is based on the QCD
string with a nonzero tension related to QCD
confinement, not the conformal superstring
with its famed massless excitations including
the spin-2 graviton. There is no supersymmetry
and gravitons transmutes into a massive spin-2
glueball with an exponentially small contribu-
tion in the Pomeron di↵usive limit [4, 8].

The holographic approach used in the SZ
model is inherently bottom-up with the holo-
graphic direction playing the role of the renor-
malization group as noted in the introduction.

However there is still a large Nc parameter for
book-keeping, with a small string coupling gs

and a large ’t Hooft coupling � = gsNc so
that 1/� e↵ects of the curved geometry will be
considered as subleading. The setting includes
AdS

5

-like space with a confining wall where the
important number of transverse directions is
physically identified with

D? = 3 (13)

containing the transverse plane and the holo-
graphic direction. We refer to it as the SZ
model: noting however that its technical core
– the calculation of the Euclidean amplitude of
the twisted tube exchange – was done in [4].

At very high energies the standard large pa-
rameter

� = ln(s/s

0

) � 1 (14)

will play the role of an e↵ective time. The
transverse momentum transfer is held fixed t =
�q

2 ⇠ 1 GeV ⌧ s. The main phenomenon
to be studied is the string di↵usion. The two
longitudinal directions – time and the beam di-
rection, are often substituted by the light cone
variables x± – are complemented by two trans-
verse coordinates plus one more holographic or
“scale coordinate” z. The initial value of z cor-
responds to the physical size of the colliding
dipoles. The di↵usion describes the appear-
ance of smaller or larger size dipoles. The z-
coordinate is not flat: one models its metric by
an AdS

5

with a wall.
We will now review the Pomeron results

in this setting. The amplitude of the elastic
dipole-dipole scattering reads [2–4]

1

�2is

T (s, t; k) ⇡ g

2

s

Z
d

2

b e

iq·b
KT (�,b; k)(15)

where KT is the Pomeron propagator. One
of its arguments, b, is the impact parameter,
which is the length of a “twisted tube”, pro-
viding a semiclassical solution to the problem.
The other � is the circumference (not radius) of
the tube. Its analogy with the Matsubara time
leads to introduction of an e↵ective temperature

T . Its value depends on the rapidity interval �

and is proportional to the impact parameter

� =
1

T

=
2⇡b

�

(16)

� = log(s)
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represents equilibrium gluodynamics with a first or-
der transition at T = Tc. The solid line between
points A and B represents the expected behavior of
a single string approaching its Hagedorn tempera-
ture TH .

nomenon not discussed previously. Another
new element of our discussion (which is based
on some recent ideas and technical progress
in string theory) is the strong similarities we
demonstrate between this “string ball” and the
black hole, in terms of an e↵ective temperature-
entropy relations and even an e↵ective viscosity
we will evaluate.

II. HOLOGRAPHIC POMERON

A. The SZ model

The SZ model [2, 3] is based on the QCD
string with a nonzero tension related to QCD
confinement, not the conformal superstring
with its famed massless excitations including
the spin-2 graviton. There is no supersymmetry
and gravitons transmutes into a massive spin-2
glueball with an exponentially small contribu-
tion in the Pomeron di↵usive limit [4, 8].

The holographic approach used in the SZ
model is inherently bottom-up with the holo-
graphic direction playing the role of the renor-
malization group as noted in the introduction.

However there is still a large Nc parameter for
book-keeping, with a small string coupling gs

and a large ’t Hooft coupling � = gsNc so
that 1/� e↵ects of the curved geometry will be
considered as subleading. The setting includes
AdS

5

-like space with a confining wall where the
important number of transverse directions is
physically identified with

D? = 3 (13)

containing the transverse plane and the holo-
graphic direction. We refer to it as the SZ
model: noting however that its technical core
– the calculation of the Euclidean amplitude of
the twisted tube exchange – was done in [4].

At very high energies the standard large pa-
rameter

� = ln(s/s

0

) � 1 (14)

will play the role of an e↵ective time. The
transverse momentum transfer is held fixed t =
�q

2 ⇠ 1 GeV ⌧ s. The main phenomenon
to be studied is the string di↵usion. The two
longitudinal directions – time and the beam di-
rection, are often substituted by the light cone
variables x± – are complemented by two trans-
verse coordinates plus one more holographic or
“scale coordinate” z. The initial value of z cor-
responds to the physical size of the colliding
dipoles. The di↵usion describes the appear-
ance of smaller or larger size dipoles. The z-
coordinate is not flat: one models its metric by
an AdS

5

with a wall.
We will now review the Pomeron results

in this setting. The amplitude of the elastic
dipole-dipole scattering reads [2–4]

1

�2is

T (s, t; k) ⇡ g

2

s

Z
d

2

b e

iq·b
KT (�,b; k)(15)

where KT is the Pomeron propagator. One
of its arguments, b, is the impact parameter,
which is the length of a “twisted tube”, pro-
viding a semiclassical solution to the problem.
The other � is the circumference (not radius) of
the tube. Its analogy with the Matsubara time
leads to introduction of an e↵ective temperature

T . Its value depends on the rapidity interval �

and is proportional to the impact parameter

� =
1

T

=
2⇡b

�

(16)

8

� is our large parameter (14). The last inte-
ger argument k describes the color string flux,
known also as Nc-ality and related to Young
tableaux of the color representations. In partic-
ular, for the antisymmetric ones k runs over all
integers till Nc/2 for even Nc, and Nc/2 � 1/2
for odd ones. While we will show k in some
formulae below, we will only use the usual
string between fundamental charges (quarks)
and k = 1, for the real world of SU(3) color.
Only when we will need the large-Nc counting
we will recall more general groups. Note that
the first factor in the amplitude or the string
coupling is gs ⇡ 1/Nc in the standard large-Nc

counting.
The previous literature focuses on what we

call the “cold” regime of the string

b � � � �̃H (17)

where the former inequality follows from large
collision energy (14) and the latter implies that
the string is nearly straight, with small e↵ective
excitations (small e↵ective T ). The meaning of
the tilde on the Hagedorn temperature (or the
corresponding Matsubara time � = 1/T ) will
be explained below in (36). The explicit form
of KT was calculated in [4] using the Polyakov
string action. For reasons to become clear as
we proceed to the main part of this paper, we
rewrite it in somewhat di↵erent notations

KT (�,b; 1) =

✓
�

4⇡

2

b

◆D?/2

⇥e

���b (1�(

˜�H/�)

2/2) (18)

⇥
1X

n=0

d(n) e

���b (1��2
H/2�2

+8⇡n/��2)

The first combination of parameters in the
exponents 2(��/2b) is the classical action.
Here we emphasize the length �/2 or the semi-

circle, which first appeared in the semi-classical
approach to pair production in an electric field
process back in 1931’s [32]. Note that we calcu-
late the elastic amplitutude, in which a pair of
virtually produced open strings makes a com-
plete circle. This amplitude is the same as the
cross section, or the modulus square of the in-
elastic amplitudes, with each corresponding to
a tube cut in half, or two semicircles .

The first correction in the second line is due
to the “thermal” excited states of the string:
it corresponds to the so called Luscher term in
the string-induced potential. We wrote it using
the (tilde) Hagedorn temperature of the double
string (11) . While physically in inelastic am-
plitude one produces an ordinary fundamental
string, the conjugated amplitude has another
anti-string, making it into a double string. (
The e↵ective temperature is defined di↵erently,
as the Unruh temperature related to a fixed ac-
celeration/tension of the string: in this case it
depends on k as �U = �/k = 2⇡b

�k )
The last term in the exponent, contains a

summation over the integer n. It is due to
“tachyon string modes. The asymptotic den-
sity of states calculated long ago in [33] is

d(n � 1) ⇡ e

2⇡
p

D? n/6

/n

D?/4 (19)

with d(0) = 1 and d(1) = D?.
As we mentioned, the expression (18) has

been derived in [4] from the semiclassical ap-
proach to a Polyakov string, but ( to leading
order in 1/�) it can alternatively be derived
from a di↵usion equation

�
@� + Dk

�
M

2

0

� r2

b

��
KT = 0 (20)

where the rapidity � interval is the time and
the di↵usion happens in the (curved) transverse
space with the di↵usion constant Dk = ↵

0
/2k =

l

2

s/k. This di↵usion (20) is nothing else but the
Gribov di↵usion of the Pomeron, leading on av-
erage to an impact parameter

⌦
b

2

↵
= Dk� for

close Pomeron strings. If the “mother dipoles”
are small in size, the di↵usion is close to the UV
end of the holographic coordinates and pertur-
bative results are expected. For large times or
dipole sizes, b is large and the string di↵uses
to the confining holographic region near the IR
end of space, with a “confining wall”.

The tachyon mass is related to the string
modes as

M

2

0

=
4D?
↵

0

 1X

n=1

n

e

2�n/k � 1
� 1

24

!
(21)

with D? = 3 in AdS
5

with a wall. The extra
z coordinate is di↵erent from others. A finite
size dipole sitting at a height z a finite distance
from the confining wall, experiences corrections

Linear Regge trajectories, 
daughters shifted by 2 down

classical action b^2 
vibrations b-independent
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counting.
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the tilde on the Hagedorn temperature (or the
corresponding Matsubara time � = 1/T ) will
be explained below in (36). The explicit form
of KT was calculated in [4] using the Polyakov
string action. For reasons to become clear as
we proceed to the main part of this paper, we
rewrite it in somewhat di↵erent notations

KT (�,b; 1) =

✓
�

4⇡

2

b

◆D?/2

⇥e

���b (1�(

˜�H/�)

2/2) (18)

⇥
1X

n=0

d(n) e

���b (1��2
H/2�2

+8⇡n/��2)

The first combination of parameters in the
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circle, which first appeared in the semi-classical
approach to pair production in an electric field
process back in 1931’s [32]. Note that we calcu-
late the elastic amplitutude, in which a pair of
virtually produced open strings makes a com-
plete circle. This amplitude is the same as the
cross section, or the modulus square of the in-
elastic amplitudes, with each corresponding to
a tube cut in half, or two semicircles .

The first correction in the second line is due
to the “thermal” excited states of the string:
it corresponds to the so called Luscher term in
the string-induced potential. We wrote it using
the (tilde) Hagedorn temperature of the double
string (11) . While physically in inelastic am-
plitude one produces an ordinary fundamental
string, the conjugated amplitude has another
anti-string, making it into a double string. (
The e↵ective temperature is defined di↵erently,
as the Unruh temperature related to a fixed ac-
celeration/tension of the string: in this case it
depends on k as �U = �/k = 2⇡b

�k )
The last term in the exponent, contains a

summation over the integer n. It is due to
“tachyon string modes. The asymptotic den-
sity of states calculated long ago in [33] is
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with d(0) = 1 and d(1) = D?.
As we mentioned, the expression (18) has

been derived in [4] from the semiclassical ap-
proach to a Polyakov string, but ( to leading
order in 1/�) it can alternatively be derived
from a di↵usion equation

�
@� + Dk

�
M

2

0

� r2

b

��
KT = 0 (20)

where the rapidity � interval is the time and
the di↵usion happens in the (curved) transverse
space with the di↵usion constant Dk = ↵

0
/2k =
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s/k. This di↵usion (20) is nothing else but the
Gribov di↵usion of the Pomeron, leading on av-
erage to an impact parameter
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= Dk� for

close Pomeron strings. If the “mother dipoles”
are small in size, the di↵usion is close to the UV
end of the holographic coordinates and pertur-
bative results are expected. For large times or
dipole sizes, b is large and the string di↵uses
to the confining holographic region near the IR
end of space, with a “confining wall”.

The tachyon mass is related to the string
modes as
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with D? = 3 in AdS
5

with a wall. The extra
z coordinate is di↵erent from others. A finite
size dipole sitting at a height z a finite distance
from the confining wall, experiences corrections

⇥
X

n=0..1
d(n)exp(�2�n)

connection to the Gribov diffusion, 
strings instead of gluons however



The Hagedorn phenomenon 
(Polyakov,Susskind,1970’s)

Z ⇠
Z

dEexp(�E/T )exp(E/TH)

stringy density of state grows exponentially 
(Veneziano et al) 

thus when T approaches the Hagedorn temperature 
TH exponents cancel and strings gets highly excited

It was studied in detail on the lattice for pure gauge theories
(Teper et al )

and TH/Tc is about 1.04

effectively string tension drops and alpha’ changes



Can transition between regimes
 be seen in the elastic amplitude?

Tube geometry allows to use Matsubara time and T

exp(�b

2)

b2

Cold strings 
the usual tension

near-critical string 
with reduced tension

thermal scalar condenses:  
deconfined phase

b2
c ⇠ (�ls)2

After integration over b and dipole sizes,  
can one still be able to see such shape in A(t) ?

(1� exp(�WW ))

Glauber-type 
resummation 
for unitarity
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FIG. 12: (Color on-line) The profile function F (b)
versus the impact parameter b is shown in the up-
per plot for LHC

p
s = 7TeV energy. The solid

line is the same curve as in Fig.4 corresponding to
the BSW data parametrization. The dashed line is
the shape corresponding to the approximation (59)
for fixed sizes of the dipoles u1 = u2, while the cir-
cles correspond to the profile with the fluctuating
dipoles. The lower plot shows the corresponding
absolute value squared of its Bessel transform as a
function of momentum transfer.

B. The final state of inelastic collisions

Stricktly speaking, this subject goes beyond
the content of the present paper, as we have
only analyzed the Euclidean part of the system
path. Still we would like to make some general
comments.

The perturbative approach to the Pomeron,
based on re-summing gluon ladders, was stud-

ied both at the level of the elastic and inelastic
amplitudes. Feynman diagrams can be “cut”
by the well known unitarity rules, predicting
single-gluon and two-gluon distributions in the
inelastic collisions. However, at small |t| we
cannot justify perturbative methods. While the
use of strong coupling � and large Nc yield
“fishnet diagrams” resembling a string world-
sheet, the correspondence was never made suf-
ficiently precise.

Our approach uses from the start a string
description (strong-coupling). The elastic am-
plitude, in particular, was calculated using
an under-the-barrier “tube”, virtual string ex-
change, resulting in the “holographic Pomeron”
described above. In principle, we could have
followed the system, from its Euclidean birth
to its Minkowski evolution, and calculated the
string configurations, all the way to their final
breaking and hadronization. We plan do to so
elsewhere.

Nevertheless, we would like to speculate on
this issue, arguing that some properties of the
virtual string should find their way to observ-
able final states. As it is well known from exper-
iment, final hadrons – mostly pions – come from
certain clusters, hadronic resonances. Those
are well described by the Lund-type model, in-
cluding string breaking into certain segments,
before final decays into pions. Our conjecture
is that in the high multiplicity events associated
with “string balls” as we detailed above, these
clusters are perhaps larger.

In standard Regge phenomenology one uses
the so called Kancheli-Muller diagrams [58],
see Fig. 13, to calculate the single and many-
hadron spectra. We focus now on the two-
particle correlations. From the t-channel point
of view, (nearly) unclustered two-particle spec-
trum corresponds to the Pomeron exchange,
and further clustering corresponds to “daugh-
ters” of the Pomeron with n > 0 excitations.
The lines in Fig. 13 are the corresponding prop-
agators, which we do know. They naturally
satisfy the usual relations, in which a propa-
gator can be written as a convolution of two
propagators, integrated over the intermediate
points. So we attempt now to use those, in
the spirit of Kancheli-Mueller rules, in an at-
tempt to describe clustering. Including the
leading Pomeron and its first daughters to the
2-particle correlations, one expects the follow-

5

The derivation of the elastic and inelastic am-
plitudes generated by surface exchanges were
addressed using bosonic variational surfaces [8–
10], see also a black-disk model [15].

(It has been realized that in pure AdS with
N=4 supersymmetry and conformal symmetry
the dominant scattering mechanism should be
associated with a spin-2 graviton exchange [14].
This is not the case in the setting we have. In
particular, the main contribution is to the real
part of the scattering amplitude, not related
with inelastic events we discuss.)

To put things in perspective it is worth re-
viewing the phenomenology of the elastic pp

cross section d�/dt. Its behavior is studied ex-
perimentally all the way to LHC energies, see
especially the results of the TOTEM collabo-
ration at

p
s = 7 TeV in [11]. In short there

is a very accurate exponential e

↵0t behavior at
small |t|, for several decades, followed by a dip
at |t| = 0.53 GeV and then a power-like tail
|t|p with p ⇡ 7.8. A single dip means that the
imaginary part of the amplitude changes sign
once.

It is standard to use the impact parame-
ter representation of the scattering amplitude,
connected with the momentum transfer via a
Bessel transform

T (s, q) = s

Z 1

0
dbbJ0(bq)F (s,b) (2)

where t = �q

2 and F (s,b) is the so called scat-
tering profile. Since each set of data is taken
only at some interval of t, their direct Bessel-
transform to coordinate space always include
extrapolations. Instead of doing it numerically
with data, one can do it instead analytically,
with available parameterizations. Being a func-
tion of two variables – s, t – it can be parame-
terized in multiple ways, and there is no short-
age of models which can fit it. An example
is the Bourrely-So↵er-Wu (BSW) model [17],
see their expressions (13-15). These profiles are
plotted in Fig. 4 for pp collisions, at LHC and
ISR energies.

While the lower ISR energies have near-
Gaussian shape, the LHC ones display three re-
gions: (i) a nearly horizontal plateau, (ii) a rel-
atively rapid turn downward, and (iii) an expo-
nential tail [61]. In order to see the boundaries
of such three region more clearly, we also plot-
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FIG. 4: (Color online) The upper figure shows
the imaginary (upper) and real (down) parts of
the profile function F (s, b) versus b(GeV�1) forp

s = 7 TeV (solid) and
p

s = 63 GeV (dashed).
The lower plot shows the second derivative over b

for
p

s = 7 TeV . Two maxima correspond to the
same points A, B as in the sketch in Fig. 1.

ted in the lower plot of Fig. 4 the second deriva-
tive of the profile function F (s,b), at LHC en-
ergy. One can clearly see a positive and nega-
tive peak, indicating the “turning points” of the
profile. We will argue below that these three
regimes – as a function of b– correspond to the
three dynamical regimes of a stringy Pomeron
discussed in this work.

C. Glueball Regge trajectories

Nowhere in this paper the presence of quarks
– as fundamental color charges – in QCD would

sharpness
of the transition is  
seen after the dip

cold string

near-Tc 
stringdeconfined phase 

pQCD



Now back to theory/phenomenology 
of AA, pA and pp collisions:

if the string-GLASMA transition depends
on density, what are their ranges and systematics?
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Above we simplistically assumed a Glauber picture in
which each wounded nucleon (or a participant) interact
with the projectile proton by the usual single Pomeron.
This means one color echange with each participant, who
therefore is connected to the projectile by (at least) two
strings.

If this picture be correct and the strings were simply
independently fragmenting, the rapidity distributions of
secondaries would be flat (rapidity indepnendent) for all
centrality classes. This is not the case in reality, as is
seen in ATLAS data shown in Fig.26. As one can see,
the peripheral bins have flat rapidity distribution: this
corresponds to few strings extanding from one fragmen-
tation region to the other one without a change. Yet
central bins have rather asymmetric distributions, with
larger multiplcity at the Pb side.

In the Pomeron language it is explained by the so called
“fan diagrams” in which one Pomeron can split into two.
The “triple Pomeron vertex” is however small and we
dont have developed “Pomeron cascades”. The multipl-
city di↵erence between the r.h.s. an the l.h.s. of the plot
is not too dramatic, certainly not factor Np ⇠ 20 as the
old wounded nucleon model woould suggest. For exam-
ple, for the most commonly used centrality bin 1-5% the
rapidity density dnch/d⌘ changes from about 35 to 55,
across the rapidity interval shown in this figure. If on
the Pb end there are say Ns > 2Np ⇡ 40 strings, then on
the p end there are not one or few, but still 20 strings or
so. Since the area on the l.h.s. is reduced by an order of
magnitude or so, and the number only by factor 2, it is
by far more dense system than the r.h.s.!

If one thinks of that, one may conclude that flows and
development of collectivity should strongly depend on
rapidity. Yet, at least in some crude sense, this is not
the case: for example, the famous v

2

“ridge” is rather
flat in rapidity. So, perhaps the conditions on the l.h.s
and the r.h.s. are not so drastically di↵erent!

In the partonic language the l.h.s. of the plot corre-
sponds to very small x domain of the Pb wave function:
it thus has very high number of partons, due to DGLAP
running. This consideration explains the shape of the
rapidity distribution we now discuss, for di↵erent cen-
tralities.

Let me now summarize the situation in a sketch Fig.27.
The proton side (l.h.s. in the rapidity plot) is dense
glasma with many partons: shown in Fig.(a). The
Pb side (r.h.s.) is a dilute state of many (> 2Np)
strings speading outward in the transverse plane, shown
in Fig.(b).

D. Multi-string state: spaghetti

Another version of the initial state theory, which is
older and used in event generators like PYTHIA, is for
lower matter excitation, remaining in the confined phase.
Multiple color charges, moving relativistically from each
other after collision, are in such case connected by multi-

ple QCD strings. As those are rapidly stretched longitu-
dinally, strings become nearly parallel to each other, and
we will call this state “spaghetti” for short.

Transition from such a spaghetti state to GLASMA
can be relatively smooth, since in both pictures the color
fields have similar longitudinal structure. Florkowski at
a talk at QM14 [31] discussed dynamics of spaghetti-like
GLASMA state. Interesting oscillations of such system
is predicted, see Fig.28.

Transition between two picture is naturally expected
when the diluteness of the QCD strings become of the
order 1, so they can be separated

Nstring

Area
⇠ 1

⇡r2

string

⇠ 10 fm�2 (43)

where in the numerical value we use the field radius in the
string rs ⇡ 0.17 fm ⇠ 1/GeV . (Note, that this argument
confirms, that the smallest value of Qs which makes sense
for GLASMA must be about 1 GeV , as we already argued
above.)

The interaction between the QCD strings in a
spaghetti state has been studied in recent paper by
Kalaydzhyan and myself [49]. First of all, we observed
that the string interaction is, as expected, mediated by
the lightest scalar �. Indeed, the theoretical expression

hq̄q(r?)W i
hW ihq̄qi = 1� CK

0

(m� r̃?) , (44)

(where K
0

is the modified Bessel function and the “reg-
ularized” transverse distance r̃? is

r̃? =
q

r2

? + s2

string , (45)

which smoothens the 2D Coulomb singularity ⇠ ln(r?)
at small r?) described lattice data well, see Fig. 29. The
sigma mass here was taken to be m� = 600 MeV as an
input, and not fitted/modified). According to our fit,
the “intrinsic” width is sstring ' 0.176 fm, confirmed by
other lattice results.

FIG. 28: Oscillation of the energy density in simulations start-
ing from “glasma”-like initial conditions. k = 5 is the number
of fluxes through the flux tubes, from [31] .

as for the Pomeron,
it is hard to argue from pQCD side, 

while strings have sizes
and that helps to tell 

when the string picture 
is no longer adequate
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people ask if it is indeed possible to imagine that a small
system, of about 1 fm size, can be considered macro-
scopic. (Well, just 15 years ago most objected to any
usage of macroscopic theories to system of 6 fm size.)

If one takes smaller and smaller cells of a fluid – such
as water or air – eventually one would be limited by the
atomic scale, beyond which water or air as such do not
exist. QGP is not like that: it is made of essentially
massless quarks and gluons which have no scale of their
own. The relevant scale is given by only one parameter
T – thus QGP is approximately scale invariant. (The
second scale ⇤QCD only enters via logarithmic running
of the coupling, which is relatively slow and can in some
approximation be ignored.)

As lattice simulation show, above the phase transition
T > Tc QGP thermodynamics soon becomes scale invari-
ant ✏/T 4, p/T 4 = const(T ). The comparison of LHC to
RHIC data further suggests that it is so for viscosity as
well ⌘/s = const(T ). If so, QGP does not have a scale of
its own, and thus would show exactly the same behavior

under conditions related by the scale transformation

RA/RC = ⇠, TA/TC = ⇠�1 (23)

Consider the thought experiment 1, in which we com-
pare two systems on the same adiabate A and C. For
conformally invariant sQGP the points A, C are related
by this scale transformation lead to the same behavior
since the scale transformation is a symmetry. A small
(but hotter) plasma ball C will behave exactly in the
same way as the large (but cooler) A, provided all dimen-
sionless quantities like TR or total entropy/multiplicity
are held constant.

Let us now proceed to the thought experiment 2, which
is the same as above but in QCD, with a running cou-
pling. In the sQGP regime it leads to (very small, as
lattice tells us ) running of s/T 3, some (unknown) run-
ning of ⌘/T 3, etc. The most dramatic e↵ect is however
not the running coupling per se, but the lack of supersym-
metry, which allows for the chiral/deconfinement phase
transition, out of the sQGP phase at T = Tc to hadronic
phase. The end of the sQGP explosion D thus has an
absolute scale, not subject to scale transformation!

So let us consider two systems A,C of the same to-
tal entropy/multiplicity, initiated in sQGP with condi-
tions related by scale transformation and left them ex-
plode. The sQGP evolution would be related by nearly
the same set of intermediate states (modulo running cou-
pling) till T ⇡ Tc, after which they go into the “mixed”
and hadronic stages, which are not even close to be scale
invariant! Thus the result of the explosions are not the
same. In fact the smaller/hotter system will have an ad-
vantage over the larger/cooler one, since it has larger
ratio between the initial and final scales Ti/Tf .

(In the language of holographic models the scale is in-
terpreted as the 5-th coordinate x5, and evolution is de-
picted as gravitational falling of particles,strings, fireballs
etc toward the AdS center. The ratio of the scales is the
distance travelled in the 5-th coordinate: thus in this

language two systems fall similarly in the same gravity,
but smaller system starts “higher” and thus got larger
velocity at the same “ground level” given by Tc.)

The hydro expansion does not need to stop at the phase
boundary D. In fact large systems, as obtained in central
AA collisions are known to freezeout at Tf < Tc, down
to 100 MeV range (and indicated in the sketch by the
point E. However small systems, obtained in peripheral
AA or central pA seem to freezeout at D, as we will show
at the end of the paper.

Short summary of these thought experiments: not only
one expects hydro in the smaller/hotter system to be
there, it should be very similar to that in larger/cooler
system, due to approximate scale invariance of sQGP.

C. Preliminary comparison of the peripheral AA,
central pA and high multiplicity pp

Now is the time to go from thought experiment with
some ideal systems and turn to the real ones. We will do
it in two steps, first starting in this section with “naive”
estimates for three cases at hand, based on standard as-
sumptions about the collision dynamics, and then return-
ing to more realistic studies of the last two cases in the
next subsections.

We aim at initial transverse radii and density, thus we
use the initial size of the nuclei rather than that of the
fireball at freezeout, after hydro expansion. The multi-
plicity is the final one, but due to (approximate) entropy
conservation during the hydro stage we think of it as a
proxy for the entropy at early time as well. (Entropy
generated by viscosity is relatively small and can be cal-
culated if needed.)

(i) Our most studied case, the central AuAu or PbPb,
is the obvious benchmark. With the total multiplicity
about NAA ⇡ 104 and transverse area of nuclei ⇡R2

A ⇡
100 fm2 one gets the density

nAA =
N

⇡R2

A

⇠ 100 fm�2 (24)

which can be transformed into entropy if needed, in a
standard way.

(ii) Central pA (up to few percent of the total cross
section) has CMS track multiplicity of about 100. Ac-
counting for unobserved range of pt, y and neutrals in-
creases it by about factor 3, so N central

pA ⇠ 300. The area
now corresponds to the typical impact parameter b in pp
collisions, or ⇡ < b2 >= �pp ⇡ 10 fm2. The density is
then

ncentral
pA =

N central
pA

�pp
⇠ 30 fm�2 (25)

or 1/3 of that in central AA. Using the power of LHC
luminosity CMS can reach – as a fluctuation with the
probability 10�6 — another increase of the multiplicity,
by about factor 2.5 or so, reaching the density Nmax

pA /�pp17
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Figure 9: Average transverse momentum of identified charged hadrons (pions, kaons, protons;
left panel) and ratios of particle yields (right panel) in the range |y| < 1 as a function of the cor-
rected track multiplicity for |�| < 2.4, for pp collisions (open symbols) at several energies [8],
and for pPb collisions (filled symbols) at

p
sNN = 5.02 TeV. Both hpTi and yield ratios were

computed assuming a Tsallis-Pareto distribution in the unmeasured range. Error bars indicate
the uncorrelated combined uncertainties, while boxes show the uncorrelated systematic uncer-
tainties. For hpTi the fully correlated normalization uncertainty (not shown) is 1.0%. In both
plots, lines are drawn to guide the eye (gray solid – pp 0.9 TeV, gray dotted – pp 2.76 TeV, black
dash-dotted – pp 7 TeV, colored solid – pPb 5.02 TeV). The ranges of hpTi, K/� and p/� values
measured by ALICE in various centrality PbPb collisions (see text) at

p
sNN = 2.76 TeV [33] are

indicated with horizontal bands.

14 5 Results

by ALICE in PbPb collisions at
p

sNN = 2.76 TeV for centralities from peripheral (80–90% of the
inelastic cross-section) to central (0–5%) [27]. These ALICE PbP data cover a much wider range
of Ntracks than is shown in the plot. Although PbPb data are not available at

p
sNN = 5.02 TeV

for comparison, the evolution of event characteristics from RHIC (
p

sNN = 0.2 TeV, [2, 4, 28])
to LHC energies [27] suggests that yield ratios should remain similar, while hpTi values will
increase by about 5% when going from

p
sNN = 2.76 TeV to 5.02 TeV.
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Figure 10: Inverse slope parameters T� from fits of pion, kaon, and proton spectra (both charges)
with a form proportional to pT exp(�mT/T�). Results for a selection of multiplicity classes,
with different Ntracks as indicated, are plotted for pPb data (left) and for MC event generators
AMPT, EPOS LHC, and HIJING (right). The curves are drawn to guide the eye.

For low track multiplicity (Ntracks . 40), pPb collisions behave very similarly to pp collisions,
while at higher multiplicities (Ntracks � 50) the hpTi is lower for pPb than in pp. The first ob-
servation can be explained since low-multiplicity events are peripheral pPb collisions in which
only a few proton-nucleon collisions are present. Events with more particles are indicative
of collisions in which the projectile proton strikes the thick disk of the lead nucleus. Inter-
estingly, the pPb curves (Fig. 9, left panel) can be reasonably approximated by taking the pp
values and multiplying their Ntracks coordinate by a factor of 1.8, for all particle types. In other
words, a pPb collision with a given Ntracks is similar to a pp collision with 0.55 ⇥ Ntracks for
produced charged particles in the |�| < 2.4 range. Both the highest-multiplicity pp and pPb
interactions yield higher hpTi than seen in central PbPb collisions. While in the PbPb case even
the most central collisions possibly contain a mix of soft (lower-hpTi) and hard (higher-hpTi)
nucleon-nucleon interactions, for pp or pPb collisions the most violent interaction or sequence
of interactions are selected.

The transverse momentum spectra could also be successfully fitted with a functional form pro-
portional to pT exp(�mT/T�), where T� is called the inverse slope parameter, motivated by the
success of Boltzmann-type distributions in nucleus-nucleus collisions [29]. In the case of pi-
ons, the fitted range was restricted to mT > 0.4 GeV/c in order to exclude the region where
resonance decays would significantly contribute to the measured spectra. The inverse slope
parameter as a function of hadron mass is shown in Fig. 10, for a selection of event classes,
both for pPb data and for MC event generators (AMPT, EPOS LHC, and HIJING). While the data

FIG. 15: (color online) (From [21].) (a) Average transverse
momentum of identified charged hadrons (pions, kaons, pro-
tons; left panel) and ratios of particle yields (right panel)
in the range |y| < 1 as a function of the corrected track
multiplicity for |⌘| < 2.4, for pp collisions (open symbols)
at several energies, and for pPb collisions (filled symbols) atp

sNN = 5.02 TeV. (b) The slopes of the m? distribution T 0

(in GeV) as a function of the particle mass. The numbers on
the right of the lines give the track multiplicity.

in AA. Another approach used is a comparison of central
pA with peripheral AA of the same multiplicity, or more
or less same number of participants. Similar matter den-
sity is obtained.

(iii) Now we move to the last (and most controversial)
case, of the pp collisions. Needless to say the density
is very low for min.bias events. “High multiplicity” at
which CMS famously discovered the “ridge” starts from
about Nmax

pp > 100 ⇤ 3 (again, 100 is the number of CMS
tracks).

The big question here is: what is the area? Unlike in

the case of central pA, we don’t utilize standard Glauber
and full cross section (maximal impact parameters): we
address now a fluctuation which has small probability.
In fact, nobody knows the answer to that. Based on the
profile of pp elastic scattering (to be discussed in section
??) I think it should correspond to impact parameter b
in the black disc regime. If so ⇡b2

b.d. ⇠ 1/2 fm2 and

nmax
pp ⇡ Nmax

pp

⇡b2

b.d.

⇠ 600 fm�2 (26)

Other evidences about glue distribution in a proton
comes from HERA di↵ractive production, especially of
J/ : they also suggest a r.m.s. radius of only 0.3 fm,
less than a half of electromagnetic radius.

Let us summarize those (naive) estimates: in terms of
the initial entropy density one expects the following order
of the densities

dNpA
maximal

dA?
⇠ dNAA

peripheral

dA?
⌧ dNAA

central

dA?
⌧ dNpp

maximal

dA?
(27)

and may thus expect that the radial flow follows the same
pattern. The data however show it is not the case.

D. Shape fluctuations in central pA and peripheral
AA

Scaling relation between central pA and peripheral AA
has been proposed and tested by Basar and Teaney [13].
Step one of their paper has been prompted by the fact,
noticed in the CMS paper already: at the same multiplic-
ity, v

3

in both cases are basically the same. Some people
suggested new theories (and even paradigms) based on
this fact: but in fact it is hardly surprising, since equal
multiplicity means equal number of fluctuating partici-
pant nucleons. So, the first thing Basar and Teaney did
was to remove the geometrical contribution to peripheral
AA, and found that the remaining fluctuation-driven part
of v

2

is also perfectly the same, see Fig.21.
Their second proposal is that the pt dependence of (the

fluctuating part) of the vn has an universal shape, and
AA and pA data are only di↵erent by a scale of mean pt

vpA
n (pt) = vpA

n (
pt


) (28)

where the the conformal scaling factor

 =
< pT >pPb

< pT >PbPb
⇡ 1.25 (29)

is due to di↵erence in the radial flow. This relation also
works well.

two possible e↵ects, as the multiplicity grows:
(i) an increases the initial temperature Ti. Since the final
one is fixed by hadronization near the phase transition
Tf ⇡ Tc, the contrast between them gets larger and hydro
flow increases;
(ii) the initial size of the fireball decreases, increasing
the initial temperature Ti even further.
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Figure 9: Average transverse momentum of identified charged hadrons (pions, kaons, protons;
left panel) and ratios of particle yields (right panel) in the range |y| < 1 as a function of the cor-
rected track multiplicity for |�| < 2.4, for pp collisions (open symbols) at several energies [8],
and for pPb collisions (filled symbols) at

p
sNN = 5.02 TeV. Both hpTi and yield ratios were

computed assuming a Tsallis-Pareto distribution in the unmeasured range. Error bars indicate
the uncorrelated combined uncertainties, while boxes show the uncorrelated systematic uncer-
tainties. For hpTi the fully correlated normalization uncertainty (not shown) is 1.0%. In both
plots, lines are drawn to guide the eye (gray solid – pp 0.9 TeV, gray dotted – pp 2.76 TeV, black
dash-dotted – pp 7 TeV, colored solid – pPb 5.02 TeV). The ranges of hpTi, K/� and p/� values
measured by ALICE in various centrality PbPb collisions (see text) at

p
sNN = 2.76 TeV [33] are

indicated with horizontal bands.
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by ALICE in PbPb collisions at
p

sNN = 2.76 TeV for centralities from peripheral (80–90% of the
inelastic cross-section) to central (0–5%) [27]. These ALICE PbP data cover a much wider range
of Ntracks than is shown in the plot. Although PbPb data are not available at

p
sNN = 5.02 TeV

for comparison, the evolution of event characteristics from RHIC (
p

sNN = 0.2 TeV, [2, 4, 28])
to LHC energies [27] suggests that yield ratios should remain similar, while hpTi values will
increase by about 5% when going from

p
sNN = 2.76 TeV to 5.02 TeV.
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Figure 10: Inverse slope parameters T� from fits of pion, kaon, and proton spectra (both charges)
with a form proportional to pT exp(�mT/T�). Results for a selection of multiplicity classes,
with different Ntracks as indicated, are plotted for pPb data (left) and for MC event generators
AMPT, EPOS LHC, and HIJING (right). The curves are drawn to guide the eye.

For low track multiplicity (Ntracks . 40), pPb collisions behave very similarly to pp collisions,
while at higher multiplicities (Ntracks � 50) the hpTi is lower for pPb than in pp. The first ob-
servation can be explained since low-multiplicity events are peripheral pPb collisions in which
only a few proton-nucleon collisions are present. Events with more particles are indicative
of collisions in which the projectile proton strikes the thick disk of the lead nucleus. Inter-
estingly, the pPb curves (Fig. 9, left panel) can be reasonably approximated by taking the pp
values and multiplying their Ntracks coordinate by a factor of 1.8, for all particle types. In other
words, a pPb collision with a given Ntracks is similar to a pp collision with 0.55 ⇥ Ntracks for
produced charged particles in the |�| < 2.4 range. Both the highest-multiplicity pp and pPb
interactions yield higher hpTi than seen in central PbPb collisions. While in the PbPb case even
the most central collisions possibly contain a mix of soft (lower-hpTi) and hard (higher-hpTi)
nucleon-nucleon interactions, for pp or pPb collisions the most violent interaction or sequence
of interactions are selected.

The transverse momentum spectra could also be successfully fitted with a functional form pro-
portional to pT exp(�mT/T�), where T� is called the inverse slope parameter, motivated by the
success of Boltzmann-type distributions in nucleus-nucleus collisions [29]. In the case of pi-
ons, the fitted range was restricted to mT > 0.4 GeV/c in order to exclude the region where
resonance decays would significantly contribute to the measured spectra. The inverse slope
parameter as a function of hadron mass is shown in Fig. 10, for a selection of event classes,
both for pPb data and for MC event generators (AMPT, EPOS LHC, and HIJING). While the data

FIG. 15: (color online) (From [21].) (a) Average transverse
momentum of identified charged hadrons (pions, kaons, pro-
tons; left panel) and ratios of particle yields (right panel)
in the range |y| < 1 as a function of the corrected track
multiplicity for |⌘| < 2.4, for pp collisions (open symbols)
at several energies, and for pPb collisions (filled symbols) atp

sNN = 5.02 TeV. (b) The slopes of the m? distribution T 0

(in GeV) as a function of the particle mass. The numbers on
the right of the lines give the track multiplicity.

in AA. Another approach used is a comparison of central
pA with peripheral AA of the same multiplicity, or more
or less same number of participants. Similar matter den-
sity is obtained.

(iii) Now we move to the last (and most controversial)
case, of the pp collisions. Needless to say the density
is very low for min.bias events. “High multiplicity” at
which CMS famously discovered the “ridge” starts from
about Nmax

pp > 100 ⇤ 3 (again, 100 is the number of CMS
tracks).

The big question here is: what is the area? Unlike in

the case of central pA, we don’t utilize standard Glauber
and full cross section (maximal impact parameters): we
address now a fluctuation which has small probability.
In fact, nobody knows the answer to that. Based on the
profile of pp elastic scattering (to be discussed in section
??) I think it should correspond to impact parameter b
in the black disc regime. If so ⇡b2

b.d. ⇠ 1/2 fm2 and

nmax
pp ⇡ Nmax

pp

⇡b2

b.d.

⇠ 600 fm�2 (26)

Other evidences about glue distribution in a proton
comes from HERA di↵ractive production, especially of
J/ : they also suggest a r.m.s. radius of only 0.3 fm,
less than a half of electromagnetic radius.

Let us summarize those (naive) estimates: in terms of
the initial entropy density one expects the following order
of the densities

dNpA
maximal

dA?
⇠ dNAA

peripheral

dA?
⌧ dNAA

central

dA?
⌧ dNpp

maximal

dA?
(27)

and may thus expect that the radial flow follows the same
pattern. The data however show it is not the case.

D. Shape fluctuations in central pA and peripheral
AA

Scaling relation between central pA and peripheral AA
has been proposed and tested by Basar and Teaney [13].
Step one of their paper has been prompted by the fact,
noticed in the CMS paper already: at the same multiplic-
ity, v

3

in both cases are basically the same. Some people
suggested new theories (and even paradigms) based on
this fact: but in fact it is hardly surprising, since equal
multiplicity means equal number of fluctuating partici-
pant nucleons. So, the first thing Basar and Teaney did
was to remove the geometrical contribution to peripheral
AA, and found that the remaining fluctuation-driven part
of v

2

is also perfectly the same, see Fig.21.
Their second proposal is that the pt dependence of (the

fluctuating part) of the vn has an universal shape, and
AA and pA data are only di↵erent by a scale of mean pt

vpA
n (pt) = vpA

n (
pt


) (28)

where the the conformal scaling factor

 =
< pT >pPb

< pT >PbPb
⇡ 1.25 (29)

is due to di↵erence in the radial flow. This relation also
works well.

two possible e↵ects, as the multiplicity grows:
(i) an increases the initial temperature Ti. Since the final
one is fixed by hadronization near the phase transition
Tf ⇡ Tc, the contrast between them gets larger and hydro
flow increases;
(ii) the initial size of the fireball decreases, increasing
the initial temperature Ti even further.
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E. The “radial flow puzzle” for central pA

The simplest consequence of the radial flow is growth
of the mean transverse momentum. CMS data on those
are shown in Fig.15(a). While pp and pA data are shown
by points, versus the multiplicity, the AA ones (from AL-
ICE) are shown by shaded areas: the central ones corre-
spond to its upper edge. While one may argue for other
mechanisms of the meant pt growth – e.g. rescattering or
larger saturation momentum Qs in glasma at higher mul-
tiplicity – those explanations fail to explain why protons
get it much larger than the pions.

More generally, the experimental signatures of the ra-
dial flow are based on the observation that collective
flow manifests itself di↵erently for secondaries of di↵er-
ent mass. While (near) massless pions have exponential
spectra hardly a↵ected by the flow, massive particles have
spectra of modified shape. Eventually, for very heavy
particles (not really reached in reality) the thermal mo-
tion should become negligible and their momenta be just
mv where v is the velocity of the flow, the distribution
over which has a characteristic peak at the fireball edge.

More specific measure used since [73] looks at the so
called “violation of the m? scaling”. The so called m?
slopes T 0 defined by the exponential form (above certain
pt)

dN

dydp2

?
=

dN

dydm2

?
⇠ exp(�m?

T 0 ) (30)

are the best indicators of the radial flow. A sample of
such slopes for pA collisions recently measured by CMS
is shown in Fig.15 (similar data from ALICE but for
smaller multiplcities are also available, see Fig.50). The
min.bias pp,pA show the same T 0 for all secondaries: thus
no flow. Small multiplicity bins (marked by 8 and 32 at
the bottom-right) are the ones in which the m? scaling
holds. This behavior is natural for independent string
fragmentation, rescattering or glasma.

Flow manifests itself di↵erently. For pions T 0 is simply
the freezeout temperature, blue-shifted by the exponent
of the transverse flow rapidity

T 0 = Tfe (31)

For more massive particles – kaons, protons, lambdas,
deuterons etc – the slopes are mass-dependent . As seen
from Fig.15(b), they are growing approximately linearly
with the mass, and the e↵ect gets more pronounced with
multiplicity. This is a new regime not seen before in pA,
signature of the collective flow.

Furthermore, the highest multiplicity pA do have
slopes even exceeding those in central PbPb LHC col-
lisions, the previous record-holding on the radial flow.
(It has been predicted to happen few months before ex-
periment : see version v1 of this paper [64].)

This gives rise to what we call the “radial flow puzzle”.
Indeed, naive estimates of densities in the previous sub-
section may suggest that explosion in highest multiplicity
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vperppA = 0.5614035088

vperppA2 = subs r = 1.6, t = 2, vperp ;
vperppA2 = 0.8465608467

vperpAA = subs r = 1.5, t = 1.5, vperp ;
vperpAA = 0.8181818181

vperppp = subs r = 2.6, t = 2.6, vperp ;
vperppp = 0.9311294767

pp

pAi

AA

pAf

FIG. 16: (color online) The freezeout surface in universal di-
mensionless time t and radial distance r coordinates. (Blue)
thick solid line in the middle corresponds to central AA
(PbPb) collisions, (red) thick solid line on the top to the
highest multiplicity pp . Two (black) thin ones correspond
to central p Pb case, before and after collapse compression,
marked pAi, pAf respectively. The arrow connecting them
indicates the e↵ect of multi string collapse.

pA case should still be weaker than in AA. Indeed, both
the system is smaller and the initial entropy density seem
to be smaller as well. Yet the data show the opposite: the
observed radial flow strength follows a di↵erent pattern

yAA,central
? < ypA,central

? < ypp,highest
? (32)

Hydrodynamics is basically a bridge, between the ini-
tial and the final properties of the system. For the pur-
pose at hand – to see how its result depend on the size
of the system – it is convenient to follow the paper of
Zahed and myself [64]. The radial flow is discussed using
Gubser’s solution [44]. The setting is in the standard rel-
ativistic coordinate sets, the proper time -spatial rapidity
- transverse radius - azimuthal angle (⌧̄ , ⌘, r̄,�) with the
metric

ds2 = �d⌧̄2 + ⌧̄2d⌘2 + dr̄2 + r̄2d�2, (33)

One single solution describes all cases considered: we
will proceed from the dimensional variables ⌧̄ , r̄ with the
barto dimensionless variables

t = q⌧̄ , r = qr̄ (34)

using rescaling by a single parameter q with dimension
of the inverse length. In such variables there is a single
solution of ideal relativistic hydrodynamics, which for the
transverse velocity and the energy density reads

v?(t, r) = tanh(y?) =
2tr

1 + t2 + r2

(35)

     strings                  glasma                

this is what I call 
“the pA flow puzzle”
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experimental data within 10-15%, the computed v
2

in
p+Pb collisions underestimates the data by a factor of
approximately 3.5. We have checked that even in the
ideal case (⌘/s = 0) the data is still underestimated by
approximately a factor of 2. We also varied the freeze-
out temperature and switching time ⌧

0

, but no choice
of parameters could achieve much better agreement with
the experimental data. For v

3

, shown in Fig. 5, we find
a similar result: Pb+Pb data are well described, while
p+Pb data are underestimated for No�ine

trk

> 60. Ideal
fluid dynamics (not shown) increases the v

3

significantly
by nearly a factor of 4. Its No�ine

trk

dependence is rather
flat, slightly decreasing with increasing No�ine

trk

, opposite
to the trend seen in the experimental data.
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FIG. 4. (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open sym-
bols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].
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FIG. 5. (Color online) Multiplicity dependence of the root-
mean-square triangular flow coe�cient v3 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].

The primary reason for the small vn in p+Pb collisions
is that the initial shape of the system closely follows the
shape of the proton (see [34]), which is spherical in our
model. The subnucleonic fluctuations included generate
non-zero values of the vn, but they do not fully account
for the larger experimentally observed values. As noted
above, modifications of the (fluctuating) proton shape
are necessary to account for the larger observed v

2

and
v
3

in p+Pb collisions. If the hydrodynamic paradigm
is valid, the results of the high-multiplicity p+Pb and
p+p collisions could then in principle be used to extract
detailed information on the spatial gluon distribution in
the proton.

There are hydrodynamical models that describe as-
pects of the p+Pb data. These models should also de-
scribe key features of Pb+Pb collisions where hydrody-
namics is more robust. A model where the spatial geom-
etry of p+Pb collisions is di↵erent from ours is that of
[13–17], where the interaction region is determined from
the geometric positions of participant nucleons. How-
ever, as noted, this model falls into the class of models
that are claimed [26] not to be able to reproduce the
data on event-by-event vn distributions in A+A colli-
sions. Whether this particular model can do so needs
to be examined. We also note that the v

2

centrality de-
pendence in the model di↵ers from the CMS data for
p+Pb collisions [16].

Another model which claims large v
2

and v
3

in p+Pb
collisions determines the system size from the position of
“cut pomerons” and strings [18, 36]. The multiplicity
dependence of the vn in this model has not yet been
shown. The vn distributions in A+A collisions should
also provide a stringent test of this model.

In addition to the important quantitative tests im-
posed on di↵erent hydrodynamical models by the exper-
imental data, there are conceptual issues that arise due
to the possible breakdown of the hydrodynamic paradigm
when extended to very small systems. As shown in re-
cent quantitative studies, viscous corrections can be very
significant in p+Pb collisions but play a much smaller
role in Pb+Pb collisions [34, 37]. In particular, an anal-
ysis of Knudsen numbers reached during the evolution in
A+A and p+A collisions finds that viscous hydrodynam-
ics breaks down for ⌘/s � 0.08 in p+A collisions [37].

An alternative to the hydrodynamic picture and its
sensitivity to the proton shape is provided within the
Glasma framework itself by initial state correlations of
gluons that show a distinct elliptic modulation in relative
azimuthal angle [21–25]. If these are not overwhelmed
in p+Pb collisions by final state e↵ects, as they are in
A+A collisions, they can contribute significantly to the
observed v

2

, and possibly v
3

. The initial state correla-
tions are those of gluons and do not address features of
the data such as the mass ordering in particle spectra.
While natural in hydrodynamical models, mass ordering
may also emerge due to universal hadronization e↵ects,

FIG. 25: (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration.

leads to all distances being of the order of the impact
parameter b, the only scale in the problem. In (b) we
had shown an alternative picture, in which there are no
gluons but 2Np QCD strings. Since those are “cold” (un-
excited) we crow those as straight lines. (Note that the
picture a bit exaggerates the ratio of two parameters in-
volved: the mean impact parameter between the nucleons
b ⇠p

�NN/⇡ ⇡ 1.6 fm and the size of the quark-diquark
dipole d ⇠ .4 fm, emphasizing b� d.)

Let us estimate the deformation of the initial state.
Since it is central collision, there is no mean geometrical
e↵ects and all deformations comes from fluctuations. As
discussed above, for all n one expects the same magnitude

✏n ⇠ 1p
N

(41)

where N = NpNg for (a) and only N = Np for (b).8 Results

Figure 7 presents the charged particle pseudorapidity density for p+Pb collisions at
�

sNN = 5.02 TeV
in the pseudorapidity interval |�| < 2.7 for eight centrality intervals. In the most peripheral collisions
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Figure 7: dNch/d�measured in di�erent centrality intervals. Statistical uncertainties, shown with vertical
bars are typically smaller than the marker size, colour band shows the systematic uncertainty of the
results.

(centrality interval 60-90%) dNch/d� has what appears to be a double-peak structure, similar to that seen
in proton-proton collisions [35, 49]. In more central collisions, the shape of dNch/d� becomes progres-
sively more asymmetric, with more particles produced in the Pb-going direction than in the proton-going
direction.

To investigate further the centrality evolution, the distributions in the various centrality intervals are
divided by the distribution in the 60-90% centrality interval. The ratios are shown in Fig. 8. The double
peak structure seen in the distributions in Fig. 7 disappears in the ratios. The ratios are observed to grow
nearly linearly with pseudorapidity, with a slope that increases from peripheral to central collisions. In the
0-1% centrality interval, the ratio increases by almost a factor of two over the measured �-range. These
ratios are fit with a second-order polynomial function, and the fit results are summarized in Table 2.

Figure 9 shows the dNch/d� divided by the number of participant pairs (�Npart�/2) as a function
of �Npart� for three di�erent implementations of the Glauber model; standard Glauber (top panel) and
Glauber-Gribov model with � = 0.55 and 1.01 in the middle and lower panels respectively. Since the
charged particle yields have significant pseudorapidity dependence, the dNch/d�/(�Npart�/2) is presented
in five � intervals including the full pseudorapidity interval, �2.7 < � < 2.7.

The dNch/d�/(�Npart�/2) values from the standard Glauber model are approximately constant up to
�Npart� � 10 and then increase for larger �Npart�. This trend is absent in the Glauber-Gribov model with
� = 0.55, which shows a relatively constant behaviour for the integrated yield divided by the number of
participant pairs. Finally, the dNch/d�/(�Npart�/2) values from the Glauber-Gribov model with � = 1.01
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FIG. 26: Rapidity distribution in pPb collisions for di↵erencet
centrality classes, from [38] .

FIG. 27: Sketch of the initial state in central pA collisions.
The plot (a) corresponds to IP-glasma model, with colored
circles representing multiple gluons. Fig.(b) is for Np = 16
Pomerons, each represented by a pair of cold strings. The
open circles are quarks and filled blue circles are diquarks.

Evaluating Ng from PDF’s at LHC energy includes in-
tegration from xmin ⇠ 10�3 to 1: one gets roughly the
ratio

✏(b)n

✏(a)

n

⇠ 1p
Ng
⇠ 4 (42)

Let us now switch to practical calculations and com-
parison to data. Schenke and Venugopalan [9] had re-
cently studied v

2

, v
3

flows in (very peripheral) AA and
central pA. They found that the IP-glasma model they
developed does a very good job for the former and un-
derpredicts them in the latter case, see Fig. 25.

As we already discussed above, in the peripheral AA ✏
2

is large, O(1), in any model, and in order to get the right
v
2

one has to have correct viscosity – which apparently
these authors have. The central pA is indeed the test
case: we argued above that the density is not yet large
enough to apply the IP-glasma model, and that stringy
Pomerons should be more applicable one. If so, using
(42) we should increase the v

2

by a factor of 4, which
brings it to an agreement with the CMS measurements.

One more test should be the width of the multiplicity
distribution, as it is defined by the number of Pomerons,
not gluons. as well as the magnitude of the shape fluc-
tuations ✏

2

, ✏
3

. This test is so far less accurate, but
qualitatively it also confirms out point of view that the
density in the pA case, even most central, is insu�cient
for IP-glasma model.

We thus conclude that the stringy model Fig.27(b) is
preferable over the picture (a).

More detailed discussion of pA collisions bring in im-
portnt details such as exact definition of the centrality
classes in terms of percentage of the cross section and
“the number of participants” Np associated with them.
For a detailed studies of these issues read e.g. that from
ATLAS [38] (or its analogs from other collaborations).
As seen from the table 4 of that paper, the exact number
for Np depends on the method: for example 1-5% cen-
trality class has Np ranging from 18.2 in Glauber to 27.4
in Glauber-Gribov fit.

The v2 magnitude tells us about 
fluctuations in the initial state 

in AA it is Glauber wounded nucleons: 
what is it in pA and pp?

IP glasma

24

4

experimental data within 10-15%, the computed v
2

in
p+Pb collisions underestimates the data by a factor of
approximately 3.5. We have checked that even in the
ideal case (⌘/s = 0) the data is still underestimated by
approximately a factor of 2. We also varied the freeze-
out temperature and switching time ⌧

0

, but no choice
of parameters could achieve much better agreement with
the experimental data. For v

3

, shown in Fig. 5, we find
a similar result: Pb+Pb data are well described, while
p+Pb data are underestimated for No�ine

trk

> 60. Ideal
fluid dynamics (not shown) increases the v

3

significantly
by nearly a factor of 4. Its No�ine

trk

dependence is rather
flat, slightly decreasing with increasing No�ine

trk

, opposite
to the trend seen in the experimental data.
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FIG. 4. (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open sym-
bols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].
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FIG. 5. (Color online) Multiplicity dependence of the root-
mean-square triangular flow coe�cient v3 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].

The primary reason for the small vn in p+Pb collisions
is that the initial shape of the system closely follows the
shape of the proton (see [34]), which is spherical in our
model. The subnucleonic fluctuations included generate
non-zero values of the vn, but they do not fully account
for the larger experimentally observed values. As noted
above, modifications of the (fluctuating) proton shape
are necessary to account for the larger observed v

2

and
v
3

in p+Pb collisions. If the hydrodynamic paradigm
is valid, the results of the high-multiplicity p+Pb and
p+p collisions could then in principle be used to extract
detailed information on the spatial gluon distribution in
the proton.

There are hydrodynamical models that describe as-
pects of the p+Pb data. These models should also de-
scribe key features of Pb+Pb collisions where hydrody-
namics is more robust. A model where the spatial geom-
etry of p+Pb collisions is di↵erent from ours is that of
[13–17], where the interaction region is determined from
the geometric positions of participant nucleons. How-
ever, as noted, this model falls into the class of models
that are claimed [26] not to be able to reproduce the
data on event-by-event vn distributions in A+A colli-
sions. Whether this particular model can do so needs
to be examined. We also note that the v

2

centrality de-
pendence in the model di↵ers from the CMS data for
p+Pb collisions [16].

Another model which claims large v
2

and v
3

in p+Pb
collisions determines the system size from the position of
“cut pomerons” and strings [18, 36]. The multiplicity
dependence of the vn in this model has not yet been
shown. The vn distributions in A+A collisions should
also provide a stringent test of this model.

In addition to the important quantitative tests im-
posed on di↵erent hydrodynamical models by the exper-
imental data, there are conceptual issues that arise due
to the possible breakdown of the hydrodynamic paradigm
when extended to very small systems. As shown in re-
cent quantitative studies, viscous corrections can be very
significant in p+Pb collisions but play a much smaller
role in Pb+Pb collisions [34, 37]. In particular, an anal-
ysis of Knudsen numbers reached during the evolution in
A+A and p+A collisions finds that viscous hydrodynam-
ics breaks down for ⌘/s � 0.08 in p+A collisions [37].

An alternative to the hydrodynamic picture and its
sensitivity to the proton shape is provided within the
Glasma framework itself by initial state correlations of
gluons that show a distinct elliptic modulation in relative
azimuthal angle [21–25]. If these are not overwhelmed
in p+Pb collisions by final state e↵ects, as they are in
A+A collisions, they can contribute significantly to the
observed v

2

, and possibly v
3

. The initial state correla-
tions are those of gluons and do not address features of
the data such as the mass ordering in particle spectra.
While natural in hydrodynamical models, mass ordering
may also emerge due to universal hadronization e↵ects,

FIG. 25: (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration.

leads to all distances being of the order of the impact
parameter b, the only scale in the problem. In (b) we
had shown an alternative picture, in which there are no
gluons but 2Np QCD strings. Since those are “cold” (un-
excited) we crow those as straight lines. (Note that the
picture a bit exaggerates the ratio of two parameters in-
volved: the mean impact parameter between the nucleons
b ⇠p

�NN/⇡ ⇡ 1.6 fm and the size of the quark-diquark
dipole d ⇠ .4 fm, emphasizing b� d.)

Let us estimate the deformation of the initial state.
Since it is central collision, there is no mean geometrical
e↵ects and all deformations comes from fluctuations. As
discussed above, for all n one expects the same magnitude

✏n ⇠ 1p
N

(41)

where N = NpNg for (a) and only N = Np for (b).8 Results

Figure 7 presents the charged particle pseudorapidity density for p+Pb collisions at
�

sNN = 5.02 TeV
in the pseudorapidity interval |�| < 2.7 for eight centrality intervals. In the most peripheral collisions

η
-3 -2 -1 0 1 2 3

η
/d

ch
dN

0

10

20

30

40

50

60

70
ATLAS Preliminary

-1bµ= 1 
int

p+Pb L
 = 5.02 TeVNNs

= -0.465
cm

y

 0-1% 

 1-5% 

 5-10%

10-20%

20-30%

30-40%

40-60%

60-90%

Figure 7: dNch/d�measured in di�erent centrality intervals. Statistical uncertainties, shown with vertical
bars are typically smaller than the marker size, colour band shows the systematic uncertainty of the
results.

(centrality interval 60-90%) dNch/d� has what appears to be a double-peak structure, similar to that seen
in proton-proton collisions [35, 49]. In more central collisions, the shape of dNch/d� becomes progres-
sively more asymmetric, with more particles produced in the Pb-going direction than in the proton-going
direction.

To investigate further the centrality evolution, the distributions in the various centrality intervals are
divided by the distribution in the 60-90% centrality interval. The ratios are shown in Fig. 8. The double
peak structure seen in the distributions in Fig. 7 disappears in the ratios. The ratios are observed to grow
nearly linearly with pseudorapidity, with a slope that increases from peripheral to central collisions. In the
0-1% centrality interval, the ratio increases by almost a factor of two over the measured �-range. These
ratios are fit with a second-order polynomial function, and the fit results are summarized in Table 2.

Figure 9 shows the dNch/d� divided by the number of participant pairs (�Npart�/2) as a function
of �Npart� for three di�erent implementations of the Glauber model; standard Glauber (top panel) and
Glauber-Gribov model with � = 0.55 and 1.01 in the middle and lower panels respectively. Since the
charged particle yields have significant pseudorapidity dependence, the dNch/d�/(�Npart�/2) is presented
in five � intervals including the full pseudorapidity interval, �2.7 < � < 2.7.

The dNch/d�/(�Npart�/2) values from the standard Glauber model are approximately constant up to
�Npart� � 10 and then increase for larger �Npart�. This trend is absent in the Glauber-Gribov model with
� = 0.55, which shows a relatively constant behaviour for the integrated yield divided by the number of
participant pairs. Finally, the dNch/d�/(�Npart�/2) values from the Glauber-Gribov model with � = 1.01
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FIG. 26: Rapidity distribution in pPb collisions for di↵erencet
centrality classes, from [38] .

FIG. 27: Sketch of the initial state in central pA collisions.
The plot (a) corresponds to IP-glasma model, with colored
circles representing multiple gluons. Fig.(b) is for Np = 16
Pomerons, each represented by a pair of cold strings. The
open circles are quarks and filled blue circles are diquarks.

Evaluating Ng from PDF’s at LHC energy includes in-
tegration from xmin ⇠ 10�3 to 1: one gets roughly the
ratio

✏(b)n

✏(a)

n

⇠ 1p
Ng
⇠ 4 (42)

Let us now switch to practical calculations and com-
parison to data. Schenke and Venugopalan [9] had re-
cently studied v

2

, v
3

flows in (very peripheral) AA and
central pA. They found that the IP-glasma model they
developed does a very good job for the former and un-
derpredicts them in the latter case, see Fig. 25.

As we already discussed above, in the peripheral AA ✏
2

is large, O(1), in any model, and in order to get the right
v
2

one has to have correct viscosity – which apparently
these authors have. The central pA is indeed the test
case: we argued above that the density is not yet large
enough to apply the IP-glasma model, and that stringy
Pomerons should be more applicable one. If so, using
(42) we should increase the v

2

by a factor of 4, which
brings it to an agreement with the CMS measurements.

One more test should be the width of the multiplicity
distribution, as it is defined by the number of Pomerons,
not gluons. as well as the magnitude of the shape fluc-
tuations ✏

2

, ✏
3

. This test is so far less accurate, but
qualitatively it also confirms out point of view that the
density in the pA case, even most central, is insu�cient
for IP-glasma model.

We thus conclude that the stringy model Fig.27(b) is
preferable over the picture (a).

More detailed discussion of pA collisions bring in im-
portnt details such as exact definition of the centrality
classes in terms of percentage of the cross section and
“the number of participants” Np associated with them.
For a detailed studies of these issues read e.g. that from
ATLAS [38] (or its analogs from other collaborations).
As seen from the table 4 of that paper, the exact number
for Np depends on the method: for example 1-5% cen-
trality class has Np ranging from 18.2 in Glauber to 27.4
in Glauber-Gribov fit.

16 Pomerons
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experimental data within 10-15%, the computed v
2

in
p+Pb collisions underestimates the data by a factor of
approximately 3.5. We have checked that even in the
ideal case (⌘/s = 0) the data is still underestimated by
approximately a factor of 2. We also varied the freeze-
out temperature and switching time ⌧

0

, but no choice
of parameters could achieve much better agreement with
the experimental data. For v

3

, shown in Fig. 5, we find
a similar result: Pb+Pb data are well described, while
p+Pb data are underestimated for No�ine

trk

> 60. Ideal
fluid dynamics (not shown) increases the v

3

significantly
by nearly a factor of 4. Its No�ine

trk

dependence is rather
flat, slightly decreasing with increasing No�ine

trk

, opposite
to the trend seen in the experimental data.
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FIG. 4. (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open sym-
bols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].
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FIG. 5. (Color online) Multiplicity dependence of the root-
mean-square triangular flow coe�cient v3 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].

The primary reason for the small vn in p+Pb collisions
is that the initial shape of the system closely follows the
shape of the proton (see [34]), which is spherical in our
model. The subnucleonic fluctuations included generate
non-zero values of the vn, but they do not fully account
for the larger experimentally observed values. As noted
above, modifications of the (fluctuating) proton shape
are necessary to account for the larger observed v

2

and
v
3

in p+Pb collisions. If the hydrodynamic paradigm
is valid, the results of the high-multiplicity p+Pb and
p+p collisions could then in principle be used to extract
detailed information on the spatial gluon distribution in
the proton.

There are hydrodynamical models that describe as-
pects of the p+Pb data. These models should also de-
scribe key features of Pb+Pb collisions where hydrody-
namics is more robust. A model where the spatial geom-
etry of p+Pb collisions is di↵erent from ours is that of
[13–17], where the interaction region is determined from
the geometric positions of participant nucleons. How-
ever, as noted, this model falls into the class of models
that are claimed [26] not to be able to reproduce the
data on event-by-event vn distributions in A+A colli-
sions. Whether this particular model can do so needs
to be examined. We also note that the v

2

centrality de-
pendence in the model di↵ers from the CMS data for
p+Pb collisions [16].

Another model which claims large v
2

and v
3

in p+Pb
collisions determines the system size from the position of
“cut pomerons” and strings [18, 36]. The multiplicity
dependence of the vn in this model has not yet been
shown. The vn distributions in A+A collisions should
also provide a stringent test of this model.

In addition to the important quantitative tests im-
posed on di↵erent hydrodynamical models by the exper-
imental data, there are conceptual issues that arise due
to the possible breakdown of the hydrodynamic paradigm
when extended to very small systems. As shown in re-
cent quantitative studies, viscous corrections can be very
significant in p+Pb collisions but play a much smaller
role in Pb+Pb collisions [34, 37]. In particular, an anal-
ysis of Knudsen numbers reached during the evolution in
A+A and p+A collisions finds that viscous hydrodynam-
ics breaks down for ⌘/s � 0.08 in p+A collisions [37].

An alternative to the hydrodynamic picture and its
sensitivity to the proton shape is provided within the
Glasma framework itself by initial state correlations of
gluons that show a distinct elliptic modulation in relative
azimuthal angle [21–25]. If these are not overwhelmed
in p+Pb collisions by final state e↵ects, as they are in
A+A collisions, they can contribute significantly to the
observed v

2

, and possibly v
3

. The initial state correla-
tions are those of gluons and do not address features of
the data such as the mass ordering in particle spectra.
While natural in hydrodynamical models, mass ordering
may also emerge due to universal hadronization e↵ects,

FIG. 25: (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration.

leads to all distances being of the order of the impact
parameter b, the only scale in the problem. In (b) we
had shown an alternative picture, in which there are no
gluons but 2Np QCD strings. Since those are “cold” (un-
excited) we crow those as straight lines. (Note that the
picture a bit exaggerates the ratio of two parameters in-
volved: the mean impact parameter between the nucleons
b ⇠p

�NN/⇡ ⇡ 1.6 fm and the size of the quark-diquark
dipole d ⇠ .4 fm, emphasizing b� d.)

Let us estimate the deformation of the initial state.
Since it is central collision, there is no mean geometrical
e↵ects and all deformations comes from fluctuations. As
discussed above, for all n one expects the same magnitude

✏n ⇠ 1p
N

(41)

where N = NpNg for (a) and only N = Np for (b).8 Results

Figure 7 presents the charged particle pseudorapidity density for p+Pb collisions at
�

sNN = 5.02 TeV
in the pseudorapidity interval |�| < 2.7 for eight centrality intervals. In the most peripheral collisions
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Figure 7: dNch/d�measured in di�erent centrality intervals. Statistical uncertainties, shown with vertical
bars are typically smaller than the marker size, colour band shows the systematic uncertainty of the
results.

(centrality interval 60-90%) dNch/d� has what appears to be a double-peak structure, similar to that seen
in proton-proton collisions [35, 49]. In more central collisions, the shape of dNch/d� becomes progres-
sively more asymmetric, with more particles produced in the Pb-going direction than in the proton-going
direction.

To investigate further the centrality evolution, the distributions in the various centrality intervals are
divided by the distribution in the 60-90% centrality interval. The ratios are shown in Fig. 8. The double
peak structure seen in the distributions in Fig. 7 disappears in the ratios. The ratios are observed to grow
nearly linearly with pseudorapidity, with a slope that increases from peripheral to central collisions. In the
0-1% centrality interval, the ratio increases by almost a factor of two over the measured �-range. These
ratios are fit with a second-order polynomial function, and the fit results are summarized in Table 2.

Figure 9 shows the dNch/d� divided by the number of participant pairs (�Npart�/2) as a function
of �Npart� for three di�erent implementations of the Glauber model; standard Glauber (top panel) and
Glauber-Gribov model with � = 0.55 and 1.01 in the middle and lower panels respectively. Since the
charged particle yields have significant pseudorapidity dependence, the dNch/d�/(�Npart�/2) is presented
in five � intervals including the full pseudorapidity interval, �2.7 < � < 2.7.

The dNch/d�/(�Npart�/2) values from the standard Glauber model are approximately constant up to
�Npart� � 10 and then increase for larger �Npart�. This trend is absent in the Glauber-Gribov model with
� = 0.55, which shows a relatively constant behaviour for the integrated yield divided by the number of
participant pairs. Finally, the dNch/d�/(�Npart�/2) values from the Glauber-Gribov model with � = 1.01
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FIG. 26: Rapidity distribution in pPb collisions for di↵erencet
centrality classes, from [38] .

FIG. 27: Sketch of the initial state in central pA collisions.
The plot (a) corresponds to IP-glasma model, with colored
circles representing multiple gluons. Fig.(b) is for Np = 16
Pomerons, each represented by a pair of cold strings. The
open circles are quarks and filled blue circles are diquarks.

Evaluating Ng from PDF’s at LHC energy includes in-
tegration from xmin ⇠ 10�3 to 1: one gets roughly the
ratio

✏(b)n

✏(a)

n

⇠ 1p
Ng
⇠ 4 (42)

Let us now switch to practical calculations and com-
parison to data. Schenke and Venugopalan [9] had re-
cently studied v

2

, v
3

flows in (very peripheral) AA and
central pA. They found that the IP-glasma model they
developed does a very good job for the former and un-
derpredicts them in the latter case, see Fig. 25.

As we already discussed above, in the peripheral AA ✏
2

is large, O(1), in any model, and in order to get the right
v
2

one has to have correct viscosity – which apparently
these authors have. The central pA is indeed the test
case: we argued above that the density is not yet large
enough to apply the IP-glasma model, and that stringy
Pomerons should be more applicable one. If so, using
(42) we should increase the v

2

by a factor of 4, which
brings it to an agreement with the CMS measurements.

One more test should be the width of the multiplicity
distribution, as it is defined by the number of Pomerons,
not gluons. as well as the magnitude of the shape fluc-
tuations ✏

2

, ✏
3

. This test is so far less accurate, but
qualitatively it also confirms out point of view that the
density in the pA case, even most central, is insu�cient
for IP-glasma model.

We thus conclude that the stringy model Fig.27(b) is
preferable over the picture (a).

More detailed discussion of pA collisions bring in im-
portnt details such as exact definition of the centrality
classes in terms of percentage of the cross section and
“the number of participants” Np associated with them.
For a detailed studies of these issues read e.g. that from
ATLAS [38] (or its analogs from other collaborations).
As seen from the table 4 of that paper, the exact number
for Np depends on the method: for example 1-5% cen-
trality class has Np ranging from 18.2 in Glauber to 27.4
in Glauber-Gribov fit.
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experimental data within 10-15%, the computed v
2

in
p+Pb collisions underestimates the data by a factor of
approximately 3.5. We have checked that even in the
ideal case (⌘/s = 0) the data is still underestimated by
approximately a factor of 2. We also varied the freeze-
out temperature and switching time ⌧

0

, but no choice
of parameters could achieve much better agreement with
the experimental data. For v

3

, shown in Fig. 5, we find
a similar result: Pb+Pb data are well described, while
p+Pb data are underestimated for No�ine

trk

> 60. Ideal
fluid dynamics (not shown) increases the v

3

significantly
by nearly a factor of 4. Its No�ine

trk

dependence is rather
flat, slightly decreasing with increasing No�ine

trk

, opposite
to the trend seen in the experimental data.
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FIG. 4. (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open sym-
bols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].
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FIG. 5. (Color online) Multiplicity dependence of the root-
mean-square triangular flow coe�cient v3 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].

The primary reason for the small vn in p+Pb collisions
is that the initial shape of the system closely follows the
shape of the proton (see [34]), which is spherical in our
model. The subnucleonic fluctuations included generate
non-zero values of the vn, but they do not fully account
for the larger experimentally observed values. As noted
above, modifications of the (fluctuating) proton shape
are necessary to account for the larger observed v

2

and
v
3

in p+Pb collisions. If the hydrodynamic paradigm
is valid, the results of the high-multiplicity p+Pb and
p+p collisions could then in principle be used to extract
detailed information on the spatial gluon distribution in
the proton.

There are hydrodynamical models that describe as-
pects of the p+Pb data. These models should also de-
scribe key features of Pb+Pb collisions where hydrody-
namics is more robust. A model where the spatial geom-
etry of p+Pb collisions is di↵erent from ours is that of
[13–17], where the interaction region is determined from
the geometric positions of participant nucleons. How-
ever, as noted, this model falls into the class of models
that are claimed [26] not to be able to reproduce the
data on event-by-event vn distributions in A+A colli-
sions. Whether this particular model can do so needs
to be examined. We also note that the v

2

centrality de-
pendence in the model di↵ers from the CMS data for
p+Pb collisions [16].

Another model which claims large v
2

and v
3

in p+Pb
collisions determines the system size from the position of
“cut pomerons” and strings [18, 36]. The multiplicity
dependence of the vn in this model has not yet been
shown. The vn distributions in A+A collisions should
also provide a stringent test of this model.

In addition to the important quantitative tests im-
posed on di↵erent hydrodynamical models by the exper-
imental data, there are conceptual issues that arise due
to the possible breakdown of the hydrodynamic paradigm
when extended to very small systems. As shown in re-
cent quantitative studies, viscous corrections can be very
significant in p+Pb collisions but play a much smaller
role in Pb+Pb collisions [34, 37]. In particular, an anal-
ysis of Knudsen numbers reached during the evolution in
A+A and p+A collisions finds that viscous hydrodynam-
ics breaks down for ⌘/s � 0.08 in p+A collisions [37].

An alternative to the hydrodynamic picture and its
sensitivity to the proton shape is provided within the
Glasma framework itself by initial state correlations of
gluons that show a distinct elliptic modulation in relative
azimuthal angle [21–25]. If these are not overwhelmed
in p+Pb collisions by final state e↵ects, as they are in
A+A collisions, they can contribute significantly to the
observed v

2

, and possibly v
3

. The initial state correla-
tions are those of gluons and do not address features of
the data such as the mass ordering in particle spectra.
While natural in hydrodynamical models, mass ordering
may also emerge due to universal hadronization e↵ects,

FIG. 25: (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration.

leads to all distances being of the order of the impact
parameter b, the only scale in the problem. In (b) we
had shown an alternative picture, in which there are no
gluons but 2Np QCD strings. Since those are “cold” (un-
excited) we crow those as straight lines. (Note that the
picture a bit exaggerates the ratio of two parameters in-
volved: the mean impact parameter between the nucleons
b ⇠p

�NN/⇡ ⇡ 1.6 fm and the size of the quark-diquark
dipole d ⇠ .4 fm, emphasizing b� d.)

Let us estimate the deformation of the initial state.
Since it is central collision, there is no mean geometrical
e↵ects and all deformations comes from fluctuations. As
discussed above, for all n one expects the same magnitude

✏n ⇠ 1p
N

(41)

where N = NpNg for (a) and only N = Np for (b).8 Results

Figure 7 presents the charged particle pseudorapidity density for p+Pb collisions at
�

sNN = 5.02 TeV
in the pseudorapidity interval |�| < 2.7 for eight centrality intervals. In the most peripheral collisions
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Figure 7: dNch/d�measured in di�erent centrality intervals. Statistical uncertainties, shown with vertical
bars are typically smaller than the marker size, colour band shows the systematic uncertainty of the
results.

(centrality interval 60-90%) dNch/d� has what appears to be a double-peak structure, similar to that seen
in proton-proton collisions [35, 49]. In more central collisions, the shape of dNch/d� becomes progres-
sively more asymmetric, with more particles produced in the Pb-going direction than in the proton-going
direction.

To investigate further the centrality evolution, the distributions in the various centrality intervals are
divided by the distribution in the 60-90% centrality interval. The ratios are shown in Fig. 8. The double
peak structure seen in the distributions in Fig. 7 disappears in the ratios. The ratios are observed to grow
nearly linearly with pseudorapidity, with a slope that increases from peripheral to central collisions. In the
0-1% centrality interval, the ratio increases by almost a factor of two over the measured �-range. These
ratios are fit with a second-order polynomial function, and the fit results are summarized in Table 2.

Figure 9 shows the dNch/d� divided by the number of participant pairs (�Npart�/2) as a function
of �Npart� for three di�erent implementations of the Glauber model; standard Glauber (top panel) and
Glauber-Gribov model with � = 0.55 and 1.01 in the middle and lower panels respectively. Since the
charged particle yields have significant pseudorapidity dependence, the dNch/d�/(�Npart�/2) is presented
in five � intervals including the full pseudorapidity interval, �2.7 < � < 2.7.

The dNch/d�/(�Npart�/2) values from the standard Glauber model are approximately constant up to
�Npart� � 10 and then increase for larger �Npart�. This trend is absent in the Glauber-Gribov model with
� = 0.55, which shows a relatively constant behaviour for the integrated yield divided by the number of
participant pairs. Finally, the dNch/d�/(�Npart�/2) values from the Glauber-Gribov model with � = 1.01
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FIG. 26: Rapidity distribution in pPb collisions for di↵erencet
centrality classes, from [38] .

FIG. 27: Sketch of the initial state in central pA collisions.
The plot (a) corresponds to IP-glasma model, with colored
circles representing multiple gluons. Fig.(b) is for Np = 16
Pomerons, each represented by a pair of cold strings. The
open circles are quarks and filled blue circles are diquarks.

Evaluating Ng from PDF’s at LHC energy includes in-
tegration from xmin ⇠ 10�3 to 1: one gets roughly the
ratio

✏(b)n

✏(a)

n

⇠ 1p
Ng
⇠ 4 (42)

Let us now switch to practical calculations and com-
parison to data. Schenke and Venugopalan [9] had re-
cently studied v

2

, v
3

flows in (very peripheral) AA and
central pA. They found that the IP-glasma model they
developed does a very good job for the former and un-
derpredicts them in the latter case, see Fig. 25.

As we already discussed above, in the peripheral AA ✏
2

is large, O(1), in any model, and in order to get the right
v
2

one has to have correct viscosity – which apparently
these authors have. The central pA is indeed the test
case: we argued above that the density is not yet large
enough to apply the IP-glasma model, and that stringy
Pomerons should be more applicable one. If so, using
(42) we should increase the v

2

by a factor of 4, which
brings it to an agreement with the CMS measurements.

One more test should be the width of the multiplicity
distribution, as it is defined by the number of Pomerons,
not gluons. as well as the magnitude of the shape fluc-
tuations ✏

2

, ✏
3

. This test is so far less accurate, but
qualitatively it also confirms out point of view that the
density in the pA case, even most central, is insu�cient
for IP-glasma model.

We thus conclude that the stringy model Fig.27(b) is
preferable over the picture (a).

More detailed discussion of pA collisions bring in im-
portnt details such as exact definition of the centrality
classes in terms of percentage of the cross section and
“the number of participants” Np associated with them.
For a detailed studies of these issues read e.g. that from
ATLAS [38] (or its analogs from other collaborations).
As seen from the table 4 of that paper, the exact number
for Np depends on the method: for example 1-5% cen-
trality class has Np ranging from 18.2 in Glauber to 27.4
in Glauber-Gribov fit.
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experimental data within 10-15%, the computed v
2

in
p+Pb collisions underestimates the data by a factor of
approximately 3.5. We have checked that even in the
ideal case (⌘/s = 0) the data is still underestimated by
approximately a factor of 2. We also varied the freeze-
out temperature and switching time ⌧

0

, but no choice
of parameters could achieve much better agreement with
the experimental data. For v

3

, shown in Fig. 5, we find
a similar result: Pb+Pb data are well described, while
p+Pb data are underestimated for No�ine

trk

> 60. Ideal
fluid dynamics (not shown) increases the v

3

significantly
by nearly a factor of 4. Its No�ine

trk

dependence is rather
flat, slightly decreasing with increasing No�ine

trk

, opposite
to the trend seen in the experimental data.
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FIG. 4. (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open sym-
bols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].
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FIG. 5. (Color online) Multiplicity dependence of the root-
mean-square triangular flow coe�cient v3 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].

The primary reason for the small vn in p+Pb collisions
is that the initial shape of the system closely follows the
shape of the proton (see [34]), which is spherical in our
model. The subnucleonic fluctuations included generate
non-zero values of the vn, but they do not fully account
for the larger experimentally observed values. As noted
above, modifications of the (fluctuating) proton shape
are necessary to account for the larger observed v

2

and
v
3

in p+Pb collisions. If the hydrodynamic paradigm
is valid, the results of the high-multiplicity p+Pb and
p+p collisions could then in principle be used to extract
detailed information on the spatial gluon distribution in
the proton.

There are hydrodynamical models that describe as-
pects of the p+Pb data. These models should also de-
scribe key features of Pb+Pb collisions where hydrody-
namics is more robust. A model where the spatial geom-
etry of p+Pb collisions is di↵erent from ours is that of
[13–17], where the interaction region is determined from
the geometric positions of participant nucleons. How-
ever, as noted, this model falls into the class of models
that are claimed [26] not to be able to reproduce the
data on event-by-event vn distributions in A+A colli-
sions. Whether this particular model can do so needs
to be examined. We also note that the v

2

centrality de-
pendence in the model di↵ers from the CMS data for
p+Pb collisions [16].

Another model which claims large v
2

and v
3

in p+Pb
collisions determines the system size from the position of
“cut pomerons” and strings [18, 36]. The multiplicity
dependence of the vn in this model has not yet been
shown. The vn distributions in A+A collisions should
also provide a stringent test of this model.

In addition to the important quantitative tests im-
posed on di↵erent hydrodynamical models by the exper-
imental data, there are conceptual issues that arise due
to the possible breakdown of the hydrodynamic paradigm
when extended to very small systems. As shown in re-
cent quantitative studies, viscous corrections can be very
significant in p+Pb collisions but play a much smaller
role in Pb+Pb collisions [34, 37]. In particular, an anal-
ysis of Knudsen numbers reached during the evolution in
A+A and p+A collisions finds that viscous hydrodynam-
ics breaks down for ⌘/s � 0.08 in p+A collisions [37].

An alternative to the hydrodynamic picture and its
sensitivity to the proton shape is provided within the
Glasma framework itself by initial state correlations of
gluons that show a distinct elliptic modulation in relative
azimuthal angle [21–25]. If these are not overwhelmed
in p+Pb collisions by final state e↵ects, as they are in
A+A collisions, they can contribute significantly to the
observed v

2

, and possibly v
3

. The initial state correla-
tions are those of gluons and do not address features of
the data such as the mass ordering in particle spectra.
While natural in hydrodynamical models, mass ordering
may also emerge due to universal hadronization e↵ects,

FIG. 25: (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration.

leads to all distances being of the order of the impact
parameter b, the only scale in the problem. In (b) we
had shown an alternative picture, in which there are no
gluons but 2Np QCD strings. Since those are “cold” (un-
excited) we crow those as straight lines. (Note that the
picture a bit exaggerates the ratio of two parameters in-
volved: the mean impact parameter between the nucleons
b ⇠p

�NN/⇡ ⇡ 1.6 fm and the size of the quark-diquark
dipole d ⇠ .4 fm, emphasizing b� d.)

Let us estimate the deformation of the initial state.
Since it is central collision, there is no mean geometrical
e↵ects and all deformations comes from fluctuations. As
discussed above, for all n one expects the same magnitude

✏n ⇠ 1p
N

(41)

where N = NpNg for (a) and only N = Np for (b).8 Results

Figure 7 presents the charged particle pseudorapidity density for p+Pb collisions at
�

sNN = 5.02 TeV
in the pseudorapidity interval |�| < 2.7 for eight centrality intervals. In the most peripheral collisions
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Figure 7: dNch/d�measured in di�erent centrality intervals. Statistical uncertainties, shown with vertical
bars are typically smaller than the marker size, colour band shows the systematic uncertainty of the
results.

(centrality interval 60-90%) dNch/d� has what appears to be a double-peak structure, similar to that seen
in proton-proton collisions [35, 49]. In more central collisions, the shape of dNch/d� becomes progres-
sively more asymmetric, with more particles produced in the Pb-going direction than in the proton-going
direction.

To investigate further the centrality evolution, the distributions in the various centrality intervals are
divided by the distribution in the 60-90% centrality interval. The ratios are shown in Fig. 8. The double
peak structure seen in the distributions in Fig. 7 disappears in the ratios. The ratios are observed to grow
nearly linearly with pseudorapidity, with a slope that increases from peripheral to central collisions. In the
0-1% centrality interval, the ratio increases by almost a factor of two over the measured �-range. These
ratios are fit with a second-order polynomial function, and the fit results are summarized in Table 2.

Figure 9 shows the dNch/d� divided by the number of participant pairs (�Npart�/2) as a function
of �Npart� for three di�erent implementations of the Glauber model; standard Glauber (top panel) and
Glauber-Gribov model with � = 0.55 and 1.01 in the middle and lower panels respectively. Since the
charged particle yields have significant pseudorapidity dependence, the dNch/d�/(�Npart�/2) is presented
in five � intervals including the full pseudorapidity interval, �2.7 < � < 2.7.

The dNch/d�/(�Npart�/2) values from the standard Glauber model are approximately constant up to
�Npart� � 10 and then increase for larger �Npart�. This trend is absent in the Glauber-Gribov model with
� = 0.55, which shows a relatively constant behaviour for the integrated yield divided by the number of
participant pairs. Finally, the dNch/d�/(�Npart�/2) values from the Glauber-Gribov model with � = 1.01
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FIG. 26: Rapidity distribution in pPb collisions for di↵erencet
centrality classes, from [38] .

FIG. 27: Sketch of the initial state in central pA collisions.
The plot (a) corresponds to IP-glasma model, with colored
circles representing multiple gluons. Fig.(b) is for Np = 16
Pomerons, each represented by a pair of cold strings. The
open circles are quarks and filled blue circles are diquarks.

Evaluating Ng from PDF’s at LHC energy includes in-
tegration from xmin ⇠ 10�3 to 1: one gets roughly the
ratio

✏(b)n

✏(a)

n

⇠ 1p
Ng
⇠ 4 (42)

Let us now switch to practical calculations and com-
parison to data. Schenke and Venugopalan [9] had re-
cently studied v

2

, v
3

flows in (very peripheral) AA and
central pA. They found that the IP-glasma model they
developed does a very good job for the former and un-
derpredicts them in the latter case, see Fig. 25.

As we already discussed above, in the peripheral AA ✏
2

is large, O(1), in any model, and in order to get the right
v
2

one has to have correct viscosity – which apparently
these authors have. The central pA is indeed the test
case: we argued above that the density is not yet large
enough to apply the IP-glasma model, and that stringy
Pomerons should be more applicable one. If so, using
(42) we should increase the v

2

by a factor of 4, which
brings it to an agreement with the CMS measurements.

One more test should be the width of the multiplicity
distribution, as it is defined by the number of Pomerons,
not gluons. as well as the magnitude of the shape fluc-
tuations ✏

2

, ✏
3

. This test is so far less accurate, but
qualitatively it also confirms out point of view that the
density in the pA case, even most central, is insu�cient
for IP-glasma model.

We thus conclude that the stringy model Fig.27(b) is
preferable over the picture (a).

More detailed discussion of pA collisions bring in im-
portnt details such as exact definition of the centrality
classes in terms of percentage of the cross section and
“the number of participants” Np associated with them.
For a detailed studies of these issues read e.g. that from
ATLAS [38] (or its analogs from other collaborations).
As seen from the table 4 of that paper, the exact number
for Np depends on the method: for example 1-5% cen-
trality class has Np ranging from 18.2 in Glauber to 27.4
in Glauber-Gribov fit.

conclusion: no glasma in pA 
but Pomerons/strings instead

. B. Schenke and R. Venugopalan, arXiv:1405.3605  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1 flux tube on the lattice

The dual superconductor idea by      
’t Hooft and Mandelstam  works well: 
(Higgs= the monopole condesate)

G. S. Bali, hep-ph/9809351.
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Fig. 6. Differential forms in D = 3 dimensions.
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Fig. 7. Electric field E and magnetic super current k between two static sources.

4.4. The Dual Superconductor in Detail

In order to obtain an effective low-energy Lagrangian with monopoles and photons
as fundamental degrees of freedom one can attempt to determine the free parameters
by numerically matching the effective action to that of APSU(2).9,20 To complement
such studies, one might probe the APSU(2) vacuum with electric (or magnetic) test
charges to verify predictions of the effective theory and measure the values of the
model parameters, which is the line I am going to follow here. Investigations of field
distributions in presence of charges have been performed previously.38 I will concentrate
on the results from a more recent study.39

We are probing the vacuum with static electric sources. For this purpose we
consider three dimensional spatial cross sections (time slices) of the lattice. In Fig. 6,
I have visualised where on the lattice different objects are “living”. The advantage in
working with differential forms is that the Stokes theorem is guaranteed to be exact
and not subject to lattice artefacts: if the differential Maxwell equations are fulfilled,
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Fig. 8. The electric field and the amplitude of the Ginzburg-Landau wave function against
the distance from the centre of the ANO vortex.39

while the other components vanish. For non-constant density of magnetic charges, the
London equation Eq. (22) is modified and becomes the second GL equation,

(

Cθ(x) −
Φel

2πx

)

+
λ2

f 2(x)
kθ(x) = 0. (29)

We can solve this equation with respect to F (x) = f(x)/λ after having reconstructed
Cθ(x) via Eq. (28).

The result is displayed in Fig. 8, together with Ez(x). Data obtained at x < 2.2a
has to be treated with care since the difference between lattice and continuum versions
of “curl” turns out to be bigger than our statistical uncertainty. For x > 4.2a the errors
on f explode: here, no contradiction to the London limit has been found. We fit F (x)
with the ansatz,

F (x) =
f(x)

λ
=

1

λ
tanh(x/α), (30)

which conforms to the right boundary conditions. The fit is included into the figure
as well as the result of a fit of Ez to a more involved four parameter ansatz that also
respects the boundary conditions on f .39 From the fit Eq. (30) we obtain λ = 1.62(2)a.
The fit to Ez yields λ = 1.84(8)a while a simultaneous fit to Ez and kθ yields λ =
1.99(5)a. This has to be compared with the value λ = 1.82(7)a from the London limit
fit of Eq. (25). We end up with the conservative estimate,

λ = 1.84+20
−24a = (0.15 ± 0.02) fm, Φel = 1.08 ± 0.02. (31)

One should settle in a scaling study whether the deviation from Φel = 1 can be at-
tributed to a non-trivial vacuum dielectricity constant due to anti-screening.

.

E Higgsdual 
supercurrent

M.Baker et al: in 1980’s: dual Higgs model



2 flux tubes  on the 
lattice

M. Zach, M. Faber and P. Skala, Nucl. 
Phys. B 529, 505 (1998) hep-lat/9709017.
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Figure 11: The interaction (field) energy of a pair of double charges as a function of charge
distance at β = 0.96.
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Figure 12: Longitudinal electric field profile of two interacting flux tubes in the symmetry plane
(E∥, solid line). The length of flux tubes is d = 22a, the transverse distance of equal charges is 4a.
For comparison, the dotted lines show the results for single flux tubes at x = −2a and x = +2a,
and the dashed line corresponds to the superposition E∥1 +E∥2 of these two non-interacting flux
tubes.

17

.

attractive 
interaction,

which  
strongly grows

near Tc



string interaction via 
sigma meson exchange

4

Radial flow is characterized by the dependence on
the particle mass M (for identified secondaries ⇡,K, p,⇤
etc) of either (i) their mean hp?(M)i or (ii) the of M?
distribution slope T

eft

(M), see e.g. [? ]. The data do
not show such dependence for the lower multiplicities (8
and 32) but the e↵ect clearly is there for higher ones (84
to 235).

Elliptic flow is in those cases measured also in two
ways, either by the two-particle or four-particle correla-
tion parameters known as v2{2} and v2{4} [? ]. The
latter for pA is multiplicity independent above N

tr

> 80,
but rapidly drops below it. This is perhaps the best in-
dicator for the onset of explosive regime we so far have.
For AA data for N

tr

< 80 are too uncertain to see any
trends there.

(The careful reader may notice that this value coin-
cides with the small peak of the multiplicity distribution
shown in Fig. 1 and dividing the miltiplicity distribution
into two parts, the geometry dominated and the high
multiplicity tail. This must be a coincidence, since it is
specific to the size of Pb nuclei used: the 16 wounded
nucleons is the mean value for a proton going along its
diameter.)

III. COLLECTIVE STRING INTERACTIONS

Stretching of these strings longitudinally creates what
we would call “the spaghetti stage”.

A. Interaction in multi-string systems

One Pomeron - 2 strings so N
p

= 20 event corresponds
to N

s

= 40 strings.
In order to study interaction, we need to know how far

from each other they are and how thick is the string
The typical impact parameter in a collision at LHC

energies is

b̄ ⇠
r

�
in

⇡
⇡ 1.5 fm (6)

while the string radius is rather small, e.g. according to
lattice studies [? ] r

s

⇡ .15 fm, an order of magnitude
lower. The fraction of the volume occupied by N

s

strings
in a cylinder is thus

N
s

⇣r
s

b̄

⌘2
⇠ 10�2N

s

(7)

For a “minimally biased” (typical) pA collisions, with
just few strings, it is a rather dilute system: so the inde-
pendence of string fragmentation – assumed by the Lund
model and its descendants – seems reasonable. But for
N

p

= 40 or more, this assumption should obviously be
questioned and revisited.

The system of strings, once produced by color ex-
changes as the target and projectile pass each other at

t ⇡ 0, is then stretched between their remnants, with ra-
pidities +Y and �Y where Y is related to NN center of
mass energy. An the generic rapidity �Y < y < Y (not
too close to each end) one can view the set of strings
as approximately parallel and directed along the beam
direction.
Interaction between the QCD strings was the subject

of our previous paper [8], to which we refer the reader for
motivations and the details. Following it, we will assume
it to be mediated by the lightest scalar �. For one string
the sigma “cloud” has the form

h�(r?)W i
hW ih�i = 1� CK0(m�

r̃?) (8)

where K0 is the Bessel function and the “regulated”
transverse distance is

r̃? =
q

r2? + s2
string

(9)

which smoothens the 2d Coulomb singularity ⇠ ln(r?) at
small r. The parameters values are consistent with the
string width.
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FIG. 2. (Color online). Points are lattice data from [12], the
curve is expression (8) with C = 0.26, s

string

= 0.176 fm.

Lattice simulations such as [12] have found vacuum
modifications due to presence of a QCD string. We
argued [8] that those data can be well described by a
“sigma cloud”. In Fig. 2 one can see our two-parameter
fit to those data (The sigma mass here was taken to be
m

�

= 600MeV as an imput, and not fitted/modified.)
The problem is thus reduced to the set of 2-dimensional

point particles with the interaction 2d Yukawa interac-
tion.
The main parameter of the string-string interaction is

thus numerically small

g
N

�
T

⌧ 1 (10)

typically in the range 10�1 � 10�2. So it is correctly
neglected in the situations – for which the Lund model
has been originally invented – in which only O(1) strings
are created. It is only comes into play when the number
of strings is so large, that this smallness can be overcome.
Instantaneous e↵ects first The magnitude of the quark

condensate � = hq̄qi at the string location is only 0.8
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T. Iritani, G. Cossu and S. Hashimoto, arXiv:1311.0218

our fit uses 
the sigma mass 

600 MeV

So the sigma cloud around a string is there!
thus they must attract at large distances

Self-interacting QCD strings and string balls  
Tigran Kalaydzhyan, Edward Shuryak (SUNY, Stony Brook). Feb 28, 2014. 15 pp.  
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QCD strings in holography

For concreteness: this is the model we follow 

Holographic Models for QCD in the Veneziano Limit 
Matti Jarvinen , Elias Kiritsis  

 JHEP 1203 (2012) 002       arXiv:1112.1261

Introduction to the subject will take too long…

Scalar dilaton represent coupling, its potential  
induces confinement and hadronic mass quantization

QCD is on the boundary of 5-d metric

Bulk brane has fundamental fermions, their number Nf is as large as Nc,             
x=Nf/Nc=fixed (Veneziano limit) so there are mesons and glueballs

Reasonably good spectroscopy, 
 Reggeons and even thermodynamics
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Collective string interactions in AdS/QCD

and high multiplicity pA collisions

Ioannis Iatrakis, Adith Ramamurti and Edward Shuryak
Department of Physics and Astronomy, Stony Brook University,

Stony Brook, New York 11794-3800, USA

(Dated: March 2, 2015)

Recently there appeared interest in collective interaction of QCD strings. Intrinsic attractive
interaction of strings in the context of holographic models of the AdS/QCD type, or � exchanges for
QCD strings – can significantly a↵ect properties of the multi-string systems. The high multiplicity
pA collisions are the simplest example of the kind, producing “spaghetti” of many strings extended
in the longitudinal (beam) direction. We study their collective field

I. INTRODUCTION

A. High energy collisions

High energy colliders – RHIC at BNL and LHC at
CERN – continue to provide new data on wide range of
hadronic collisions, from the basic proton-proton pp ones,
to proton-nuclei (dAu and pAu, respectively, to be called
pA below) and heavy-ion AA collisions. As the multiplic-
ity grows in each of the system, a transition is observed.
In the AA case, peripheral collisions are superpositions
of NN ones, while more central ones lead to production of
the QGP fireball, which subsequently explodes, leading
to a set of observed collective phenomena such as radial,
elliptic, etc. flows. The typical pp, pA events are, on
the contrary, well explained by pQCD and QCD strings,
decaying independently, according to Lund-type models
like Pythia and its descendants.

The question where the transition between those two
regimes happens is currently under intensive study, and
collective phenomena such as radial, elliptic, and trian-
gular flows were indeed observed in high multiplicity pA
and perhaps even pp collisions.

In this paper we will not consider high-density and
pQCD-based tools; instead we will start from a dilute
system of independent strings and study when such a
description will be limited by their interaction.

Not going into a review of phenomenology in this pa-
per, we still need to mention one central issue – to be
referred to as “the radial flow puzzle” –, which explains
why we are so interested in pA collisions. The magnitude
(maximal transverse rapidity) of the radial flow seems to
grow monotonously, from central AA to central pA to pp
(see data in [? ? ] and discussion in []):

yAA,central

? < ypA,central

? < ypp,highest? (1)

while the estimates of the initial entropy density (multi-
plicity per transverse area dN/dA?) however suggests a
di↵erent order :

dNpA

central

dA?
⇠

dNAA

peripheral

dA?
<

dNAA

central

dA?
<

dNpp

highest

dA?
(2)

One scenario to explain this puzzle, proposed by
Kalaydzhyan and Shuryak [4], is a collective collapse of

the string system created in maximal multiplicity pA
case. If so, the size of the system is reduced and density
increased by a significant factor, leading to a di↵erent
order of the densities:

dNAA

peripheral

dA?
<

dNAA

central

dA?
<

dNpA

maximal

dA?
<

dNpp

maximal

dA?
(3)

corresponding to the strength of the flow. Another no-
table consequence of this collapse is that the combined
field of all strings become strong enough to restore chiral
symmetry and thus create the QGP fireball, needed for
an explosion.

B. AdS/QCD

The objective of this work is to study the issue using
the AdS/QCD approach. A brief review in this subsec-
tion is intended to explain our motivation for doing so.
The famous AdS/CFT duality is a holographic corre-

spondence between the D = 4 N=4 super Yang-Mills
theory at strong coupling with certain version of a string
theory in an AdS5 ⇥ S5 background created by a set of
D3 branes [1]. Both the theory in question and the back-
ground possess conformal symmetry. Furthermore, large
number of branes N reduces the string theory to weakly
coupled (super)gravity.
Since we will be dealing with strings, let us remind the

reader that those live in the “bulk” of the AdS5 space,
carrying electric color fluxes from charges on its bound-
ary (that is, “our” or gauge theory world). The Mal-
dacena calculation [1] for two static charges derived the
shape of bending (geodesic) string. As the setting is scale
invariant, the modified strong coupling Coulomb law re-
mains V ⇠ 1/r, with only the coe�cient modified. First,
the calculation for the charges moving with fixed veloc-
ity ±v away from each other has been performed by Lin
and Shuryak [25], who found that for small enough v
there is a scaling solution for the falling string, general-
izing Maldacena case into a “generalized Ampère law”.
Yet, above certain critical velocity this becomes unstable,
and the stable solution in that range has been found nu-
merically. The hologram of that string calculated in [3]
showed a near-spherical, non-hydrodynamical explosion,

2

demonstrating quite directly that in N=4 at strong cou-
pling there should be no jets, even in e+e�annihilation
into quarks.

Consequently, suppose one can describe a set of falling
strings in AdS5 (say, a “strongly coupled glasma”). If the
endpoints are separated by a very large rapidity interval
(say ⇠ �y=15 at the LHC), one would expect for the
falling strings similar huge rapidities of the transverse
flow.

This does not happen in the real world, for the reason
that only the high T (or QGP) phase of QCD is (approx-
imately) conformal, modeled by the AdS/CFT duality.
Yet when the temperature falls to that of the decon-
finement transition T

c

, the system’s behavior changes.
Confinement sets in, quarks and gluons are reorganized
into hadrons, and the resulting hadronic system soon un-
dergoes the so-called freezeout. This is where a transi-
tion from (theoretically well-based) AdS/CFT duality to
(much less strict) AdS/QCD models is needed. Those use
5D gravity backgrounds which include confinement e↵ect,
by e↵ectively cutting o↵ the IR part of the holographic
space (for a review, see e.g. [? ]). The bulk strings
in such a background reach certain equilibrium positions
and “levitate.” Their hologram at the space boundary
is what one would call the QCD strings. Thus in such
models the forces between quarks gradually change from
Coulomb 1/r at small r to linear V ⇠ r at large r, cor-
responding to confinement.

So far, the AdS/QCD approach has been used to model
the hadronic spectrum as well as thermodynamics of
QCD at finite temperatures. Important recent advances
[11], which are used below, include the back reaction of
the quarks in the Veneziano limit of QCD (also called
V-QCD), in which the number of colors and flavors are
comparable:

N
c

, N
f

! 1 N
f

/N
c

= x = const (4)

Unlike lattice QCD, AdS/QCD is not restricted to Eu-
clidean domain, and thus various time-dependent pro-
cesses can also be studied. This opened a door to stud-
ies of various out-of-equilibrium settings devoted to un-
derstanding of the matter equilibration. Those include
the “equilibration shock wave” or falling membrane [],
Bjorken geometry falling black hole [], collision of infi-
nite walls of matter [], and stationary strong shocks [].

Since the creation of QGP fireball is dual to formation
of a black hole in a bulk, this topic has been addressed in
some of these works, and is the central one of the present
paper as well. We, however, focus instead on smaller sys-
tems such as typical pp or pA collisions, and thus instead
of colliding walls, we discuss a string setting. Looking
for a more amenable geometry, we look at the so called
“spaghetti” phase, in which certain number of parallel
QCD strings is produced and subsequently decay. The
smallest number, originating from a single Pomeron or
color exchange, is 2 strings, connected to leading quarks
(diquarks).

It has been argued in [4] that when the number of
strings in “spaghetti” gets large enough, mutual attrac-
tion between them gets large enough to induce collapse
and the collectivization of their fields. It has been argued
that it should happen for the largest number in observed
high multiplicity pA events, in which perhaps 40 or so
strings are produced.
In this paper we study the same scenario, but in a

holographic setting.

TABLE I: default

�
tot

� = exp(�) dilaton

A (6) conformal factor of the metric

A
s

A+ 2
3� string conformal factor

T tachyon q̄q scalar

� �
tot

= �+ � dilaton fluctuation

s T = ⌧ + s tachyon fluctuation

 �g
MN

= 2 ⇤ ⌘
MN

conformal fluctuation

⇣  � A

0

�0 � scalar glueballs

⇠  � A

0

⌧

0 s scalar mesons

II. THE SETTING

A. The background

The background and fields are defined in papers by
Kiritsis et al. [6, 7]. The specific calculation we follow
includes back reaction of the quarks in V-QCD with Po-
tential I [11].
The action for gravity and the dilaton � is

S = M3N2
c

Z
d5x

p
�g[R � 4

3
gµ⌫@

µ

�@
⌫

�+ V (�)] (5)

The overall setting includes background with a (con-
formal) gravity metric of the form

g
µ⌫

= exp(2A(z))[dz2 + ⌘
ij

dxidxj ] (6)

where ⌘
ij

= diag(�,+,+,+) is the Minkowski metric.
The t’ Hooft � coupling is directly related to the dila-

ton: � = exp(�).
The UV expansions of the background fields are such

that they reproduce the perturbative running of the t’
Hooft coupling.

A(z) = � log
z

`
+

4

9 log(z⇤
UV

)
, �(z) = � 8

9V1 log(z⇤
UV

)
,

(7)

where ` is the AdS radius and ⇤
UV

is the characteristic
scale of the theory that corresponds to the QCD strong
coupling scale.
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FIG. 1: The background solutions for the metric scale factor
(solid), the dilaton (dashed) and the tachyon (dotted) as a
function of the holographic coordinate z.

where the IR scale ⇤
IR

is an integration constant of the
equations of motion.

The scalar fluctuations of the model describe the mixed
scalar glueballs and mesons and were analyzed in [15].
The relevant excitations of the tachyon, dilaton, and the
scalar part of the the g

ij

component of the metric are

� = �+ � , T = ⌧ + s , g
ij

= e2A(1 + 2 )⌘
ij

. (13)

Their invariant combinations under the linearized 5-
dimensional di↵eomorphism symmetry of the bulk space-
time which correspond to the physical scalars are

⇣ =  � A0

�0� , ⇠ =  � A0

⌧ 0
s . (14)

⇣ and ⇠ are dual to the RG operators of the boundary field
theory which generate the glueball and scalar mesons,
respectively, as x ! 0. In the Veneziano limit (x =
finite), the two excitations mix to leading order, hence
the distinction to glueballs and mesons requires a detailed
study of the mixed fluctuation equations, (26, 27). We
perform this analysis in section (III B) for x = 1 and
make contact with phenomenology. We show that the
mixing of the di↵erent fluctuations can be weak even for
finite value of x.

TABLE I: The fields and fluctuations of our model.

� = log � Dilaton

A Metric conformal factor

As = A+ 2
3� String frame metric conformal factor

⌧ Tachyon (q̄q scalar)

� = �� Dilaton fluctuation

s = �⌧ Tachyon fluctuation

 = e�2A

4 �g

i
i Scalar part of metric fluctuation

⇣ =  � A0

�0 � Scalar glueballs as x ! 0

⇠ =  � A0

⌧ 0 s Scalar mesons as x ! 0

B. Strings

The bulk theory is argued to be a low energy e↵ec-
tive model of string theory, even if we are not in a con-
trol string theory limit, so there are fundamental strings
in the bulk. The electric fluxes running through these
strings are sourced by charges at the boundary – the
quarks of the gauge theory. In holographic models, stud-
ies of stretching strings were first done in the original
AdS/CFT correspondence with a conformal AdS5 space
in refs. [2, 23]. In this setting, the middle section of
the string is falling under gravity away from the bound-
ary. The calculated holographic image of such stretching
strings reveals a non-hydrodynamical explosion, which
does not have any “jet-like” features (forward-backward
peaks).
The bulk strings in AdS/QCD background are not in-

definitely falling, but can reach certain equilibrium posi-
tions and “levitate”. Their hologram at the space bound-
ary is what one would call the QCD strings. Thus in such
models the forces between quarks gradually change from
Coulomb 1/r at small r to linear V ⇠ r at large r, cor-
responding to confinement, [6].
String dynamics are governed by the Nambu-Goto ac-

tion

S
NG

= �T
f

Z
d⌧d�

p
� det g

S

, (15)

(g
S

)
↵�

= (g
S

)
µ⌫

@
↵

Xµ@
�

X⌫ , (16)

where we use the string frame metric

(g
S

)
µ⌫

= e2As(z)⌘
µ⌫

, A
s

(z) = A(z) +
2

3
�(z) . (17)

In top-down holographic models, the fundamental
string tension T

f

provides the input scale for the whole
construction and is determined by the original string the-
ory. Unfortunately, in the V-QCD model, such a connec-
tion of T

f

to other parameters is missing, and thus should
be fitted to phenomenology.
The force of gravity – gradients of the metric – causes

all objects, including strings, to fall to the IR (large z).
The dilaton gradient, however, produces the opposite ef-
fect. Specifically, in the background used, the metric at
large z is decreasing as A ⇠ �⇤

IR

z2, but the � contri-
bution cancels this term; see Eq. (11). The conformal
factor of the string frame metric then increases in the
IR, A

s

⇠ (1/2) ln(z) at large z. As a result, at some
position z⇤ there is a minimum of A

s

where the string
equilibrates; see Fig. 2. This minimum is given by

A0
s

(z⇤) = 0, z⇤ ⇡ 0.876⇤�1
UV

(18)

The simplest falling string example is a string extended
in x direction and falling in z: Xµ = (t, x, 0, 0, Z(t)).
Plugging this into the action, one finds the e↵ective ac-
tion of the problem for Z(t):

Z
dtdxe2As(Z)

p
1� Ż2 , (19)
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FIG. 1: The background solutions for the metric scale factor
(solid), the dilaton (dashed) and the tachyon (dotted) as a
function of the holographic coordinate z.

B. Strings

The bulk theory is expected to be a certain approxima-
tion to string theory, so there fundamental strings in the
bulk. The electric fluxes running through those strings
are sourced by charges at the boundary – the quarks and
gluons of the gauge theory.

String dynamics is governed by the Nambu-Goto ac-
tion

S
NG

= �T
f

Z
d⌧d�

p
�detg

S

(8)

(g
S

)
↵�

= (g
S

)
µ⌫

@
↵

Xµ@
�

X⌫ (9)

and in the coordinates used

(g
S

)
µ⌫

= e2As(z)⌘
µ⌫

(10)

A
s

(z) = A(z) +
2

3
�(z) (11)

In the holography really based on string theory, like
the original AdS/CFT correspondence, the fundamental
string tension T

f

provides the input scale for the whole
construction. Unfortunately, in the AdS/QCD models
we use, such a connection of T

f

to other parameters is
missing, and thus should be fitted to phenomenology (see
below).

Gravity forces – gradients of the metric – causes all
objects, including strings, to fall toward the IR (large z)
direction. However the dilaton gradient produces the op-
posite e↵ect. Specifically, in the background used, the
metric at large z is decreasing as A ⇠ �z2, but the
� contribution cancels this term and causes an increase
A

s

⇠ (1/2) ln(z) at large z. As a result, at some position
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FIG. 2: The combination A
s

(z) as a function of the holo-
graphic coordinate z (solid) compared to it’s IR (large z)
asymptotics (dashed). It is noticed that A

s

(z) has a minimum
corresponding to the equilibrium scale of the QCD string.

z⇤ there is a minimum of A
s

, see Fig.2. It corresponds
to zero of the derivative

A0
s

(z⇤) = 0, z⇤ ⇡ 0.80203 (12)

The simplest falling string example is a string extended
in x direction and falling in z: Xµ = (t, x, 0, 0, Z(t)).
Plugging this into the action, one finds the e↵ective ac-
tion of the problem for Z(t):

Z
dtdxe2As(Z)

p
1 � Ż2 (13)

which generates the equation of motion (EOM):

@
t

 
e2As(Z) Żp

1 � Ż2

!
=
p
1 � Ż2@

z

⇣
e2As(Z)

⌘
(14)

Instead of solving this EOM, for one string, one can use
instead conservation of energy in our time-independent
background. The Hamiltonian for this case is

H = �exp(2A
s

(Z))p
1 � Ż2

(15)

By setting it equal to the energy E, one gets directly the
first derivative of Z.
As usual, motion in general occurs between two turn-

ing points in which the velocity vanishes Ż = 0. When
z = z⇤ and the energy corresponds to the minimum, the
string simply “levitates” without motion at this point.
The holographic image of this stationary string, calcu-
lated by standard rules, generates some stress tensor
Tµ⌫(x) distribution, with Minkowski indices µ, ⌫ = 0..3,
describing a static QCD string. The integral

R
d3xT 00(x)

per unit length in x is known as the QCD string tension
T
s

= (420MeV )2. Rather than predicting it, one can
use it to fix the fundamental string tension T

f

.
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B. Strings

The bulk theory is expected to be a certain approxima-
tion to string theory, so there fundamental strings in the
bulk. The electric fluxes running through those strings
are sourced by charges at the boundary – the quarks and
gluons of the gauge theory.

String dynamics is governed by the Nambu-Goto ac-
tion
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and in the coordinates used
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µ⌫
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(z) = A(z) +
2

3
�(z) (11)

In the holography really based on string theory, like
the original AdS/CFT correspondence, the fundamental
string tension T

f

provides the input scale for the whole
construction. Unfortunately, in the AdS/QCD models
we use, such a connection of T

f

to other parameters is
missing, and thus should be fitted to phenomenology (see
below).

Gravity forces – gradients of the metric – causes all
objects, including strings, to fall toward the IR (large z)
direction. However the dilaton gradient produces the op-
posite e↵ect. Specifically, in the background used, the
metric at large z is decreasing as A ⇠ �z2, but the
� contribution cancels this term and causes an increase
A
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⇠ (1/2) ln(z) at large z. As a result, at some position
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graphic coordinate z (solid) compared to it’s IR (large z)
asymptotics (dashed). It is noticed that A
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(z) has a minimum
corresponding to the equilibrium scale of the QCD string.

z⇤ there is a minimum of A
s

, see Fig.2. It corresponds
to zero of the derivative

A0
s

(z⇤) = 0, z⇤ ⇡ 0.80203 (12)

The simplest falling string example is a string extended
in x direction and falling in z: Xµ = (t, x, 0, 0, Z(t)).
Plugging this into the action, one finds the e↵ective ac-
tion of the problem for Z(t):

Z
dtdxe2As(Z)

p
1 � Ż2 (13)

which generates the equation of motion (EOM):
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Instead of solving this EOM, for one string, one can use
instead conservation of energy in our time-independent
background. The Hamiltonian for this case is

H = �exp(2A
s

(Z))p
1 � Ż2

(15)

By setting it equal to the energy E, one gets directly the
first derivative of Z.
As usual, motion in general occurs between two turn-

ing points in which the velocity vanishes Ż = 0. When
z = z⇤ and the energy corresponds to the minimum, the
string simply “levitates” without motion at this point.
The holographic image of this stationary string, calcu-
lated by standard rules, generates some stress tensor
Tµ⌫(x) distribution, with Minkowski indices µ, ⌫ = 0..3,
describing a static QCD string. The integral

R
d3xT 00(x)

per unit length in x is known as the QCD string tension
T
s

= (420MeV )2. Rather than predicting it, one can
use it to fix the fundamental string tension T

f

.
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B. Strings

The bulk theory is expected to be a certain approxima-
tion to string theory, so there fundamental strings in the
bulk. The electric fluxes running through those strings
are sourced by charges at the boundary – the quarks and
gluons of the gauge theory.

String dynamics is governed by the Nambu-Goto ac-
tion
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= e2As(z)⌘
µ⌫

(10)
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(z) = A(z) +
2
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�(z) (11)

In the holography really based on string theory, like
the original AdS/CFT correspondence, the fundamental
string tension T

f

provides the input scale for the whole
construction. Unfortunately, in the AdS/QCD models
we use, such a connection of T

f

to other parameters is
missing, and thus should be fitted to phenomenology (see
below).

Gravity forces – gradients of the metric – causes all
objects, including strings, to fall toward the IR (large z)
direction. However the dilaton gradient produces the op-
posite e↵ect. Specifically, in the background used, the
metric at large z is decreasing as A ⇠ �z2, but the
� contribution cancels this term and causes an increase
A
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⇠ (1/2) ln(z) at large z. As a result, at some position
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graphic coordinate z (solid) compared to it’s IR (large z)
asymptotics (dashed). It is noticed that A
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(z) has a minimum
corresponding to the equilibrium scale of the QCD string.

z⇤ there is a minimum of A
s

, see Fig.2. It corresponds
to zero of the derivative

A0
s

(z⇤) = 0, z⇤ ⇡ 0.80203 (12)

The simplest falling string example is a string extended
in x direction and falling in z: Xµ = (t, x, 0, 0, Z(t)).
Plugging this into the action, one finds the e↵ective ac-
tion of the problem for Z(t):

Z
dtdxe2As(Z)

p
1 � Ż2 (13)

which generates the equation of motion (EOM):
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Instead of solving this EOM, for one string, one can use
instead conservation of energy in our time-independent
background. The Hamiltonian for this case is

H = �exp(2A
s

(Z))p
1 � Ż2

(15)

By setting it equal to the energy E, one gets directly the
first derivative of Z.
As usual, motion in general occurs between two turn-

ing points in which the velocity vanishes Ż = 0. When
z = z⇤ and the energy corresponds to the minimum, the
string simply “levitates” without motion at this point.
The holographic image of this stationary string, calcu-
lated by standard rules, generates some stress tensor
Tµ⌫(x) distribution, with Minkowski indices µ, ⌫ = 0..3,
describing a static QCD string. The integral

R
d3xT 00(x)

per unit length in x is known as the QCD string tension
T
s

= (420MeV )2. Rather than predicting it, one can
use it to fix the fundamental string tension T

f

.

A holographic image of a bulk string 
is the QCD string

such model combines advantages
 of the string theory in 10d 

with QCD string phenomenology

Z(t,z) string



Hadronic spectroscopy in AdS/QCD in Veneziano limit
is needed to get sigma=f(600)
and good chiral dynamics
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demonstrating quite directly that in N=4 at strong cou-
pling there should be no jets, even in e+e�annihilation
into quarks.

Consequently, suppose one can describe a set of falling
strings in AdS5 (say, a “strongly coupled glasma”). If the
endpoints are separated by a very large rapidity interval
(say ⇠ �y=15 at the LHC), one would expect for the
falling strings similar huge rapidities of the transverse
flow.

This does not happen in the real world, for the reason
that only the high T (or QGP) phase of QCD is (approx-
imately) conformal, modeled by the AdS/CFT duality.
Yet when the temperature falls to that of the decon-
finement transition T

c

, the system’s behavior changes.
Confinement sets in, quarks and gluons are reorganized
into hadrons, and the resulting hadronic system soon un-
dergoes the so-called freezeout. This is where a transi-
tion from (theoretically well-based) AdS/CFT duality to
(much less strict) AdS/QCD models is needed. Those use
5D gravity backgrounds which include confinement e↵ect,
by e↵ectively cutting o↵ the IR part of the holographic
space (for a review, see e.g. [? ]). The bulk strings
in such a background reach certain equilibrium positions
and “levitate.” Their hologram at the space boundary
is what one would call the QCD strings. Thus in such
models the forces between quarks gradually change from
Coulomb 1/r at small r to linear V ⇠ r at large r, cor-
responding to confinement.

So far, the AdS/QCD approach has been used to model
the hadronic spectrum as well as thermodynamics of
QCD at finite temperatures. Important recent advances
[11], which are used below, include the back reaction of
the quarks in the Veneziano limit of QCD (also called
V-QCD), in which the number of colors and flavors are
comparable:

N
c

, N
f

! 1 N
f

/N
c

= x = const (4)

Unlike lattice QCD, AdS/QCD is not restricted to Eu-
clidean domain, and thus various time-dependent pro-
cesses can also be studied. This opened a door to stud-
ies of various out-of-equilibrium settings devoted to un-
derstanding of the matter equilibration. Those include
the “equilibration shock wave” or falling membrane [],
Bjorken geometry falling black hole [], collision of infi-
nite walls of matter [], and stationary strong shocks [].

Since the creation of QGP fireball is dual to formation
of a black hole in a bulk, this topic has been addressed in
some of these works, and is the central one of the present
paper as well. We, however, focus instead on smaller sys-
tems such as typical pp or pA collisions, and thus instead
of colliding walls, we discuss a string setting. Looking
for a more amenable geometry, we look at the so called
“spaghetti” phase, in which certain number of parallel
QCD strings is produced and subsequently decay. The
smallest number, originating from a single Pomeron or
color exchange, is 2 strings, connected to leading quarks
(diquarks).

It has been argued in [4] that when the number of
strings in “spaghetti” gets large enough, mutual attrac-
tion between them gets large enough to induce collapse
and the collectivization of their fields. It has been argued
that it should happen for the largest number in observed
high multiplicity pA events, in which perhaps 40 or so
strings are produced.
In this paper we study the same scenario, but in a

holographic setting.

TABLE I: default

�
tot

� = exp(�) dilaton

A (6) conformal factor of the metric

A
s

A+ 2
3� string conformal factor

T tachyon q̄q scalar

� �
tot

= �+ � dilaton fluctuation

s T = ⌧ + s tachyon fluctuation

 �g
MN

= 2 ⇤ ⌘
MN

conformal fluctuation

⇣  � A

0

�0 � scalar glueballs

⇠  � A

0

⌧

0 s scalar mesons

II. THE SETTING

A. The background

The background and fields are defined in papers by
Kiritsis et al. [6, 7]. The specific calculation we follow
includes back reaction of the quarks in V-QCD with Po-
tential I [11].
The action for gravity and the dilaton � is

S = M3N2
c

Z
d5x

p
�g[R � 4

3
gµ⌫@

µ

�@
⌫

�+ V (�)] (5)

The overall setting includes background with a (con-
formal) gravity metric of the form

g
µ⌫

= exp(2A(z))[dz2 + ⌘
ij

dxidxj ] (6)

where ⌘
ij

= diag(�,+,+,+) is the Minkowski metric.
The t’ Hooft � coupling is directly related to the dila-

ton: � = exp(�).
The UV expansions of the background fields are such

that they reproduce the perturbative running of the t’
Hooft coupling.

A(z) = � log
z

`
+

4

9 log(z⇤
UV

)
, �(z) = � 8

9V1 log(z⇤
UV

)
,

(7)

where ` is the AdS radius and ⇤
UV

is the characteristic
scale of the theory that corresponds to the QCD strong
coupling scale.
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can only follow evolution of those as x = N
f

/N
c

changes.
However if the mixing remains relatively weak, such dis-
tinction remains meaningful and can help to understand
what is happening, in particular in the small-magnitude
of the string-string interactions we focus on in this work.

With such motivation, we have studied the mixing phe-
nomenon in significant detail. The excitation equations
were derived in [11], Eqs.(A100,A101), for two gauge in-
variant combinations of scalars. We use them in the fol-
lowing form, of two coupled equations

⇣ 00 + k̃(A) ⇣ 0 + p̃(A) ⇠0 + z0(A)2 m2⇣ + Ñ1(A) (⇣ � ⇠) = 0 ,
(19)

⇠00 + q̃(A) ⇣ 0 + ñ(A) ⇠0 + t̃(A)m2⇠ + Ñ2(A) (⇠ � ⇣) = 0 ,
(20)

where the variable used is A instead of the usual AdS
coordinate z and the derivatives are with respect to A.
The reason for this choice is that the numerical calcu-
lations close to the AdS boundary become substantially
more accurate. The coe�cients in equations (19) and
(20) are, expressed in the A coordinate:

k̃(A) =

✓
k(z(A))z0(A) � z00(A)

z0(A)2

◆
, p̃(A) = p(z(A))z0(A) ,

(21)

ñ(A) =

✓
n(z(A))z0(A) � z00(A)

z0(A)2

◆
, q̃ = q(z(A))z0(A) ,

(22)

Ñ1(A) = N1(z(A))z0(A)2, Ñ2(A) = N2(z(A))z0(A)2,
(23)

t̃(A) = t(z(A))z0(A)2 , (24)

where the original coe�cients (without the tildes) are
given by the lengthy expressions in [11], Eqs (A.102 -
A.107). We will not copy them here, but just comment
that all parameters of those coe�cients are fixed by the
Lagrangian, and so, even with all the complexity of ex-
pressions, everything is fully determined. Normalizable
solutions, both in IR and UV, provide the scalar masses
that we already discussed above.

We defined a set of “zeroth order” states ⇣
(0)
n

, ⇠
(0)
n

as
the eigenfunctions of the Hamiltonian without mixing

H(0) =

 
H

⇣

0

0 H
⇠

!
(25)

The eigenvalues are “unmixed masses squared” m
(0) 2
n

and

H
⇣

= �w
⇣

(A)

z0(A)2

✓
d2

dA2
+ k̃(A)

d

dA
+ Ñ1(A)

◆
, (26)

H
⇠

= �w
⇠

(A)

t̃(A)

✓
d2

dA2
+ ñ(A)

d

dA
+ Ñ2(A)

◆
, (27)
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Coupled System Eigenvalues

Decoupled Gluon Eignvalues

Decoupled Meson Eigenvalues

1 2 3 4 5
m
LUV

-4

-2

0

2

Eigenmasses

FIG. 3: The determinant of the UV boundary value of two
linearly independent solutions of the scalar fluctuation equa-
tions, versus the mass parameter in ⇤

UV

units. It’s five zeros
(red points) indicate the normalizable solutions and the cor-
responding masses are those of the lowest five scalars. Two
other curves correspond to unmixed equations as explained in
the text.

The normalization weight for each is found by standard
elimination of the first derivative – the Schrödinger form–
in each equation separately, and all of those states are
subsequently normalized to the unit norm. Hence, we
have defined

w
⇣

(A) = z0(A)2e
R
k̃(A) , w

⇠

(A) = t̃(A)2e
R
ñ(A) . (28)

In Fig.3, we show the UV behavior of the non-
normalizable solution as a function of mass squared. Ze-
ros correspond to the normalizable solutions, or eigenval-
ues. The curve with closed circles corresponds to fully-
coupled system, giving the “mixed mass squared”, while
two other curves are for uncoupled equations. The les-
son from this plot is that each mixed state is close (in its
mass) to one of the unmixed states we use as a basis; this
was our early indication that mixing e↵ects are, in some
sense, small. Looking at the Fig. 3 more attentively, one
finds an expected pattern of repulsive mass levels due
to to mixing: close pairs of states move away from each
other, the lowest state moves lower, etc.
To make it quantitative we proceed by defining the

mixing part of the Hamiltonian

V =

 
0 V

⇠

V
⇣

0

!
(29)

where

V
⇣

= �w
⇣

(A)

z0(A)2

✓
p̃(A)

d

dA
� Ñ1(A)

◆

V
⇠

= �w
⇠

(A)

t̃(A)2

✓
q̃(A)

d

dA
� Ñ2(A)

◆
(30)
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Near the levitation point one can approximate the mo-
tion by a harmonic oscillation with the frequency

!⇤ = [2A00
s

(z⇤)]
1/2 (16)

However, because the potential is quite asymmetric, the
validity of such harmonic approximation is rather lim-
ited. In general, oscillations toward large z – the IR –
take longer time and reach higher values of z, as com-
pared to motion in the UV direction.

Let us now return to the discussion of the holographic
image of the string on the boundary. Standard rules re-
quire calculation of the bulk-to-boundary propagators for
all bulk fields, which source the operators of the gauge
theory. One of them – the metric g

µ⌫

– sources the stress
tensor Tµ⌫ mentioned above. The characteristic scale
of the string energy distribution in transverse plane is
given by the mass of the corresponding mode, known
as the tensor glueball M(2++) ⇡ 2 GeV. This (rather
high) scale defines the scale of the QCD string width
�y ⇠ 1/M(2++) ⇡ 0.1 fm.

Flavorless scalars source quark bilinear operator q̄q,
related to modification of the quark condensate in the
QCD vacuum by the string. The lowest scalar meson in
QCD is much lighter than the tensor glueball M(0++) =
m

�

⇡ 0.4 GeV, and thus it produce much wider image.
This field will play prominent role in what follows.

III. THE SCALAR MESONS

A. Phenomenology

Before we turn to our model calculations, let us for
completeness present a brief summary of the relevant
hadronic spectroscopy. The scalar flavor-singlet sector
of hadronic spectroscopy we need to address is one of
the most complicated ones; its detailed discussion can
be found in publications of Particle Data Group and the
vast literature on which it is based.

The scalar meson channel includes one light state,
known as the � meson or f0(600) in current PDG
naming. Multiple complex fits put its location around
M + i�/2 ⇡ (400� 600) + i(200� 300) MeV, but with a
large spread. It is followed by a group of relatively close
states f0(1370), f0(1500), and f0(1710). In general, all of
them are expected to be a mixture of close ūu + d̄d, s̄s
and the lowest glueball states. A number of arguments
– narrow width, di↵ractive production, and absence in
�� production channel – indicate that the middle state
f0(1500) is mostly comprised of the glueball. Splitting of
f0(1370), f0(1710) is comparable to 2m

s

and their decay
channel suggest that the upper state is predominantly a
strange s̄s meson.

The chiral symmetry breaking phenomenon is strongly
related with the existence of the light scalar meson
� � f0(600). The standard form of its interaction with
quarks vacuum, �q̄q, shows that the vacuum expectation

value (VEV) h�i is – up to a sign – nothing else but the
“constituent quark mass.” Partial or full cancellation of
this VEV implies local restoration of chiral symmetry.

B. Scalar masses in AdS/QCD

It is crucial to our project to include the back reac-
tions of the quarks on the gluonic observables, or use the
Veneziano limit (also called V-QCD). Fortunately such
calculations has been recently done in [11]. The calcu-
lation starts in the IR from in falling boundary condi-
tion, and then proceed toward the UV end, the boundary.
Mass values which cause “bad” (non-normalizable) solu-
tions to vanish there provide the spectrum of the model.
The masses of the lowest five modes in the scalar channel
can be read o↵ our Fig. 3.
As seen from this plot, and previously shown in Fig.7

(left) of [11], at physically relevant flavor parameter
x = N

f

/N
c

⇡ 1 the lowest non-flavored scalar is indeed
significantly lighter than the others. Fig.8 (left) puts its
mass to about half of the ⇢ meson mass and in the phe-
nomenologically expected ⇠ 400 MeV range.
Next come a close pair of the second and third states,

with mass ratios to the first one m3/m1 ⇡ 2.6. Since in
the calculation the strange quark is as light as u, d, there
should not be a separate f0(1710) state, and this pair
can be identified with a close pair f0(1370), f0(1500); at
x = N

f

/N
c

= 1 their splitting is also correct. Di↵erent
x-dependence of the third state from others hints that it
is indeed mostly a glueball, but this feature is not robust,
as it depends on the details of the potential.
The five lowest masses in units of the UV scale of the

model are

m1

⇤
UV

= 1.53 ,
m2

⇤
UV

= 3.54 ,
m3

⇤
UV

= 3.94 ,

m4

⇤
UV

= 4.86 ,
m5

⇤
UV

= 5.45 (17)

Selecting the numerical value of ⇤
UV

from the second
and third state masses, which are narrow and therefore
well mapped to phenomenology, we fix the absolute units
in our model to be

⇤
UV

= 387MeV, m
�

= 592MeV (18)

C. Study of state mixing

In the language of QCD there are two kind of un-
flavored hadrons: those made of glue – glueballs, and
mesons (q̄q). In the string language those are, re-
spectively, made from closed and open strings. In the
AdS/QCD models those originate from fluctuations of
gravity-dilaton or quark-related branes.
In any of those pictures, states with identical quantum

numbers can mix, and when the mixing is strong the
original designation of states loses its meaning, and one

the bottom-line is that the model does a very good job 
even on the most complicated part of hadronic spectroscopy: 

the 0++scalars and their mixing

so a QCD string is combination of 2  holograms:  
thin, via dilaton (glueballs), 
 and thick via sigma meson

glueball
f0(600)f0(1370)6

The scalar meson channel includes one light state,
known as the � meson, or f0(600) in the current PDG
naming scheme. Multiple complex fits put its location
around M + i�/2 ⇡ (400� 600)+ i(200� 300) MeV, but
with a large spread. It is followed by a group of relatively
close states f0(1370), f0(1500), and f0(1710). In general,
all of them are expected to be a mixture of ūu+ d̄d, s̄s,
and the lowest glueball states. A number of arguments
– narrow width, di↵ractive production, and absence in
�� production channel – indicate that the middle state
f0(1500) is mostly comprised of the glueball. Splitting of
f0(1370) and f0(1710) is comparable to 2m

s

, and their
decay channel suggests that the upper state is predomi-
nantly a strange s̄s meson.

The chiral symmetry breaking phenomenon is strongly
related with the existence of the light scalar meson
� � f0(600). The standard form of its interaction with
quarks vacuum, �q̄q, shows that the vacuum expectation
value (VEV) h�i is – up to a sign – nothing else but the
“constituent quark mass.” Partial or full cancellation of
this VEV implies local restoration of chiral symmetry.

It is crucial to our project to include the back-reactions
of the quarks on the gluonic observables, or use the
Veneziano limit. The study of the spectrum of such
models has been recently done in [14, 15, 21, 22]. In
particular, we use the confined phase spectrum with zero
quark mass and the holographic potential of class I, which
was analyzed in [15]. To calculate the meson and glue-
ball spectra in holography, we have to expand the action
to quadratic order and solve the linear Sturm-Liouville
problem for the fluctuation fields in the bulk space-time.
The numerical integration of the excitation equations
starts from the IR with normalizable boundary condi-
tions, and then proceeds towards the UV boundary of
space, where we impose normalizable boundary condi-
tions. Mass values which cause “bad” (non-normalizable)
solutions to vanish in the UV provide the spectrum of the
model. The masses of the lowest five modes in the scalar
channel can be read o↵ of Fig. 3. The glueball spectrum
has also been studied in the context of other holographic
models, such as the Sakai-Sugimoto model, but in the
limit of small number of flavors, [25].

As seen from this plot, and previously shown in Fig.
7 (left) of [15], at physically relevant flavor parameter
x = N

f

/N
c

⇡ 1, the lowest non-flavored scalar is indeed
significantly lighter than the others. Fig. 8 (left) of [15]
puts its mass to about half of the ⇢ meson mass and in
the phenomenologically expected ⇠ 400 MeV range.

Next come a close pair of the second and third states,
with mass ratios to the first one m3/m1 ⇡ 2.6. Since
in the calculation the strange quark is as light as u, d,
there should not be a separate f0(1710) state, and this
pair can be identified with a close pair f0(1370), f0(1500);
at x = N

f

/N
c

= 1 their splitting is also correct. Di↵erent
x-dependence of the third state from others hints that it
is indeed mostly a glueball, but this feature is not robust,
as it depends on the details of the potential.

The five lowest masses in units of the UV scale of the

model are

m1

⇤
UV

= 1.53 ,
m2

⇤
UV

= 3.54 ,
m3

⇤
UV

= 3.94 ,

m4

⇤
UV

= 4.86 ,
m5

⇤
UV

= 5.45 . (23)

Selecting the numerical value of ⇤
UV

from the second
and third state masses, which are narrow and therefore
well mapped to phenomenology, we fix the absolute units
in our model to be

⇤
UV

= 387MeV, m
�

= 592MeV. (24)

Then, of the masses of the higher states read

m2 = 1370MeV , m3 = 1525MeV ,

m4 = 1881MeV , m5 = 2019MeV . (25)

B. Mixing of Pure States

In the language of QCD, there are two kind of unfla-
vored hadrons: those made of glue – glueballs, and those
made of quark-antiquark pairs – mesons (q̄q). In the
string language these are, respectively, made from closed
and open strings. In the AdS/QCD models those origi-
nate from fluctuations of closed strings coming from the
color branes or open strings from the flavor branes.
In any of those pictures, states with identical quantum

numbers can mix, and when the mixing is strong, the
original designation of states loses its meaning and one
can only follow evolution of those as x = N

f

/N
c

changes.
However, if the mixing remains relatively weak, such a
distinction of states remains meaningful and can help one
to understand what is happening, in particular in the
small-magnitude of the string-string interactions that we
focus on in this work.
With such motivation, we have studied the mixing phe-

nomenon in significant detail. The excitation equations
were derived in [15], Eqs. (A100, A101), for the two
gauge invariant combinations of scalars defined in (IIA).
We use them in the following form, of two coupled equa-
tions

⇣ 00 + k̃(A) ⇣ 0 + p̃(A) ⇠0 + z0(A)2 m2⇣ + Ñ1(A) (⇣ � ⇠) = 0 ,
(26)

⇠00 + q̃(A) ⇣ 0 + ñ(A) ⇠0 + t̃(A)m2⇠ + Ñ2(A) (⇠ � ⇣) = 0 ,
(27)

where the coordinate used is the scale factor A instead of
the usual AdS coordinate z and the derivatives are with
respect to A. This choice of coordinates is that the nu-
merical calculations close to the AdS boundary become
substantially more accurate. The coe�cients in equa-
tions (26) and (27) are, expressed in the A coordinate:
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FIG. 5: The square of the decomposition coe�cients of the (a)
lowest mixed meson state and (b) the lowest mixed glueball
state.

C. Scalar Fields From a String Source

The Nambu-Goto action determines the string inter-
action with the metric and the dilaton. The excitations
are rewritten here

�g
MN

= ĝ
MN

, �� = � . (46)

The first-order correction of the Nambu-Goto action due
to the above excitation fields is

S
NG

= �T
f

Z
dtdx e

4
3�0+2A

✓
4

3
�+

(G̃�1)↵�@
↵

XM@
�

XN ĝ
MN

⌘
, (47)

where we have defined G̃
↵�

= g
µ⌫

@
↵

Xµ@
�

X⌫ . The string
is taken to be a XM = (t, x,X2(t), X3(t), Z(t)). In the
case of low string velocities, only the dilaton is sourced,
and the first-order action is simply

S
NG

= �T
f

Z
dtdx e2As(z) 4

3
�(z) . (48)

Hence, at low velocities the NG Lagrangian, which
sources the dilaton fluctuations is time independent. The
source term in the ⇣ equation of motion, Eq. (26), is given
by the � variation of the action, Eq. (48)

� T
f

2
e

4
3�0�A

A0

�0
0

�(z � z0)�2(r) , (49)

where r =
p

X2
2 +X2

3 . We now need to solve for the
equations of motion sourced by the above delta-function-
like perturbation.

(H0 + V )⇣(A,A0) =

 
�w

⇣

(A)f
NG

(A)�(A�A0) ,

0

!
,

(50)

where f
NG

(A) = Tf

2
e

4
3
�(A)

e

�A

�0(A)z0(A0) . Primes on the functions

denote the derivative with respect to A, and A0 is the
point where the source is located. This can be put in
the matrix form described above, in which di↵erential
operators and delta functions are projected onto the set
of unmixed states. We then have

 
H

(0)
⇣

+ p2w
⇣

V
⇣

V
⇠

H
(0)
⇠

+ p2w
⇠

! 
⇣

⇠

!

=

 
�w

⇣

(A)f
NG

(A)�(A�A0)

0

!
. (51)

We expand the solutions and the source in terms of the
H(0) eigenfunctions,

 
⇣

⇠

!
=
X

c
n

�
n

=
X

 
c
(⇣)
n

⇣
n

c
(⇠)
n

⇠
n

!

and

f
NG

(A)�(A�A0) =
X

d(⇣)
n

⇣
n

.

Then, Eq. (51) becomes

c
(⇣)
`

(m(⇣) 2
`

+ p2) + c(⇠)
n

Z
⇣
`

V
⇣

⇠
n

= �d
(⇣)
`

, (52)

c
(⇠)
`

= �
c
(⇣)
n

R
⇠
`

V
⇠

⇣
n

m
(⇠) 2
`

+ p2
= �c(⇣)

n

h⇠
`

|V
⇠

|⇣
n

i
m

(⇠) 2
`

+ p2
, (53)

We define
R
⇣
`

V
⇣/⇠

⇠
n

= h⇣
`

|V
⇣/⇠

|⇠
n

i leading to

Mixing 
as a function 
of x=Nf/Nc: 

at x=1 
  

the second meson 
and the first glueball 

cross at x=1.3
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FIG. 6: (a) The (tachyon) excitation induced by a single
string s is compared to the vacuum (background) field. (b)
The ratio of the (tachyon) excitation produced by transverse
density of strings ⇢s = 10.85 fm�2 with the vacuum (back-
ground) field.

FIG. 7: The density of strings necessary to induce a (tachyon)
excitation that cancels the vacuum (background) field as a
function of placement in the z coordinate.

The numbers given are based on a simple linear ex-
trapolation from a single string. Obviously, when the ex-
citation field that gets comparable to the vacuum field,
the problem becomes nonlinear; the sources should be

(a)

(b)

FIG. 8: The background potential, (a) without and with
string-induced fluctuations, all placed at the minimum of the
z potential (z⇤) with the denoted transverse density, and (b)
induced by strings with density 11 fm�2, all placed at various
points in the z coordinate (denoted zs). The r dependence of
� is averaged out, leaving only the density dependence of the
fluctuation.

included in the vacuum equations of motion. To solve
those is beyond the scope of the present work.

V. COLLECTIVE EFFECT OF STRINGS IN
THE BULK BACKGROUND

In this section, we consider e↵ects of strings, dis-
tributed in the transverse 2-d plane with a certain den-
sity, on the background potential. The string fluctuation
deformation of the background due to di↵erent densities
is shown in Fig. 8(a). We notice that the minimum of the
potential no longer exists if a certain density of strings is
present at z = z⇤ (approximately 18 fm�2).
Similarly, we also notice that, based on the form of

�(z, z0), the further a string is placed from the holo-
graphic boundary, the larger the induced fluctuation on
the background. This behavior is shown in Fig. 8(b),
in which the string fluctuation is sourced by strings with
transverse density 11 fm�2. The strings are then placed
at a certain point in the z coordinate, denoted z

s

. We
see that at z

s

= 0.4⇤�1
UV

, the fluctuation is almost negli-



11

(a)

(b)

FIG. 6: (a) The (tachyon) excitation induced by a single
string s is compared to the vacuum (background) field. (b)
The ratio of the (tachyon) excitation produced by transverse
density of strings ⇢s = 10.85 fm�2 with the vacuum (back-
ground) field.

FIG. 7: The density of strings necessary to induce a (tachyon)
excitation that cancels the vacuum (background) field as a
function of placement in the z coordinate.

The numbers given are based on a simple linear ex-
trapolation from a single string. Obviously, when the ex-
citation field that gets comparable to the vacuum field,
the problem becomes nonlinear; the sources should be

ρ� = � ��-�

ρ� = � ��-�

ρ� = �� ��-�

0.5 1.0 1.5 2.0 2.5 3.0 z (ΛUV-1)

0.5

1.0

1.5

2.0

2.5

3.0

3.5

As(z) - ρs·� χ(z, z*)�r

(a)

�� = ��� Λ��-�

�� = ��� Λ��-�

�� = ��� Λ��-�

0.5 1.0 1.5 2.0 2.5 3.0 z (ΛUV-1)

0.5

1.0

1.5

2.0

2.5

3.0

3.5

As(z) - (11 fm-2)·� χ(z, zs)�r

(b)

FIG. 8: The background potential, (a) without and with
string-induced fluctuations, all placed at the minimum of the
z potential (z⇤) with the denoted transverse density, and (b)
induced by strings with density 11 fm�2, all placed at various
points in the z coordinate (denoted zs). The r dependence of
� is averaged out, leaving only the density dependence of the
fluctuation.

included in the vacuum equations of motion. To solve
those is beyond the scope of the present work.

V. COLLECTIVE EFFECT OF STRINGS IN
THE BULK BACKGROUND

In this section, we consider e↵ects of strings, dis-
tributed in the transverse 2-d plane with a certain den-
sity, on the background potential. The string fluctuation
deformation of the background due to di↵erent densities
is shown in Fig. 8(a). We notice that the minimum of the
potential no longer exists if a certain density of strings is
present at z = z⇤ (approximately 18 fm�2).
Similarly, we also notice that, based on the form of

�(z, z0), the further a string is placed from the holo-
graphic boundary, the larger the induced fluctuation on
the background. This behavior is shown in Fig. 8(b),
in which the string fluctuation is sourced by strings with
transverse density 11 fm�2. The strings are then placed
at a certain point in the z coordinate, denoted z

s

. We
see that at z

s

= 0.4⇤�1
UV

, the fluctuation is almost negli-

collective effect
of multi string 
configurations

backreaction
kills the levitation

minimum
and thus destabilize 

QCD strings!



High energy collisions and 
“spaghetti” of multiple strings



the simplest multi-string 
state: the spaghetti in pA

N(strings)=2N(Pomerons) 

2NP

at small multiplicity =>  dilute, strings are broken  independently 
(the Lund model),

What happens when their number grows?

PPP vertices are
for now ignored:
calculated in the

next paper



when density reaches some value a 2d 
spaghetti collapse takes place
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Peripheral AA are modeled in the standard Glauber
way, except that we take the number of participants being
in exactly the same bins, namely N

p

= 5, 10, 15, 20, 25,
for comparison.

B. Time evolution

Basically strings can be viewed as a 2-d gas of particles
with unit mass and forces between them are given by the
derivative of the energy (8) , and so
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with ~r
ij

= ~r
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and “regularized” r̃ (9).
We have used a classical molecular dynamics code

based on CERN library FORTRAN double precision
solver DDEQMR and this force to follow the particle evo-
lution in the transverse plane. In Figs. 4 and 6 we show
an example of one particular configuration with N

s

= 40.
In order to study longer time evolution, we took a some-
what larger coupling ???. As seen from Fig. 4 the con-
servation of the (dimensionless) total energy

E
tot

=
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v2
i
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r
ij
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is indeed observed: its accuracy is about 10�4. Even
higher accuracy is observed for the total momentum
(which remains zero).

The evolution consists of two qualitatively distinct
parts: (i) early implosion, which converts potential en-
ergy into the kinetic one, which has its peak when frac-
tion of the particles “gravitationally collapse” into a
tight cluster; and (ii) subsequent approach to a “mini-
galaxy” in virial quasi-equilibrium. To illustrate better
the first stage of the motion we made a number of movies:
three first screenshots for this configurations are shown
in Fig. 6. Running multiple files we occasionally see more
complicated scenarios realized, e.g. two “mini-galaxies”
departing from each other.

One can see that the total kinetic energy approaches
over time some mean value, which of course should be
related to the “virial’ value

2hE
kin

i =
*
X

i

~r
i

@U

@~r
i

+
(21)

as time goes to infinity. (It is standard outcome of molec-
ular dynamics studies, e.g. stars in Galaxies have similar
quasi-equilibrium.).

The simulations for peripheral AA have a particular
feature. As exemplified in Fig. 5, the initial strong defor-
mation of the system – its y-direction size is much larger

than that in x-direction, the collapse goes in two stages.
First one finds rapid 1d collapse along the x axes, supple-
mented by much more slower collapse along y direction.
If the simulation runs long enough, the resulting cluster
becomes of course isotropic.

C. Results

We generated similar time evolutions for an ensembles
of randomly generated initial conditions. Out of many
possible observables we selected the following one : Lo-
cal density in the generated clusters ✏

max

defined by the
following procedure. Step one, resembling early searches
for the location of the black hole in our Galaxy center,
is the location of most rapidly moving particle. After it
is found, its position is taken as a cluster center, and
the number of particles inside the circle of fixed radius
r0 = 0.3 fm is used to calculate the maximal 2d density
n
max

The results are converted to maximal energy den-
sity of a run by

✏
max

= �
T

n
max

(22)

and averaged over the runs.
Systematic results were organized as follows. We have

sets of 10 runs for each set of parameters, the string
number N

s

= 10, 20, 30, 40, 50, the coupling constants
g
N

�
T

= 0.01, 0.02, 0.03, 0.05, 0.08, 0.10, 0.20 and two dif-
ferent initializations, corresponding to central pA or pe-
ripheral AA.

The output is shown in Fig. 6 as the maximal energy
density reached (during the proper time ⌧ < 2 fm/c. The
main result is that the implosion of the system produces
values which are significantly higher than at the initial
time ⌧ = 0, namely ✏0 = 2 to 9 GeV/fm3 for those sets.

While the rate of the evolution depends on the strength
of the coupling, the maximal energy density reached is
much less sensitive to it. As one can see from it, for
small number of strings ⇠ 10 there is no dependence on
the coupling, in the range selected: those are too small to
create any e↵ect. However as N

s

> 30 the coupling be-
comes important: it increases the density by a significant
factor, reaching values as large as ✏

max

⇠ 80 GeV/fm3.
As such high energy density is being reached, the string

description of the system can no longer be maintained.
As the kinetic energy dissipates into multiple strings
states, they become highly excited. The equilibrium fully
equilibrated into the sQGP, the temperature would be
about T

i

⇠ 500MeV ⇠ 3T
c

, enough to generate very
robust hydro explosion.

D. Elliptic deformations

V. SUMMARY
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FIG. 3. (Color online) Example of changing transverse po-
sitions of the 50 string set: three pictures correspond to one
initial configuration evolved to time ⌧ = 0.1, 0.5, 1, 1.5 fm.

0.0 0.5 1.0 1.5 2.0
!80
!60
!40
!20
0
20
40

FIG. 4. (Color online) The (dimensionless) kinetic and po-
tential energy of the system (upper and lower curves) for the
same example as shown in Fig. 6, as a function of time t(fm).
The horizontal line with dots is their sum, namely E

tot

, which
is conserved.
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FIG. 5. (Color online) Example of peripheral AA collisions,
with b = 11 fm and the 50 string set. Four snapshots of the
string transverse positions x, y(fm) correspond to times ⌧ =
0.1, 0.5, 1., 2. fm.
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collective sigma field
6
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FIG. 4: The mean field (normalized as explained in the text)
versus the transverse radius in units of inverse m

�

. The
dashed and solid curves correspond to the source radii R = 1.5
and 0.7 fm, respectively.

Longitudinal tension of the string forces the connecting
part – we will refer to it as “zipper” – to move longitu-
dinally. If it is made of a semicircular string piece with
diameter d, then its acceleration is

ak =
4

⇡d

(14)

and the relativistic motion with such acceleration in
terms of rapidity and proper time is simply given by

y

zipper

= ak⌧ (15)

Since ⌧ < ⌧

breaking

and d ⇠ 1 fm ⇠ ⌧

breaking

, one finds
that a zipper can only move by about one unit of rapid-
ity during the time considered, out of the total rapidity
interval 2Y ⇠ 10. We thus conclude that there is no
enough time to “unzip” the string system.

C. Mean field

Assuming cylindrical symmetry, one can get the shape
of the mean sigma distribution by solving the radial equa-
tion on the sigma field. We will write it as

�

00(r?) +
1

r?
�

0(r?)�m

2
�

�(r?) = ⇢(r?) , (16)

where ⇢(r?) is the matter distribution in the transverse
space. Note that we have not included the coupling con-
stant in the r.h.s. or any normalization factors: this can
be simply incorporated into the solution once it is known,
since the equation (16) is linear. We use, for example, a
Gaussian source, ⇢ = exp[�r

2
?/(2R

2)].
At large distances the r.h.s. of (16) is negligibly small,

and the solution has the form

�(r?) = C ·K0(m�

r?) , (17)

which can be used to fix asymptotics of the numerical so-
lution at large r. If the integration is performed starting
from a large r downwards, then the generic solution blows
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FIG. 5: (Color online). The (dimensionless) kinetic and po-
tential energy of the system (upper and lower curves) for
the same example as shown in Fig. 7, as a function of time
t (fm/c). The horizontal line with dots is their sum, E

tot

,
which is conserved.
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FIG. 6: (Color online). Kinetic energy (dimensionless) ver-
sus the simulation time (fm/c), for few pA N

s

= 50 runs.
Seven curves (bottom-to-top) correspond to increasing cou-
pling constants g

N

�

T

= 0.01, 0.02, 0.03, 0.05, 0.08, 0.10, 0.20.
The shaded region on the right corresponds to the time which
is considered to be too late for strings to exist, due to their
breaking.

up at small r, unless the constant C is specially tuned. In
Fig. 4 we show two such solutions, with tuned constants
C = 3757.21, 42.37 and radii R = 1.5, 0.7 fm, respec-
tively (the solutions are rescaled on the plot, so that the
integral of the source is normalized to one). These two
radii are supposed to exemplify the “spaghetti” trans-
verse size before and after a collapse: as one can see from
the figure, the depth of the sigma potential well increases
roughly by factor 5 or so between those two cases. This is
more than enough to completely cancel chiral symmetry
breaking around the after-collapse system.

IV. MOLECULAR DYNAMICS STUDY

A. Initialization for central pA and peripheral AA

To simulate central pA we first select the num-
ber of participant (or “wounded”) nucleons N

p

=
5, 10, 15, 20, 25 and select their random positions in the
transverse plane. The numbers correspond to p mov-
ing along the diameter of Pb as discussed above, while
variation in the number roughly correspond to expected
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FIG. 9: (Color online) The left plot is for central pA, the right on – for peripheral AA collisions. The vertical axis is the e↵ective
coupling constant g

N

�

T

(dimensionless). The horizontal axis is the maximal energy density ✏

max

(GeV/fm3) defined by the
procedure explained in the text. Five sets shown by di↵erent symbols correspond to string number N

s

= 10, 20, 30, 40, 50, left
to right respectively.

�400 MeV, i.e. the chiral symmetry can be completely
restored in those regions. Large gradient of this potential
at its edge can cause quark pair production, similar to
Schwinger process in electric field: one particle may flow
outward and one falls into the well. Such phenomenon
is a QCD analog to Hawking radiation at the black hole
horizon. The final ellipticity of the induced elliptic flow
will be studied elsewhere.

V. SUMMARY AND OUTLOOK

In this work we have discussed collective interactions
between the QCD strings in a “spaghetti” configuration,
created in “central” pA and peripheral AA collisions. We
provided first an experimental overview, concluding that
at least three di↵erent observables – multiplicity distri-
bution, radial and elliptic flows – show the onset of a dif-
ferent regime at the string number N

s

⇠ 30. Although
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FIG. 10: Instantaneous collective potential in units 2g
N

�

T

for
an AA configuration with b = 11 fm, g

N

�

T

= 0.2, N
s

= 50 at
the moment of time ⌧ = 1 fm/c. White regions correspond to
the chirally restored phase.

this number may appear to be large, one can see that,
naively, the produced system remains su�ciently dilute.
In particular, under this condition the chiral condensate
is expected to be modified only at the level of 10% or so.
After that we formulated a model of the string-

string interaction induced by the � meson exchange and
matched it to the lattice data. We performed a molec-

ular dynamics simulation of the string motion in the 2-
dimensional transverse plane. We observed collective im-
plosion of the “spaghetti” configurations and listed pa-
rameters of the string interaction which may cause the
transition. The range of the string number is chosen to
correspond to the transition in experiment.
One may argue that as the string density is increased

by a significant factor due to the implosion, the energy
density of the system becomes so large that the string
description must break down. It is expected that it un-
dergoes rapid equilibration into the QGP phase, which
then explodes hydrodynamically, in agreement with the
previous studies. We argue that the proposed “spaghetti
implosion” is the crucial piece of the puzzle, explaining
the change in the dynamics.
We have already mentioned in the Introduction, that in

the AdS/CFT vocabulary thermal fireballs of deconfined
matter are dual to certain 5-dimensional black holes,
and that attractively interacting and collapsing system
of QCD strings we discussed must be a QCD analog to
formation of the AdS/CFT black hole formation. As
outlook we would like to mention further developments
of this correspondence, in the holographic AdS/QCD
framework. In this case string interaction is mediated
by gravitons and axions, which interact with the bulk
strings in a well defined way.
In AdS/QCD models the string-string interaction is

also attractive, mediated by massless dilation and gravi-
ton. There is no need for additional parameters, like our
sigma-string coupling, as that is defined by the model ac-
tion already. It would be interesting to investigate under
which condition multi-string implosion should happen,
and whether it is indeed leads to gravitational horizons
and a black holes, not just higher density of strings. IfField gradient at the edge 

leads to quark pair production: 
QCD analog of Hawking radiation

before and after collapse



: arXiv:1503.04759
Holographic model tells even more interesting story:

strings are attracted but also 
get destabilized and explode themselves

http://arxiv.org/abs/arXiv:1503.04759


summary
• transitions from low density (confining, QCD string) phase to high density 

(QGP, Glasma) phase happen sharply, not only as a function of T. It is easier 
to understand them from stringy side, as they have dimesionful parameters

• holographic Pomeron — 2 string production —can be described by Euclidean 
tunneling in effective string theory

• at LHC energies effective string temperature reaches the Hagedorn domain, in 
which they get strongly excited => transition from stringy (confined) do pQCD 
(deconfined) regime has a jump reminiscent of the thermal (pure gauge) 
transition. It is seen in the Pomeron profile

• lattice and holographic models both predict a “sigma cloud” around strings, 
creating quite weak attraction at large distances. 

• moving from peripheral to central pA collisions one finds multi string 
“spaghetti”, up to 40 or so strings. Collective collapse and even individual 
string explosion predicted => QGP and hydro explosion follow (as observed)



The string balls



fundamental string balls

2

rized in Section VIA, further directions of research are
discussed in Section VIB.

B. From strings to black holes

Historically, the subject of string self-interaction have
been first discussed in the context of fundamental strings
in critical dimensions (26 for bosonic strings and 10 for
superstrings). The string coupling gs in this case is a
function of the vacuum expectation value of the dilaton
field, �: gs = e� for closed strings and gs = e�/2 for open
strings. The power of gs in the string amplitude is then
given by the Euler characteristic � of the string world-
sheet. As it is well known, the massless modes of closed
strings include gravitons: therefore it is a candidate for
the theory of quantum gravity. The subject relevant for
this work is the transition between the states of massive
“string balls” and the ones of black holes. When any
object gets very massive, one expects it to be described
classically. Su�ciently massive string balls should thus
become black holes of the classical gravity.

A string ball can be naively generated by a “random
walk” process, of M/Ms steps, where Ms ⇠ 1/

p
↵0 is the

typical mass of a straight string segment. If so, the string
entropy scales as the number of segments

Sball ⇠ M/Ms (1)

The Schwarzschild radius of a black hole in d spatial
dimensions is

RBH ⇠ (M)
1

(d�2) (2)

and the Bekenstein entropy

SBH ⇠ Area ⇠ M
d�1
d�2 (3)

Thus the equality Sball = SBH can only be reached at
some special critical mass Mc. When this happens, the
Hawking temperature of the black hole is exactly the
string Hagedorn value TH and the radius is at the string
scale. So, at least at such value of the mass a near-critical
string ball can be identified – at least thermodynamically
– with a black hole.

However, in order to understand how exactly this state
is reached, one should first address the following puz-
zle. Considering a free string ball (described by the
Polyakov’s near-critical random walk), one would esti-
mate its radius to be

Rball,r.w.

ls
⇠

p
M (4)

for any dimension d. This answer does not fit the
Schwarzschild radius RBH given above (2).

The important element missing is the self-interaction
of the string ball: perhaps, Susskind was the first who
pointed it out. More quantitative study started by

FIG. 1: (Color online) Dipole-dipole scattering due to the
“tube” string configuration. The impact parameter b is the
dipole transverse separation.

Horowitz and Polchinski [8] had used the mean field ap-
proach, and then Damour and Veneziano [9] completed
the argument by using the correction to the ball’s mass
due to the self-interaction. Their reasoning can be sum-
marized by the following schematic expression for the
entropy of a self-interacting string ball of radius R and
mass M ,

S(M,R) ⇠ M

✓
1� 1

R2

◆✓
1� R2

M2

◆✓
1 +

g2M

Rd�2

◆
(5)

where all numerical constants are for brevity suppressed
and all dimensional quantities are in string units given
by its tension. The coupling g in the last bracket is the
string self-coupling constant to be much discussed below.
For a very weak coupling the last term in the last bracket
can be ignored and the entropy maximum will be given
by the first two terms: this brings us back to the random
walk string ball. However, even for a very small g, the
importance of the last term depends not on g but on
g2M . So, very massive balls can be influenced by a very
weak gravity (what, indeed, happens with planets and
stars). If the last term is large compared to 1, the self-
interacting string balls become much smaller in size and
eventually fit the Schwarzschild radius.

C. String balls emerging in high energy pp
scattering

Pomeron description of the high energy hadronic
scattering includes production of (two) QCD strings
stretched between the receding color dipoles. Zahed and
collaborators [10, 11] proposed a semiclassical deriva-
tion of the tunneling (Euclidean) stage of the process,
based on the so-called “tube” string configuration shown
schematically in Fig. 1. Depending on how it is cut, it
can be viewed as either a production of two open strings
or a closed string exchange between the two color dipoles.

2
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is reached, one should first address the following puz-
zle. Considering a free string ball (described by the
Polyakov’s near-critical random walk), one would esti-
mate its radius to be

Rball,r.w.
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for any dimension d. This answer does not fit the
Schwarzschild radius RBH given above (2).

The important element missing is the self-interaction
of the string ball: perhaps, Susskind was the first who
pointed it out. More quantitative study started by
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Horowitz and Polchinski [8] had used the mean field ap-
proach, and then Damour and Veneziano [9] completed
the argument by using the correction to the ball’s mass
due to the self-interaction. Their reasoning can be sum-
marized by the following schematic expression for the
entropy of a self-interacting string ball of radius R and
mass M ,
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where all numerical constants are for brevity suppressed
and all dimensional quantities are in string units given
by its tension. The coupling g in the last bracket is the
string self-coupling constant to be much discussed below.
For a very weak coupling the last term in the last bracket
can be ignored and the entropy maximum will be given
by the first two terms: this brings us back to the random
walk string ball. However, even for a very small g, the
importance of the last term depends not on g but on
g2M . So, very massive balls can be influenced by a very
weak gravity (what, indeed, happens with planets and
stars). If the last term is large compared to 1, the self-
interacting string balls become much smaller in size and
eventually fit the Schwarzschild radius.

C. String balls emerging in high energy pp
scattering

Pomeron description of the high energy hadronic
scattering includes production of (two) QCD strings
stretched between the receding color dipoles. Zahed and
collaborators [10, 11] proposed a semiclassical deriva-
tion of the tunneling (Euclidean) stage of the process,
based on the so-called “tube” string configuration shown
schematically in Fig. 1. Depending on how it is cut, it
can be viewed as either a production of two open strings
or a closed string exchange between the two color dipoles.

2

rized in Section VIA, further directions of research are
discussed in Section VIB.

B. From strings to black holes

Historically, the subject of string self-interaction have
been first discussed in the context of fundamental strings
in critical dimensions (26 for bosonic strings and 10 for
superstrings). The string coupling gs in this case is a
function of the vacuum expectation value of the dilaton
field, �: gs = e� for closed strings and gs = e�/2 for open
strings. The power of gs in the string amplitude is then
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strings include gravitons: therefore it is a candidate for
the theory of quantum gravity. The subject relevant for
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C. Self-interaction of holographic strings

Although we do not really discuss holographic
AdS/QCD string balls in this work, let us still comment
on those. Most of the works on holography are done in
the limit Nc ! 1, to put those into classical gravity
domain, while the number of quark flavors Nf is consid-
ered to be finite. This approximation is similar to the
“quenched” one in lattice gauge theories, and it ignores
the backreaction of quarks on the glue. An analog of sim-
ulations with the dynamical quarks in the holographic
world is known as the Veneziano limit Nc, Nf ! 1,
Nf/Nc = const, sometimes called V-QCD.

In all such approaches there are massless fields in the
bulk Lagrangian, such as the dilaton and the graviton.
They are interacting with the stress tensor, Tµµ and Tµ⌫ ,
respectively, in a standard manner. Existence of the con-
fining wall in holographic direction leads to the quanti-
zation of the motion in this direction, e↵ectively making
propagation in other directions massive. For a specific
choices of the wall – e.g. the so-called “soft wall” [17] –
one can easily calculate the mass spectrum of hadrons:
typically one gets linear Regge trajectories. In this sense,
massless bulk dilaton and graviton correspond to a whole
trajectory of massive hadrons in the gauge theory.

As a recent example of a holographic AdS/QCDmodel,
working in the Veneziano limit one can take Ref. [7],
in which holographic dual gravity solution is developed.
What is more relevant for us, is that in this work the
masses of scalar hadrons are calculated as a function of
Nf . In Fig. 7 of that work one finds such behavior for
four lowest scalar (flavor single) states: the lowest is the �
meson, the next is the “scalar glueball”, and one excited
state of each species. The mass ratio of the first pair is
mglueball/m� ⇡ 2.5, close to the ratio in the real world.
An extension of this calculation in V-QCD for finite
temperatures is not done yet (but should be done). The
authors of [7] also focus on the transition to conformal
regime at critical Nf/Nc ⇡ 4. As one can see from their
results, near this transition the sigma mass m�/⇤QCD

rapidly drops, too. As all holographic models, that on
contains also the analog of the flux tube – the fundamen-
tal string in the bulk. It would be interesting to calculate
in this model the strength and range of the string self-
interaction.

A comment on the dimensionality of the string ball pro-
duced by the holographic Pomeron. Specific dynamics of
a high energy collision leads to the near-vanishing values
of time and longitudinal (beam) coordinates x0, x1 ⇡ 0,
so only the “transverse” coordinates x2, x3, x5 = z are
left for string fluctuations. As a result, the e↵ective space
is also 3-dimensional, as for the usual QCD strings in
space. The di↵erence comes from the metric curved in
z-direction.

Even though the subsequent evolution of the string
ball at t > 0 has not yet been studied, the gravitational
language of the holography allows us to introduce the
notion of the “trapped surface”. It can be calculated
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FIG. 4: (Color online) Example of a two-string configuration
(a sparse string ball): two strings are plotted as blue and red.

instantaneously, at t = 0. It may or may not exist for
a given matter distribution: for example, in holographic
collisions with a nonzero impact parameter there is a crit-
ical value bc above which the trapped surface disappears
[18, 19].

III. THERMAL STRINGS ON THE LATTICE

After our extensive introduction, we introduce the nu-
merical model we use to study the string balls with self-
interaction. While we discuss the details of the setting
below in this section, let us emphasize on the onset its
main physics pre-requisites, namely that the ball surface
should be approximately near the Hagedorn temperature,
making the string to fluctuate widely outward.
Following a bit Wilson’s strong coupling expansion, we

place the strings on links of a (d = 3)-dimensional lat-
tice. Strings are assumed to be in contact with a certain
heat bath, and partition function includes all possible
string configurations, without self-intersection. Instead
of using boxes (with or without periodic boundary con-
ditions) as is customary in the lattice gauge theory and
many other statistical applications, we opted for an infi-
nite space (no box). Instead the temperature T is space
dependent. We think it better corresponds to experimen-
tal situation. Furthermore, string ball surface is auto-
matically near criticality and thus strongly fluctuating:
this aspect will be important for our application of initial
deformations below.
The “physical units” in gluodynamics, as in lattice tra-

dition, are set by putting the string tension to its value
in the real world

�T = (0.42GeV)2 (16)

Numerical lattice simulations have shown that gluody-
namics with Nc > 2 has first order deconfinement phase

7

transition, with Tc/
p
�T very weakly dependent on Nc

(for review see e.g. [15, 16]). Numerically, critical tem-
perature of the gluodynamics is Tc ⇡ 270MeV.

It has been further shown that the e↵ective string ten-
sion of the free energy �F (T ) decreases with T : a point
where it vanishes is known as the Hagedorn point. Since
this point is above Tc, some attempts have been made
[14] to get closer to it by “superheating” the hadronic
phase, yet some amount of extrapolation is still needed.
The resulting value was found to be

TH

Tc
= 1.11 (17)

The nature of the lattice model we use is very di↵erent
from that of the lattice gauge theory (LGT). First of all,
we do not want to study quantum strings and generate
2-d surfaces in the Matsubara RdS1 space, restricting
ourselves to the thermodynamics of strings in d spatial
dimensions.

The lattice spacing a in LGT is a technical cuto↵,
which at the end of the calculation is expected to be
extrapolated to zero, reaching the so-called continuum
limit. In our case a is a physical parameter characterizing
QCD strings: its value is selected from the requirement
that it determines the correct density of states. Since we
postulate that the string can go to any of 2d�1 directions
from each point (going backward on itself is prohibited),
we have (2d � 1)L/a possible strings of length L. Our
partition function is given by

Z ⇠
Z

dL exp


L

a
ln(2d� 1)� �TL

T

�
, (18)

and hence the Hagedorn divergence happens at

TH =
�Ta

ln(2d� 1)
. (19)

Setting TH = 0.30GeV, according to the lattice data
mentioned above and the string tension, we fix the 3-
dimensional spacing to be

a
3

= 2.73GeV�1 ⇡ 0.54 fm. (20)

It is, therefore, a much more coarse lattice, compared to
the ones usually used in LGT.

If no external charges are involved, the excitations are
closed strings. At low T one may expect to excite only
the smallest ones. With “no self-crossing” rule we apply,
that would be an elementary plaquette with 4 links. Its
mass,

Eplaquette = 4�Ta ⇡ 1.9GeV , (21)

is amusingly in the ballpark of the lowest glueball masses
of QCD. (For completeness: the lowest “meson” is one
link or mass 0.5 GeV, and the lowest “baryon” is three
links – 1.5GeV of string energy – plus that of the “baryon
junction”.)
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FIG. 5: Upper plot: distribution of all points through all the
ensembles along one of the spatial coordinates (in units of a),
compared to a Gaussian distribution. Lower plot: dependence
of the string length L (a units) on the computer time t (in
units of 10 full iterations). Both for the zero self-coupling and
T0 = 1GeV, sT = 2a ⇡ 1 fm simulation.

At temperatures below and not close to TH one finds
extremely dilute O(e�10) gas of glueballs, or straight ini-
tial strings we put in. Only close to TH multiple string
states get excited, the strings rapidly grow and start oc-
cupying larger and larger fraction of the available space.
Before we show the results of the simulation, let us dis-

cuss the opposite “dense” limit of our model. We do not
allow strings to overlap: the minimal distance between
them is one link length, or again about 0.5 fm. Is it large
enough for string to be considered well separated? We
think so, as it is about three times the string radius (see
discussion below around (34)).
The most compact (volume-filling or Hamiltonian)

string wrapping visits each site of the lattice. If the string
is closed, then the number of occupied links is the same
as the number of occupied sites. Since in d = 3 each site
is shared among 8 neighboring cubes, there is e↵ectively
only one occupied link per unit cube, and this wrapping
produces the maximal energy density,

✏max

T 4

c

=
�Ta

a3T 4

c

⇡ 4.4 (22)

(we normalized it to a power of Tc, the highest tempera-
ture of the hadronic phase). It is instructive to compare
it to the energy density of the gluonic plasma, for which
we use the free Stefan-Boltzmann value

✏gluons
T 4

= (N2

c � 1)
⇡2

15
⇡ 5.26 (23)

and conclude that our model’s maximal energy density
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sion of the free energy �F (T ) decreases with T : a point
where it vanishes is known as the Hagedorn point. Since
this point is above Tc, some attempts have been made
[14] to get closer to it by “superheating” the hadronic
phase, yet some amount of extrapolation is still needed.
The resulting value was found to be

TH

Tc
= 1.11 (17)

The nature of the lattice model we use is very di↵erent
from that of the lattice gauge theory (LGT). First of all,
we do not want to study quantum strings and generate
2-d surfaces in the Matsubara RdS1 space, restricting
ourselves to the thermodynamics of strings in d spatial
dimensions.

The lattice spacing a in LGT is a technical cuto↵,
which at the end of the calculation is expected to be
extrapolated to zero, reaching the so-called continuum
limit. In our case a is a physical parameter characterizing
QCD strings: its value is selected from the requirement
that it determines the correct density of states. Since we
postulate that the string can go to any of 2d�1 directions
from each point (going backward on itself is prohibited),
we have (2d � 1)L/a possible strings of length L. Our
partition function is given by

Z ⇠
Z

dL exp


L

a
ln(2d� 1)� �TL

T

�
, (18)

and hence the Hagedorn divergence happens at

TH =
�Ta

ln(2d� 1)
. (19)

Setting TH = 0.30GeV, according to the lattice data
mentioned above and the string tension, we fix the 3-
dimensional spacing to be

a
3

= 2.73GeV�1 ⇡ 0.54 fm. (20)

It is, therefore, a much more coarse lattice, compared to
the ones usually used in LGT.

If no external charges are involved, the excitations are
closed strings. At low T one may expect to excite only
the smallest ones. With “no self-crossing” rule we apply,
that would be an elementary plaquette with 4 links. Its
mass,

Eplaquette = 4�Ta ⇡ 1.9GeV , (21)

is amusingly in the ballpark of the lowest glueball masses
of QCD. (For completeness: the lowest “meson” is one
link or mass 0.5 GeV, and the lowest “baryon” is three
links – 1.5GeV of string energy – plus that of the “baryon
junction”.)
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FIG. 5: Upper plot: distribution of all points through all the
ensembles along one of the spatial coordinates (in units of a),
compared to a Gaussian distribution. Lower plot: dependence
of the string length L (a units) on the computer time t (in
units of 10 full iterations). Both for the zero self-coupling and
T0 = 1GeV, sT = 2a ⇡ 1 fm simulation.

At temperatures below and not close to TH one finds
extremely dilute O(e�10) gas of glueballs, or straight ini-
tial strings we put in. Only close to TH multiple string
states get excited, the strings rapidly grow and start oc-
cupying larger and larger fraction of the available space.
Before we show the results of the simulation, let us dis-

cuss the opposite “dense” limit of our model. We do not
allow strings to overlap: the minimal distance between
them is one link length, or again about 0.5 fm. Is it large
enough for string to be considered well separated? We
think so, as it is about three times the string radius (see
discussion below around (34)).
The most compact (volume-filling or Hamiltonian)

string wrapping visits each site of the lattice. If the string
is closed, then the number of occupied links is the same
as the number of occupied sites. Since in d = 3 each site
is shared among 8 neighboring cubes, there is e↵ectively
only one occupied link per unit cube, and this wrapping
produces the maximal energy density,
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T 4

c

=
�Ta

a3T 4

c

⇡ 4.4 (22)

(we normalized it to a power of Tc, the highest tempera-
ture of the hadronic phase). It is instructive to compare
it to the energy density of the gluonic plasma, for which
we use the free Stefan-Boltzmann value

✏gluons
T 4

= (N2

c � 1)
⇡2

15
⇡ 5.26 (23)

and conclude that our model’s maximal energy density
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is comparable to the physical maximal energy density of
the mixed phase we would like to study.

One remaining issue is treatment of color number. In
practice we ignore it, considering thermal excitations of
two strings we always initiate the system with. We also
think of those strings are direct and reverse color fluxes
from two neutral hadrons, which appear in hadronic col-
lisions: it basically mean that all our strings have all only
one and the same color. Their mutual repulsion – or no-
crossing rule – is in this case natural. All we simulate
is the Hagedorn phenomenon due to exponentially large
number of string states, ignoring pre factors due to the
Nc.

Some justification for that comes from the fact that
(apart from the properties of the deconfined phase itself)
very little Nc dependence is seen in the lattice gluody-
namics data, for a review see [15, 16]. One may however
still wander if one should assign specific colors to strings
in the model and account for the fact that two overlap-
ping flux tubes with different colors may be partially
allowed. In this first study we simply did not want to
make our model too complex.

IV. NUMERICAL SIMULATIONS

A. String ball without a self-interaction

Our algorithm consists of a sequence of updates for the
each string segment, such that the configuration gradu-
ally approaches equilibrium. In order to thermalize the
string and to generate a statistical ensemble, we use the
following three types of elementary updates:

r
r r

r �! r r (24)

r
r r

 !
r
rr (25)

r r �! r
r r

r (26)

There is no 1 to 2, because those are “local updates”,
done with the ends fixed. Where the new “corners” and
“staples” are chosen in a way avoiding self-intersections.
A new configuration is then accepted with the probability
from the heat bath (Metropolis) algorithm,

PA = min


1, exp

✓
E

old

� E
new

T

◆�
, (27)

where (E
old

) E
new

is the total energy of the (old) new
configuration, and T is the temperature in the region of
space, where the update is performed. We introduce a
space-dependent temperature with a Gaussian profile

T (r) = T
0

exp

✓
� r2

2s2T

◆
(28)

As the self-interaction is absent (gN = 0), the physics
is simple: in the “cold” regions of space T (x) < TH the
string’s entropy times temperature is less than its energy
and the string segments are only present if they should
cross the region in order to connect fixed string ends.
In the “hot” region, where T (x) > TH the string gets
strongly excited.
Since in hadronic collisions the color flux conservation

requires production of an even number of strings, (most)
of our simulations are initialized by the two-string config-
urations. The endpoints are separated by a fixed distance
3a ⇠ 1.5 fm and are not moved by the update algorithm.
In Fig. 5 we show an example of history of such sim-

ulations, as the string length versus the computer time
t/tm. The time is in units tm = 10 of the entire string up-
date cycles. The total run (equilibration time excluded)
is typically about (1� 3)⇥ 104 iterations. The necessary
run length actually was found to be dependent on the
ball size: the example we will now use corresponds to a
“medium-size ball” with a length of about 50 links and
a mass of about 25 GeV.
The integral distribution over all three coordinates is

close to the Gaussian one, as is exemplified in the upper
figure. Yet it is not just a Gaussian ensemble of random
points, as the points constitute extended objects - strings.
One can see in the lower part of Fig. 5 that the (computer
time) history of the system displays rather large fluctua-
tions. Yet the average over points (not shown) does not
show any obvious time dependence, which means that the
average properties of the ensemble has stabilized. The

10 20 30 40 50
0

100

200

300

400

500

3

4
5

6
7

2

3

4

5
!1.0

!0.5

0.0

FIG. 6: (Color online) Upper plot: distribution over the string
lengths (in units of a) in our simulations. Dark (blue) his-
togram is for T0 = 1GeV, sT = 1.5a, the light (orange) one
is for T0 = 1GeV, sT = 1.0a. The lower plot shows a typi-
cal configuration in the second ensemble, with only one string
excited.

Metropolis algorithm, updates, 
T(x) instead of a box 
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FIG. 7: Upper plot: The energy of the cluster E (GeV)
versus the length of the string L/a. Lower plot: The en-
ergy of the cluster E (GeV) versus the “Newton coupling”
gN (GeV�2). Points show the results of the simulations in
setting T0 = 1GeV and size of the ball sT = 1.5a, 2a, for
circles and stars, respectively.

reason for those is the near-critical conditions at the ball
surface, where the string has e↵ectively a very small e↵ec-
tive tension. Furthermore, if one looks at the individual
configurations – e.g. those displayed in Fig. 4 – one can
see that, in spite of relatively heavy string balls, most of
the space remains unoccupied.

As the parameter sT of the ball size is reduced, the
mean length (and thus the ball’s mass) is strongly di-
minished as well. Two examples of the length distribu-
tion shown in Fig. 6 make this point clear. While at
T
0

= 1GeV, sT = 1.5a (dark blue histogram) one finds a
string ball of an average length of about 20 links, further
reduction to sT = 1.0a (light orange histogram) shows
that the most probable is the shortest configuration with
8 points (6 links), corresponding to an unexcited initial
configuration. Yet even in this case, the population of the
excited strings still show a long tale, with population up
to 25 links (in this simulation), with a probability rate
of about a percent. Inspection of those configurations
shows that it is dominated by the excitation of one of
the strings only, see lower part of Fig. 6.

B. Self-interaction included

Now we are ready to see how nonzero string self-
interaction modifies the properties of the system. While
increasing the corresponding parameter – “scalar New-
ton’s constant” gN – we observe that above its critical
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FIG. 8: (Color online) A typical configuration in the entropy-
rich self-balanced string balls ensemble. Simulation parame-
ters: T0 = 1GeV, sT = 1.5a, gN = 4.4 (GeV�2).

value even the most basic features of the system change.
In Fig. 7 (upper figure) we show the calculated rela-

tion between the average string length L and its energy
E. Each point is a run of about 10"000 iterations of the
entire string updates after equilibration. While at small
coupling E and L are simply proportional to each other,
like for non-interacting strings described above, this be-
havior changes abruptly. As the negative self-interaction
energy become important, the total energy E of the ball
becomes decreasing with the string length L. In Fig. 7
(lower figure) we show more details of this behavior: this
plot demonstrates how total energy E depends on the
coupling value gN . We find a jump at the critical cou-
pling (for this setting) gc1N , which in a simulation looks
like a first order transition, with double-maxima distribu-
tions in the energy and length. As is seen from the figure,
the precise value of the coupling somewhat depends on
the system size. At this coupling the jump in energy is
always about a factor 3, and the jump in string length
(or entropy) is even larger.
In this way we observe a new regime for our system,

which we will call the “entropy-rich self-balanced string
balls”. For a given fixed mass M we thus find that string
balls may belong to two very distinct classes: (i) small
near-random balls and (ii) large ones in which the string
can be very long, but balances its tension by a compara-
ble collective attraction. Discovery of this second regime
is the main result of this paper.

Finally, there exists the second critical coupling, which
found to be gc2N ⇡ 4.5GeV�2, above which balancing the
energy becomes impossible and simulations show imme-
diate collapse of the system, in which the energy quickly
falls to large negative values, clearly of no physical mean-
ing.

Example of a corresponding configuration is shown in
Fig. 8. Note that, in spite of a very large string length

we observe a new regime: the 
entropy-rich self-balanced 
string balls
separated by 2 phase 
transitions
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L/a ⇠ 700, the total energy is only E ⇡ 17GeV, as
a result of the balancing between the mass and self-
interaction. Note furthermore that that configurations
are very asymmetric: one string is excited much more
than the other, since longer string has much more states
than the shorter one. The same feature has been noticed
on the lattice as well: typically, one very long string forms
a large cluster, dominating over few small clusters. Note
further, that nearly all space inside the ball with T > TH

is occupied. High entropy corresponds to a (astronomi-
cally) large number of shapes this string may have.

So far we only used the vacuum value of the sigma
meson mass, m� = 0.6GeV. What happens if its value is
reduced is shown in Fig. 9. As one can see from this plot,
the critical self-coupling is reduced by about an order of
magnitude between subsequent values of m�. Indeed, as
the mass decreases by roughly a factor 2, the volume of
the region where r  1/m� is increased roughly by the
factor 8.

Summary of this section: at certain critical coupling
the string ball undergoes transition to a self-binding high
entropy phase. Its value depends strongly on the value
of the sigma meson mass at Tc. (Both the mass and the
coupling in the QCD near Tc are not yet known.)

V. APPLICATIONS

A. Jet quenching during the mixed phase

Hard collisions, creating quark and gluon jets, provide
an “X-ray tomography” of the excited fireball produced
in heavy ion collisions. “Quenching” (absorption, modi-
fication) of such jets is one of the main diagnostic tools
used to probe various phases of the hadronic matter ap-
pearing during the fireball expansion. The theory of jet
quenching is rather involved, and the phenomenology is
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FIG. 9: (Color online) Blue circles, yellow squares and red
stars show the dependence of the string ball energy E(GeV)
on the coupling gN (GeV�2) for m� = 0.1, 0.3, 0.6GeV, re-
spectively. These simulations are performed in the setting
T0 = 1GeV, sT = 2a .

even more complicated, due to the time evolution of the
fireball. For a recent summary see e.g. a report of the
JET collaboration [23] and references therein. For our
purposes it is enough to mention that the relevant mat-
ter properties are described by a single quantity,

q̂ =
dhp2?i
dl

, (29)

characterizing increase of the mean squared momentum
perpendicular to the direction of motion, per unit length.
Most early works on the subject assumed that this

quantity is simply proportional to the entropy density
s of the matter,

q̂

s
⇡ const , (30)

since both of the have the same mass dimension. Such a
naive assumption is reasonable for the QGP phase, which
is quasi-conformal and possesses only one scale – say T–
of its own. But obviously there is no reason to extend
this assumption to the mixed and hadronic phases, as
their structure is quite di↵erent, especially in respect to
the color field distribution a↵ecting q̂. The characteristic
values used in current jet quenching models can be seen
in Fig. 10 of [23]: for T = Tc (the mixed phase) they
range in the following interval

✓
q̂

T 3

c

◆

min

⇡ 1,

✓
q̂

T 3

c

◆

max

⇡ 6 . (31)

Note that the analysis in [23] is so far based only on the
quenching strength itself: analysis of the quenching for
jet paths with di↵erent azimuthal angles – or the so-called
v
2

= hcos(2�)i at large pt – is yet to be performed.
It has however been pointed out long ago [24] that large

experimental values of v
2

are di�cult to explain by any
simple model of quenching, in particular, they were in a
strong contradiction with the simplest assumption (30).
One possible solution to this puzzle has been suggested
few years ago in Ref. [6]: the v

2

data can be reproduced,
if q̂ is significantly enhanced in the mixed phase. More
recent data, especially from LHC, had shown that v

2

has,
in fact, a rather strong pt dependence and is decreasing
with pt of the observed hadron: so the issue seems to
exist only for pt < 40GeV or so. Comparison of those
data with various models and discussion can be found in
Refs. [25, 26].
Here we want to point out that a natural explanation

for the enhanced q̂ in the mixed phase can be provided
by the strings. As far as we know, the “kicks” induced by
the color electric field inside the QCD strings has been ig-
nored in all jet quenching phenomenology: only the fields
of “charges” (quarks and gluons in QGP, hadrons alterna-
tively) were included, in the spherical Debye approxima-
tion. However, if the entire flux of the color-electric field
is inside the QCD strings, there are no Coulomb fields
of the charges and their Debye cloud. There are, in fact,
two di↵erent reasons for it to be the case: (i) a generic
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FIG. 9: (Color online) Blue circles, yellow squares and red
stars show the dependence of the string ball energy E(GeV)
on the coupling gN (GeV�2) for m� = 0.1, 0.3, 0.6GeV, re-
spectively. These simulations are performed in the setting
T0 = 1GeV, sT = 2a .
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FIG. 9: (Color online) Blue circles, yellow squares and red
stars show the dependence of the string ball energy E(GeV)
on the coupling gN (GeV�2) for m� = 0.1, 0.3, 0.6GeV, re-
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string enhancement due to the Hagedorn phenomenon;
and (ii) further enhancement energy due to the string
self-interaction, the main subject of this paper. We will
discuss below those two e↵ects subsequently.

As we repeatedly emphasized already, in the mixed
phase the strings are close to their Hagedorn tempera-
ture, so they get easily excited. Let us refer to their av-
erage length as L̄, and to the string radius as rs. The ge-
ometrical cross section of the jet-string interaction scales
as their product: we will use 2L̄rs.

More accurately, approximating the QCD cross-over
transition by a first order transition, one defines the
mixed phase as T = Tc ⇡ 0.17GeV and variable energy
(and/or entropy) density. The normalized energy den-
sity according to lattice calculations (now for the QCD
with quarks, not just for gluodynamics, as in section III),
✏/T 4, ranges from 3 at T = Tc to about 12 at T = 1.2Tc.
Assuming that all this energy comes from a string, and
dividing naively by the vacuum (T=0) string tension �T ,
one finds that inside each 1 fm3 cube there is a string of
length changing between L̄min = 0.4 and L̄max = 1.4 fm,
across the mixed phase.

Let us now estimate q̂, by a simple classical argument.
The mean square of the momentum kick we write as

hp2?i ⇡ (gErs)
2 , (32)

which is a color force, gE, times the time it acts while
the jet is traversing the string, (some coe�cient of the or-
der one times) rs. This combination of the field strength
and the radius can be directly obtained from the follow-
ing consideration: the string tension, i.e. the energy per
length, is that of the field inside the string plus the en-
ergy of the “coil” (the magnetic current holding the field).
The former one is (E2/2)⇡r2s : and the latter should be
comparable. Assuming it is the same, and eliminating
1/2 we get �T = ⇡r2sE

2 from which it follows that

hp2?i ⇡ 4↵s�T (33)

The geometric probability for a jet to cross the string is
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2 over each fm longitudinally. Here (2/3) excludes
string segments along the jet, in which the kick is longi-
tudinal. So,

q̂ ⇡ 16

3
↵s�T

L̄rs

fm3

. (34)

We still need to know the string radius and, fortunately,
its value and the string profile have been extensively stud-
ied on the lattice. Furthermore, in the so-called dual
Abelian model the QCD strings – flux tubes – are the
well known Abrikosov vortex solutions. Numerical data
and the dual theory do, in fact, agree quite well: see, in
particular, a review by Bali [27], from which we borrow
a fit to the lattice data, by the profile function

E(x) =
�e

2⇡r2s
K

0

(x/rs) (35)

withK
0

being the Bessel function. The main point here is
the value of the string radius rs = 1/(1.3GeV) = 0.15 fm.
The normalization parameter is �e = 1.44.
Now all parameters in the q̂ expression above are fixed

and we can evaluate q̂ numerically. With ↵s = 1/2 one
finds the range across the mixed phase to be

q̂min = 0.028, q̂max = 0.10

✓
GeV2

fm

◆
. (36)

Comparing these estimates with the values used in the
phenomenological models by the JET collaboration (31)
mentioned in the beginning of this subsection. Putting
them in the same absolute units one finds those to be

q̂min = 0.025, q̂max = 0.15

✓
GeV2

fm

◆
, (37)

which is in a good correspondence with our estimates.
This agreement does not, of course, mean that either

the estimate or empirical inputs used are, in fact, correct.
Recall that the JET collaboration’s analysis is done for
the hadron pt ⇠ 10 GeV, well inside the region, in which
the large v

2

puzzle remains unresolved. If these data are
to be included in their analysis, the values would go up.
From the theory side, the presented estimate looks sus-

picious, because it does not include the second enhance-
ment e↵ect, that is due to the string self-interaction.
Indeed, above we assumed the energy of the string to
be just linear in length due to its (vacuum) tension, i.e.
L�T . But, as we demonstrated in the upper Fig. 7, the
“entropy-rich branch” of the string balls has a di↵erent
relation between the total energy and the string length
L: self-interaction can compensate a large fraction of the
energy. For the same total ball energy its string length L
can, in fact, be up to an order of magnitude larger, reach-
ing, perhaps, q̂ ⇠ 1GeV2/fm magnitude range, which is
usually associated with the QGP phase. Since the string
inside still contains the same electric flux etc, it means
that q̂ can be enhanced by this mechanism by about
an order of magnitude. (Another glance at our extreme
string-ball configurations shown in Fig. 8 may be needed
at this point, for most skeptical readers.) If this is the
case, the mechanism behind large v

2

will be explained!
Of course, it is just a possibility at this point: as we had

shown, it happens provided the self interaction parameter
happen to be of the right magnitude. Unfortunately, we
don’t really know what is its real-world value. (Again,
we only see that what is needed is several times smaller
than sigma coupling to the nucleons, which binds them
into nuclei.)

B. Angular correlations

The first di↵erence between the typical and high-
multiplicity pp and pA collisions first discovered was the
so-called “ridge” correlations. Soon LHC experiments
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string enhancement due to the Hagedorn phenomenon;
and (ii) further enhancement energy due to the string
self-interaction, the main subject of this paper. We will
discuss below those two e↵ects subsequently.

As we repeatedly emphasized already, in the mixed
phase the strings are close to their Hagedorn tempera-
ture, so they get easily excited. Let us refer to their av-
erage length as L̄, and to the string radius as rs. The ge-
ometrical cross section of the jet-string interaction scales
as their product: we will use 2L̄rs.

More accurately, approximating the QCD cross-over
transition by a first order transition, one defines the
mixed phase as T = Tc ⇡ 0.17GeV and variable energy
(and/or entropy) density. The normalized energy den-
sity according to lattice calculations (now for the QCD
with quarks, not just for gluodynamics, as in section III),
✏/T 4, ranges from 3 at T = Tc to about 12 at T = 1.2Tc.
Assuming that all this energy comes from a string, and
dividing naively by the vacuum (T=0) string tension �T ,
one finds that inside each 1 fm3 cube there is a string of
length changing between L̄min = 0.4 and L̄max = 1.4 fm,
across the mixed phase.

Let us now estimate q̂, by a simple classical argument.
The mean square of the momentum kick we write as

hp2?i ⇡ (gErs)
2 , (32)

which is a color force, gE, times the time it acts while
the jet is traversing the string, (some coe�cient of the or-
der one times) rs. This combination of the field strength
and the radius can be directly obtained from the follow-
ing consideration: the string tension, i.e. the energy per
length, is that of the field inside the string plus the en-
ergy of the “coil” (the magnetic current holding the field).
The former one is (E2/2)⇡r2s : and the latter should be
comparable. Assuming it is the same, and eliminating
1/2 we get �T = ⇡r2sE

2 from which it follows that

hp2?i ⇡ 4↵s�T (33)

The geometric probability for a jet to cross the string is
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string segments along the jet, in which the kick is longi-
tudinal. So,

q̂ ⇡ 16

3
↵s�T

L̄rs

fm3

. (34)

We still need to know the string radius and, fortunately,
its value and the string profile have been extensively stud-
ied on the lattice. Furthermore, in the so-called dual
Abelian model the QCD strings – flux tubes – are the
well known Abrikosov vortex solutions. Numerical data
and the dual theory do, in fact, agree quite well: see, in
particular, a review by Bali [27], from which we borrow
a fit to the lattice data, by the profile function

E(x) =
�e

2⇡r2s
K

0

(x/rs) (35)

withK
0

being the Bessel function. The main point here is
the value of the string radius rs = 1/(1.3GeV) = 0.15 fm.
The normalization parameter is �e = 1.44.
Now all parameters in the q̂ expression above are fixed

and we can evaluate q̂ numerically. With ↵s = 1/2 one
finds the range across the mixed phase to be

q̂min = 0.028, q̂max = 0.10
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Comparing these estimates with the values used in the
phenomenological models by the JET collaboration (31)
mentioned in the beginning of this subsection. Putting
them in the same absolute units one finds those to be
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which is in a good correspondence with our estimates.
This agreement does not, of course, mean that either

the estimate or empirical inputs used are, in fact, correct.
Recall that the JET collaboration’s analysis is done for
the hadron pt ⇠ 10 GeV, well inside the region, in which
the large v

2

puzzle remains unresolved. If these data are
to be included in their analysis, the values would go up.
From the theory side, the presented estimate looks sus-

picious, because it does not include the second enhance-
ment e↵ect, that is due to the string self-interaction.
Indeed, above we assumed the energy of the string to
be just linear in length due to its (vacuum) tension, i.e.
L�T . But, as we demonstrated in the upper Fig. 7, the
“entropy-rich branch” of the string balls has a di↵erent
relation between the total energy and the string length
L: self-interaction can compensate a large fraction of the
energy. For the same total ball energy its string length L
can, in fact, be up to an order of magnitude larger, reach-
ing, perhaps, q̂ ⇠ 1GeV2/fm magnitude range, which is
usually associated with the QGP phase. Since the string
inside still contains the same electric flux etc, it means
that q̂ can be enhanced by this mechanism by about
an order of magnitude. (Another glance at our extreme
string-ball configurations shown in Fig. 8 may be needed
at this point, for most skeptical readers.) If this is the
case, the mechanism behind large v

2

will be explained!
Of course, it is just a possibility at this point: as we had

shown, it happens provided the self interaction parameter
happen to be of the right magnitude. Unfortunately, we
don’t really know what is its real-world value. (Again,
we only see that what is needed is several times smaller
than sigma coupling to the nucleons, which binds them
into nuclei.)

B. Angular correlations

The first di↵erence between the typical and high-
multiplicity pp and pA collisions first discovered was the
so-called “ridge” correlations. Soon LHC experiments
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string enhancement due to the Hagedorn phenomenon;
and (ii) further enhancement energy due to the string
self-interaction, the main subject of this paper. We will
discuss below those two e↵ects subsequently.

As we repeatedly emphasized already, in the mixed
phase the strings are close to their Hagedorn tempera-
ture, so they get easily excited. Let us refer to their av-
erage length as L̄, and to the string radius as rs. The ge-
ometrical cross section of the jet-string interaction scales
as their product: we will use 2L̄rs.

More accurately, approximating the QCD cross-over
transition by a first order transition, one defines the
mixed phase as T = Tc ⇡ 0.17GeV and variable energy
(and/or entropy) density. The normalized energy den-
sity according to lattice calculations (now for the QCD
with quarks, not just for gluodynamics, as in section III),
✏/T 4, ranges from 3 at T = Tc to about 12 at T = 1.2Tc.
Assuming that all this energy comes from a string, and
dividing naively by the vacuum (T=0) string tension �T ,
one finds that inside each 1 fm3 cube there is a string of
length changing between L̄min = 0.4 and L̄max = 1.4 fm,
across the mixed phase.

Let us now estimate q̂, by a simple classical argument.
The mean square of the momentum kick we write as

hp2?i ⇡ (gErs)
2 , (32)

which is a color force, gE, times the time it acts while
the jet is traversing the string, (some coe�cient of the or-
der one times) rs. This combination of the field strength
and the radius can be directly obtained from the follow-
ing consideration: the string tension, i.e. the energy per
length, is that of the field inside the string plus the en-
ergy of the “coil” (the magnetic current holding the field).
The former one is (E2/2)⇡r2s : and the latter should be
comparable. Assuming it is the same, and eliminating
1/2 we get �T = ⇡r2sE

2 from which it follows that
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The geometric probability for a jet to cross the string is
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string segments along the jet, in which the kick is longi-
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We still need to know the string radius and, fortunately,
its value and the string profile have been extensively stud-
ied on the lattice. Furthermore, in the so-called dual
Abelian model the QCD strings – flux tubes – are the
well known Abrikosov vortex solutions. Numerical data
and the dual theory do, in fact, agree quite well: see, in
particular, a review by Bali [27], from which we borrow
a fit to the lattice data, by the profile function

E(x) =
�e

2⇡r2s
K

0

(x/rs) (35)

withK
0

being the Bessel function. The main point here is
the value of the string radius rs = 1/(1.3GeV) = 0.15 fm.
The normalization parameter is �e = 1.44.
Now all parameters in the q̂ expression above are fixed

and we can evaluate q̂ numerically. With ↵s = 1/2 one
finds the range across the mixed phase to be

q̂min = 0.028, q̂max = 0.10
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Comparing these estimates with the values used in the
phenomenological models by the JET collaboration (31)
mentioned in the beginning of this subsection. Putting
them in the same absolute units one finds those to be

q̂min = 0.025, q̂max = 0.15
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which is in a good correspondence with our estimates.
This agreement does not, of course, mean that either

the estimate or empirical inputs used are, in fact, correct.
Recall that the JET collaboration’s analysis is done for
the hadron pt ⇠ 10 GeV, well inside the region, in which
the large v

2

puzzle remains unresolved. If these data are
to be included in their analysis, the values would go up.
From the theory side, the presented estimate looks sus-

picious, because it does not include the second enhance-
ment e↵ect, that is due to the string self-interaction.
Indeed, above we assumed the energy of the string to
be just linear in length due to its (vacuum) tension, i.e.
L�T . But, as we demonstrated in the upper Fig. 7, the
“entropy-rich branch” of the string balls has a di↵erent
relation between the total energy and the string length
L: self-interaction can compensate a large fraction of the
energy. For the same total ball energy its string length L
can, in fact, be up to an order of magnitude larger, reach-
ing, perhaps, q̂ ⇠ 1GeV2/fm magnitude range, which is
usually associated with the QGP phase. Since the string
inside still contains the same electric flux etc, it means
that q̂ can be enhanced by this mechanism by about
an order of magnitude. (Another glance at our extreme
string-ball configurations shown in Fig. 8 may be needed
at this point, for most skeptical readers.) If this is the
case, the mechanism behind large v

2

will be explained!
Of course, it is just a possibility at this point: as we had

shown, it happens provided the self interaction parameter
happen to be of the right magnitude. Unfortunately, we
don’t really know what is its real-world value. (Again,
we only see that what is needed is several times smaller
than sigma coupling to the nucleons, which binds them
into nuclei.)

B. Angular correlations

The first di↵erence between the typical and high-
multiplicity pp and pA collisions first discovered was the
so-called “ridge” correlations. Soon LHC experiments
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string enhancement due to the Hagedorn phenomenon;
and (ii) further enhancement energy due to the string
self-interaction, the main subject of this paper. We will
discuss below those two e↵ects subsequently.

As we repeatedly emphasized already, in the mixed
phase the strings are close to their Hagedorn tempera-
ture, so they get easily excited. Let us refer to their av-
erage length as L̄, and to the string radius as rs. The ge-
ometrical cross section of the jet-string interaction scales
as their product: we will use 2L̄rs.

More accurately, approximating the QCD cross-over
transition by a first order transition, one defines the
mixed phase as T = Tc ⇡ 0.17GeV and variable energy
(and/or entropy) density. The normalized energy den-
sity according to lattice calculations (now for the QCD
with quarks, not just for gluodynamics, as in section III),
✏/T 4, ranges from 3 at T = Tc to about 12 at T = 1.2Tc.
Assuming that all this energy comes from a string, and
dividing naively by the vacuum (T=0) string tension �T ,
one finds that inside each 1 fm3 cube there is a string of
length changing between L̄min = 0.4 and L̄max = 1.4 fm,
across the mixed phase.

Let us now estimate q̂, by a simple classical argument.
The mean square of the momentum kick we write as

hp2?i ⇡ (gErs)
2 , (32)

which is a color force, gE, times the time it acts while
the jet is traversing the string, (some coe�cient of the or-
der one times) rs. This combination of the field strength
and the radius can be directly obtained from the follow-
ing consideration: the string tension, i.e. the energy per
length, is that of the field inside the string plus the en-
ergy of the “coil” (the magnetic current holding the field).
The former one is (E2/2)⇡r2s : and the latter should be
comparable. Assuming it is the same, and eliminating
1/2 we get �T = ⇡r2sE

2 from which it follows that

hp2?i ⇡ 4↵s�T (33)

The geometric probability for a jet to cross the string is
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string segments along the jet, in which the kick is longi-
tudinal. So,
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We still need to know the string radius and, fortunately,
its value and the string profile have been extensively stud-
ied on the lattice. Furthermore, in the so-called dual
Abelian model the QCD strings – flux tubes – are the
well known Abrikosov vortex solutions. Numerical data
and the dual theory do, in fact, agree quite well: see, in
particular, a review by Bali [27], from which we borrow
a fit to the lattice data, by the profile function

E(x) =
�e

2⇡r2s
K

0

(x/rs) (35)

withK
0

being the Bessel function. The main point here is
the value of the string radius rs = 1/(1.3GeV) = 0.15 fm.
The normalization parameter is �e = 1.44.
Now all parameters in the q̂ expression above are fixed

and we can evaluate q̂ numerically. With ↵s = 1/2 one
finds the range across the mixed phase to be

q̂min = 0.028, q̂max = 0.10
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Comparing these estimates with the values used in the
phenomenological models by the JET collaboration (31)
mentioned in the beginning of this subsection. Putting
them in the same absolute units one finds those to be

q̂min = 0.025, q̂max = 0.15
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which is in a good correspondence with our estimates.
This agreement does not, of course, mean that either

the estimate or empirical inputs used are, in fact, correct.
Recall that the JET collaboration’s analysis is done for
the hadron pt ⇠ 10 GeV, well inside the region, in which
the large v

2

puzzle remains unresolved. If these data are
to be included in their analysis, the values would go up.
From the theory side, the presented estimate looks sus-

picious, because it does not include the second enhance-
ment e↵ect, that is due to the string self-interaction.
Indeed, above we assumed the energy of the string to
be just linear in length due to its (vacuum) tension, i.e.
L�T . But, as we demonstrated in the upper Fig. 7, the
“entropy-rich branch” of the string balls has a di↵erent
relation between the total energy and the string length
L: self-interaction can compensate a large fraction of the
energy. For the same total ball energy its string length L
can, in fact, be up to an order of magnitude larger, reach-
ing, perhaps, q̂ ⇠ 1GeV2/fm magnitude range, which is
usually associated with the QGP phase. Since the string
inside still contains the same electric flux etc, it means
that q̂ can be enhanced by this mechanism by about
an order of magnitude. (Another glance at our extreme
string-ball configurations shown in Fig. 8 may be needed
at this point, for most skeptical readers.) If this is the
case, the mechanism behind large v

2

will be explained!
Of course, it is just a possibility at this point: as we had

shown, it happens provided the self interaction parameter
happen to be of the right magnitude. Unfortunately, we
don’t really know what is its real-world value. (Again,
we only see that what is needed is several times smaller
than sigma coupling to the nucleons, which binds them
into nuclei.)

B. Angular correlations

The first di↵erence between the typical and high-
multiplicity pp and pA collisions first discovered was the
so-called “ridge” correlations. Soon LHC experiments
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string enhancement due to the Hagedorn phenomenon;
and (ii) further enhancement energy due to the string
self-interaction, the main subject of this paper. We will
discuss below those two e↵ects subsequently.

As we repeatedly emphasized already, in the mixed
phase the strings are close to their Hagedorn tempera-
ture, so they get easily excited. Let us refer to their av-
erage length as L̄, and to the string radius as rs. The ge-
ometrical cross section of the jet-string interaction scales
as their product: we will use 2L̄rs.

More accurately, approximating the QCD cross-over
transition by a first order transition, one defines the
mixed phase as T = Tc ⇡ 0.17GeV and variable energy
(and/or entropy) density. The normalized energy den-
sity according to lattice calculations (now for the QCD
with quarks, not just for gluodynamics, as in section III),
✏/T 4, ranges from 3 at T = Tc to about 12 at T = 1.2Tc.
Assuming that all this energy comes from a string, and
dividing naively by the vacuum (T=0) string tension �T ,
one finds that inside each 1 fm3 cube there is a string of
length changing between L̄min = 0.4 and L̄max = 1.4 fm,
across the mixed phase.

Let us now estimate q̂, by a simple classical argument.
The mean square of the momentum kick we write as

hp2?i ⇡ (gErs)
2 , (32)

which is a color force, gE, times the time it acts while
the jet is traversing the string, (some coe�cient of the or-
der one times) rs. This combination of the field strength
and the radius can be directly obtained from the follow-
ing consideration: the string tension, i.e. the energy per
length, is that of the field inside the string plus the en-
ergy of the “coil” (the magnetic current holding the field).
The former one is (E2/2)⇡r2s : and the latter should be
comparable. Assuming it is the same, and eliminating
1/2 we get �T = ⇡r2sE

2 from which it follows that

hp2?i ⇡ 4↵s�T (33)

The geometric probability for a jet to cross the string is
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string segments along the jet, in which the kick is longi-
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We still need to know the string radius and, fortunately,
its value and the string profile have been extensively stud-
ied on the lattice. Furthermore, in the so-called dual
Abelian model the QCD strings – flux tubes – are the
well known Abrikosov vortex solutions. Numerical data
and the dual theory do, in fact, agree quite well: see, in
particular, a review by Bali [27], from which we borrow
a fit to the lattice data, by the profile function

E(x) =
�e

2⇡r2s
K

0

(x/rs) (35)

withK
0

being the Bessel function. The main point here is
the value of the string radius rs = 1/(1.3GeV) = 0.15 fm.
The normalization parameter is �e = 1.44.
Now all parameters in the q̂ expression above are fixed

and we can evaluate q̂ numerically. With ↵s = 1/2 one
finds the range across the mixed phase to be

q̂min = 0.028, q̂max = 0.10

✓
GeV2

fm

◆
. (36)

Comparing these estimates with the values used in the
phenomenological models by the JET collaboration (31)
mentioned in the beginning of this subsection. Putting
them in the same absolute units one finds those to be

q̂min = 0.025, q̂max = 0.15
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which is in a good correspondence with our estimates.
This agreement does not, of course, mean that either

the estimate or empirical inputs used are, in fact, correct.
Recall that the JET collaboration’s analysis is done for
the hadron pt ⇠ 10 GeV, well inside the region, in which
the large v

2

puzzle remains unresolved. If these data are
to be included in their analysis, the values would go up.
From the theory side, the presented estimate looks sus-

picious, because it does not include the second enhance-
ment e↵ect, that is due to the string self-interaction.
Indeed, above we assumed the energy of the string to
be just linear in length due to its (vacuum) tension, i.e.
L�T . But, as we demonstrated in the upper Fig. 7, the
“entropy-rich branch” of the string balls has a di↵erent
relation between the total energy and the string length
L: self-interaction can compensate a large fraction of the
energy. For the same total ball energy its string length L
can, in fact, be up to an order of magnitude larger, reach-
ing, perhaps, q̂ ⇠ 1GeV2/fm magnitude range, which is
usually associated with the QGP phase. Since the string
inside still contains the same electric flux etc, it means
that q̂ can be enhanced by this mechanism by about
an order of magnitude. (Another glance at our extreme
string-ball configurations shown in Fig. 8 may be needed
at this point, for most skeptical readers.) If this is the
case, the mechanism behind large v

2

will be explained!
Of course, it is just a possibility at this point: as we had

shown, it happens provided the self interaction parameter
happen to be of the right magnitude. Unfortunately, we
don’t really know what is its real-world value. (Again,
we only see that what is needed is several times smaller
than sigma coupling to the nucleons, which binds them
into nuclei.)

B. Angular correlations

The first di↵erence between the typical and high-
multiplicity pp and pA collisions first discovered was the
so-called “ridge” correlations. Soon LHC experiments
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string enhancement due to the Hagedorn phenomenon;
and (ii) further enhancement energy due to the string
self-interaction, the main subject of this paper. We will
discuss below those two e↵ects subsequently.

As we repeatedly emphasized already, in the mixed
phase the strings are close to their Hagedorn tempera-
ture, so they get easily excited. Let us refer to their av-
erage length as L̄, and to the string radius as rs. The ge-
ometrical cross section of the jet-string interaction scales
as their product: we will use 2L̄rs.

More accurately, approximating the QCD cross-over
transition by a first order transition, one defines the
mixed phase as T = Tc ⇡ 0.17GeV and variable energy
(and/or entropy) density. The normalized energy den-
sity according to lattice calculations (now for the QCD
with quarks, not just for gluodynamics, as in section III),
✏/T 4, ranges from 3 at T = Tc to about 12 at T = 1.2Tc.
Assuming that all this energy comes from a string, and
dividing naively by the vacuum (T=0) string tension �T ,
one finds that inside each 1 fm3 cube there is a string of
length changing between L̄min = 0.4 and L̄max = 1.4 fm,
across the mixed phase.

Let us now estimate q̂, by a simple classical argument.
The mean square of the momentum kick we write as

hp2?i ⇡ (gErs)
2 , (32)

which is a color force, gE, times the time it acts while
the jet is traversing the string, (some coe�cient of the or-
der one times) rs. This combination of the field strength
and the radius can be directly obtained from the follow-
ing consideration: the string tension, i.e. the energy per
length, is that of the field inside the string plus the en-
ergy of the “coil” (the magnetic current holding the field).
The former one is (E2/2)⇡r2s : and the latter should be
comparable. Assuming it is the same, and eliminating
1/2 we get �T = ⇡r2sE

2 from which it follows that

hp2?i ⇡ 4↵s�T (33)

The geometric probability for a jet to cross the string is
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2 over each fm longitudinally. Here (2/3) excludes
string segments along the jet, in which the kick is longi-
tudinal. So,
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fm3

. (34)

We still need to know the string radius and, fortunately,
its value and the string profile have been extensively stud-
ied on the lattice. Furthermore, in the so-called dual
Abelian model the QCD strings – flux tubes – are the
well known Abrikosov vortex solutions. Numerical data
and the dual theory do, in fact, agree quite well: see, in
particular, a review by Bali [27], from which we borrow
a fit to the lattice data, by the profile function

E(x) =
�e

2⇡r2s
K

0

(x/rs) (35)

withK
0

being the Bessel function. The main point here is
the value of the string radius rs = 1/(1.3GeV) = 0.15 fm.
The normalization parameter is �e = 1.44.
Now all parameters in the q̂ expression above are fixed

and we can evaluate q̂ numerically. With ↵s = 1/2 one
finds the range across the mixed phase to be

q̂min = 0.028, q̂max = 0.10

✓
GeV2

fm

◆
. (36)

Comparing these estimates with the values used in the
phenomenological models by the JET collaboration (31)
mentioned in the beginning of this subsection. Putting
them in the same absolute units one finds those to be

q̂min = 0.025, q̂max = 0.15

✓
GeV2

fm

◆
, (37)

which is in a good correspondence with our estimates.
This agreement does not, of course, mean that either

the estimate or empirical inputs used are, in fact, correct.
Recall that the JET collaboration’s analysis is done for
the hadron pt ⇠ 10 GeV, well inside the region, in which
the large v

2

puzzle remains unresolved. If these data are
to be included in their analysis, the values would go up.
From the theory side, the presented estimate looks sus-

picious, because it does not include the second enhance-
ment e↵ect, that is due to the string self-interaction.
Indeed, above we assumed the energy of the string to
be just linear in length due to its (vacuum) tension, i.e.
L�T . But, as we demonstrated in the upper Fig. 7, the
“entropy-rich branch” of the string balls has a di↵erent
relation between the total energy and the string length
L: self-interaction can compensate a large fraction of the
energy. For the same total ball energy its string length L
can, in fact, be up to an order of magnitude larger, reach-
ing, perhaps, q̂ ⇠ 1GeV2/fm magnitude range, which is
usually associated with the QGP phase. Since the string
inside still contains the same electric flux etc, it means
that q̂ can be enhanced by this mechanism by about
an order of magnitude. (Another glance at our extreme
string-ball configurations shown in Fig. 8 may be needed
at this point, for most skeptical readers.) If this is the
case, the mechanism behind large v

2

will be explained!
Of course, it is just a possibility at this point: as we had

shown, it happens provided the self interaction parameter
happen to be of the right magnitude. Unfortunately, we
don’t really know what is its real-world value. (Again,
we only see that what is needed is several times smaller
than sigma coupling to the nucleons, which binds them
into nuclei.)

B. Angular correlations

The first di↵erence between the typical and high-
multiplicity pp and pA collisions first discovered was the
so-called “ridge” correlations. Soon LHC experiments

But in high entropy self-supporting balls it can be 
up to one order of magnitude larger!

10

L/a ⇠ 700, the total energy is only E ⇡ 17GeV, as
a result of the balancing between the mass and self-
interaction. Note furthermore that that configurations
are very asymmetric: one string is excited much more
than the other, since longer string has much more states
than the shorter one. The same feature has been noticed
on the lattice as well: typically, one very long string forms
a large cluster, dominating over few small clusters. Note
further, that nearly all space inside the ball with T > TH

is occupied. High entropy corresponds to a (astronomi-
cally) large number of shapes this string may have.

So far we only used the vacuum value of the sigma
meson mass, m� = 0.6GeV. What happens if its value is
reduced is shown in Fig. 9. As one can see from this plot,
the critical self-coupling is reduced by about an order of
magnitude between subsequent values of m�. Indeed, as
the mass decreases by roughly a factor 2, the volume of
the region where r  1/m� is increased roughly by the
factor 8.

Summary of this section: at certain critical coupling
the string ball undergoes transition to a self-binding high
entropy phase. Its value depends strongly on the value
of the sigma meson mass at Tc. (Both the mass and the
coupling in the QCD near Tc are not yet known.)

V. APPLICATIONS

A. Jet quenching during the mixed phase

Hard collisions, creating quark and gluon jets, provide
an “X-ray tomography” of the excited fireball produced
in heavy ion collisions. “Quenching” (absorption, modi-
fication) of such jets is one of the main diagnostic tools
used to probe various phases of the hadronic matter ap-
pearing during the fireball expansion. The theory of jet
quenching is rather involved, and the phenomenology is
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FIG. 9: (Color online) Blue circles, yellow squares and red
stars show the dependence of the string ball energy E(GeV)
on the coupling gN (GeV�2) for m� = 0.1, 0.3, 0.6GeV, re-
spectively. These simulations are performed in the setting
T0 = 1GeV, sT = 2a .

even more complicated, due to the time evolution of the
fireball. For a recent summary see e.g. a report of the
JET collaboration [23] and references therein. For our
purposes it is enough to mention that the relevant mat-
ter properties are described by a single quantity,

q̂ =
dhp2?i
dl

, (29)

characterizing increase of the mean squared momentum
perpendicular to the direction of motion, per unit length.
Most early works on the subject assumed that this

quantity is simply proportional to the entropy density
s of the matter,

q̂

s
⇡ const , (30)

since both of the have the same mass dimension. Such a
naive assumption is reasonable for the QGP phase, which
is quasi-conformal and possesses only one scale – say T–
of its own. But obviously there is no reason to extend
this assumption to the mixed and hadronic phases, as
their structure is quite di↵erent, especially in respect to
the color field distribution a↵ecting q̂. The characteristic
values used in current jet quenching models can be seen
in Fig. 10 of [23]: for T = Tc (the mixed phase) they
range in the following interval

✓
q̂

T 3

c

◆

min

⇡ 1,

✓
q̂

T 3

c

◆

max

⇡ 6 . (31)

Note that the analysis in [23] is so far based only on the
quenching strength itself: analysis of the quenching for
jet paths with di↵erent azimuthal angles – or the so-called
v
2

= hcos(2�)i at large pt – is yet to be performed.
It has however been pointed out long ago [24] that large

experimental values of v
2

are di�cult to explain by any
simple model of quenching, in particular, they were in a
strong contradiction with the simplest assumption (30).
One possible solution to this puzzle has been suggested
few years ago in Ref. [6]: the v

2

data can be reproduced,
if q̂ is significantly enhanced in the mixed phase. More
recent data, especially from LHC, had shown that v

2

has,
in fact, a rather strong pt dependence and is decreasing
with pt of the observed hadron: so the issue seems to
exist only for pt < 40GeV or so. Comparison of those
data with various models and discussion can be found in
Refs. [25, 26].
Here we want to point out that a natural explanation

for the enhanced q̂ in the mixed phase can be provided
by the strings. As far as we know, the “kicks” induced by
the color electric field inside the QCD strings has been ig-
nored in all jet quenching phenomenology: only the fields
of “charges” (quarks and gluons in QGP, hadrons alterna-
tively) were included, in the spherical Debye approxima-
tion. However, if the entire flux of the color-electric field
is inside the QCD strings, there are no Coulomb fields
of the charges and their Debye cloud. There are, in fact,
two di↵erent reasons for it to be the case: (i) a generic

?

string length inside 
1 fm^3
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FIG. 7: Upper plot: The energy of the cluster E (GeV)
versus the length of the string L/a. Lower plot: The en-
ergy of the cluster E (GeV) versus the “Newton coupling”
gN (GeV�2). Points show the results of the simulations in
setting T0 = 1GeV and size of the ball sT = 1.5a, 2a, for
circles and stars, respectively.

reason for those is the near-critical conditions at the ball
surface, where the string has e↵ectively a very small e↵ec-
tive tension. Furthermore, if one looks at the individual
configurations – e.g. those displayed in Fig. 4 – one can
see that, in spite of relatively heavy string balls, most of
the space remains unoccupied.

As the parameter sT of the ball size is reduced, the
mean length (and thus the ball’s mass) is strongly di-
minished as well. Two examples of the length distribu-
tion shown in Fig. 6 make this point clear. While at
T
0

= 1GeV, sT = 1.5a (dark blue histogram) one finds a
string ball of an average length of about 20 links, further
reduction to sT = 1.0a (light orange histogram) shows
that the most probable is the shortest configuration with
8 points (6 links), corresponding to an unexcited initial
configuration. Yet even in this case, the population of the
excited strings still show a long tale, with population up
to 25 links (in this simulation), with a probability rate
of about a percent. Inspection of those configurations
shows that it is dominated by the excitation of one of
the strings only, see lower part of Fig. 6.

B. Self-interaction included

Now we are ready to see how nonzero string self-
interaction modifies the properties of the system. While
increasing the corresponding parameter – “scalar New-
ton’s constant” gN – we observe that above its critical
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FIG. 8: (Color online) A typical configuration in the entropy-
rich self-balanced string balls ensemble. Simulation parame-
ters: T0 = 1GeV, sT = 1.5a, gN = 4.4 (GeV�2).

value even the most basic features of the system change.
In Fig. 7 (upper figure) we show the calculated rela-

tion between the average string length L and its energy
E. Each point is a run of about 10"000 iterations of the
entire string updates after equilibration. While at small
coupling E and L are simply proportional to each other,
like for non-interacting strings described above, this be-
havior changes abruptly. As the negative self-interaction
energy become important, the total energy E of the ball
becomes decreasing with the string length L. In Fig. 7
(lower figure) we show more details of this behavior: this
plot demonstrates how total energy E depends on the
coupling value gN . We find a jump at the critical cou-
pling (for this setting) gc1N , which in a simulation looks
like a first order transition, with double-maxima distribu-
tions in the energy and length. As is seen from the figure,
the precise value of the coupling somewhat depends on
the system size. At this coupling the jump in energy is
always about a factor 3, and the jump in string length
(or entropy) is even larger.
In this way we observe a new regime for our system,

which we will call the “entropy-rich self-balanced string
balls”. For a given fixed mass M we thus find that string
balls may belong to two very distinct classes: (i) small
near-random balls and (ii) large ones in which the string
can be very long, but balances its tension by a compara-
ble collective attraction. Discovery of this second regime
is the main result of this paper.

Finally, there exists the second critical coupling, which
found to be gc2N ⇡ 4.5GeV�2, above which balancing the
energy becomes impossible and simulations show imme-
diate collapse of the system, in which the energy quickly
falls to large negative values, clearly of no physical mean-
ing.

Example of a corresponding configuration is shown in
Fig. 8. Note that, in spite of a very large string length




