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Four Steps in HIC
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Color Glass Condensate (CGC)

Color Glass + Plasma = Glasma

(s) Quark-Gluon Plasma

⌧ . 1/Qs ⇠ 0.1fm/c

⌧ . ⌧0 ⇠ 1fm/c

⌧ . ⌧f ⇠ 10fm/c

Hadronization (quarks → hadrons)
Lattice EoS ~ HRG
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Hydronization

Isotropization

Thermalization

Complete isotropization is not necessary. 
Stability of a certain isotropization (< 50%?) is required.

Hydrodynamics would be a better description with more  
and more dissipative terms. 
Anisotropic viscous hydro may work better?

What is seen in experiment is a thermal pt distribution of  
hadrons — thermal gluons?  Turbulence?  BEC?  Photons?

Gelis, Epelbaum, Berges, Venugopalan, Schlichting

Chesler, Yaffe, Janik, Strickland, Heinz

Blaizot, McLerran, Liao, Gelis, Berges, Kurkela, Moore
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Q:  Is the CSA good to give fast isotropization if 
       the system is NOT expanding?3

choice of g but the scale of quantities we look at. That is,
the classical description should be reasonable for quanti-
ties with momentum scale smaller than Q

s

. With above
parameters the transverse lattice spacing is of the same
order as Q�1

s

, so that the classical approach can be legit-
imate to capture phenomena over several lattice sites as
we will see later.

We note that the initial energy density is both UV and
IR singular [26]:
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where ⇤
UV

and m

IR

are UV and IR cuto↵ scales, respec-
tively. This singularity is problematic in a non-expanding
box, while the time evolution soon diminishes this singu-
larity in the expanding case [26]. In our numerical sim-
ulation, thus, we need to introduce a UV cuto↵ (k?)max

when we solve the Poisson equation, i.e. higher modes
with k? > (k?)max

= 32 ·2⇡/L? ⇠ 1.7g2µ ⇠ 3.4GeV are
dropped to get the results presented in this paper. We
have then confirmed that our results have only minor de-
pendence on L? as long as we keep the same (k?)max

.
We also note that, because of the color string, the initial
P

L

starts from a negative value (i.e. two nuclei feel an
attractive force).

It is already a non-trivial observation that P
L

vanishes
at late time. In the expanding case, since the system is
stretched and diluted, one may anticipate P

L

! 0 as a
result of the free streaming. In the present simulation,
however, the box does not expand and nothing streams
out, so that P

L

! 0 is purely realized by the choice of the
initial conditions (3) and (4). This implies that P

L

! 0
even in the expanding glasma should be attributed to not
the expansion but the initial conditions. In other words,
the free streaming is not the reason, but the physical
interpretation of the result.

We shall next proceed to the results with z-disturbing
fluctuations, as shown in Fig. 1. We here adopt three
di↵erent�; a substantially large� = 0.2 gives the energy
density from fluctuations of the same order of magnitude
as the background fields. Therefore, this value is a kind of
upper bound above which solving the classical equations
of motion is no longer justified. A marginal � = 0.02
is much safer; the initial energy density is dominated by
the background fields, and the time evolution is almost
identical with the case with even smaller � = 0.002, as
is manifested in Fig. 1. (To avoid making the figure too
busy, we did not show the fluctuation-free results with
� = 0 that behave like the results with � = 0.02 or
0.002 till g2µt ⇠ 60, and monotonically approach zero
beyond it.)

There are two interesting observations that one can
notice at a glance. First, the choices of � = 0.02 and
0.002 make only little change in the onset of the insta-
bility around g

2

µt ⇠ 100 where P

L

/P

T

start growing.
Owing to this, we can be so sure that our results should
be robust at least on a qualitative level regardless of our
ignorance about the precise value of �. We note that,
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FIG. 1. (Color online) Pressure ratio PL/PT as a function of
dimensionless time. Without fluctuation the ratio approaches
zero, while it goes to a non-zero constant if fluctuations are
implemented. An ensemble average is taken over 50 configu-
rations.

as long as the amplitude of each unstable mode is small
in the linear regime, it should obey a simple scaling law
of proportionality with � as observed in Ref. [7], while
the time evolution is fixed by the background fields and is
rather insensitive to �. Because Fig. 1 shows not a mode
amplitude but a bulk pressure involving all modes, it is
not transparent how the results exhibit the scaling law
with�. Nevertheless, the similar behavior with� = 0.02
and 0.002 suggests that the onset time is predominantly
determined by the properties of the background fields un-
less large fluctuations could a↵ect the background fields.

Second, if � is less than ⇠ 0.2, we cannot reach the
complete isotropization. [In principle, if we wait forever,
it may achieve complete isotropization, though we could
not confirm it in our long-time simulation.] This is quite
unexpected: Because the simulation runs in the isotropic
setup, the anisotropy given at the initial time should nat-
urally fade out if we wait for a su�ciently long time.
This intuition is correct, but the point is that it takes
an extraordinarily long time unless � is such large that
it also modifies the initial energy density. It is quite in-
structive to see that the isotropization at later time is

a very slow process even in a non-expanding and sym-
metric box. Here we make a comment on recent results
in Ref. [27] where a tendency toward isotropization has
been observed. Our claim is consistent with their finding;
complete isotropization (P

L

= P

T

) is di�cult to realize
but 50-60% of isotropization would be more realistic as
seen in Ref. [27] and in this present study.

To discuss more microscopic dynamics, we shall split
the time evolution into three distinct characteristic
regimes as follows.

Fukushima (2013)

Maybe the full quantum fluct. cures? 
yes: Gelis, Epelbaum, Moore, Wu 
Free streaming fixed point?
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FIG. 4. (Color online) Snapshots of the energy amplitude for � = 0.02 at maximum kz on the transverse x-y plane (in unit of
a). These are taken at the times corresponding to Fig. 2. Clearly a dynamical pattern is formed first and the region with high
kz next spreads over the transverse directions.

FIG. 5. (Color online) Power spectrum P (k?) as a function
of the transvers wave-number, normalized by the zero-mode
value. The ensemble average is taken over 50 configurations.

C. Asymptotic slowly-growing regime

The di↵usion is caused by inhomogeneity, and so it
becomes slower and slower with less and less inhomo-
geneity and anisotropy. Naturally the tendency toward
isotropization becomes weakened as P

L

and P

T

get closer
to each other. In such an asymptotic regime (g2µt & 30
for � = 0.2 and g

2

µt & 100 for � = 0.02 in Fig. 1)
the characteristic time scale, if taken literally, seems to
be too long as compared to the typical time scale in the
experiment. If we take a smaller g and thus larger Q

s

,
however, hundreds of Q

s

would be still within a reason-
able time window that is relevant to the thermalization
process in the heavy-ion collision.

Usually some kind of scaling law may be observed in
a well-developed turbulent system at late time. In the
present simulation with specific initial conditions (3) and
(4), however, the zero mode cannot be a consistent source
to supply the energy injection and so it cannot sustain

FIG. 6. (Color online) Power index deduced from the tail
of the energy spectrum fitted by k

�↵
z given as a function of

dimensionless time.

a steady inertial region in the energy spectrum. Still,
there may be a chance to see scaling behavior at the tail
of the energy spectrum. To test this idea, we attempt
to fit the longitudinal energy spectrum by the power-law
spectrum ⇠ k

�↵

z

, and we find that the fit works well in
the range, n

z

= 25 ⇠ 48. Then, the power ↵ turns out to
be a function of time as in Ref. [19], which is plotted in
Fig. 6. The value of the index ↵ decreases with increasing
time, which crosses the Kolmogorov value 5/3 = 1.67 and
becomes even smaller. As we discussed above, the inertial
region is not stable and the precise value of ↵ is not very
important in the present case but this level of qualitative
agreement is quite suggestive. One might care about the
consistency with Ref. [18] in which a stable power-law
has been identified. We note that this di↵erence between
the present analysis and Ref. [18] comes from the totally
di↵erent choice of the initial conditions (3) and (4) that
resemble the anisotropy in the heavy-ion collision.
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Local Avalanche
in Longitudinal

Diffusion in Transverse(a) (b)

FIG. 7. (Color online) Schematic picture of two fastest pro-
cesses in the early-time dynamics in the relativistic heavy-ion
collision.

IV. CONCLUSIONS

With the results from our numerical simulations, we
can arrive at the following picture of the very early-time
stage in the relativistic heavy-ion collision, as is sketched
in the illustration of Fig. 7.

The fastest process is driven by the avalanche-like de-
cay along the longitudinal direction which takes place
locally in transverse plane. These avalanches are to be
attributed to initial fluctuations. Once this occurs, the
boost invariance or the z-invariance is quickly but only
locally broken as in (a) of Fig. 7. This view also invokes
the famous Reynolds’ experiment of the turbulent flow
inside of a pipe [31] where the translationally steady flow
of ink begins wandering under disturbances if Reynolds’
number exceeds a critical point. From this analogy it
may well be reasonable to identify these local avalanches
as appearance of a sort of fluid turbulence. Also, it would

be conceivable to associate them with the QCD string
breaking which is accompanied by the particle produc-
tion.
The next vital fast process is the di↵usion over the

transverse plane. This turbulent di↵usion is a quite ef-
ficient mechanism to dispose energy in the whole phase
space, and eventually to let the equation of state behave
smoothly enough.
Before addressing the possible relevance to the exper-

imental data, the following upgrades should be taken
into account: First, it is necessary to incorporate the
full quantum spectrum that should further accelerate
the process speed. Second, related to this, we should
carefully deal with the renormalization and subtract the
UV divergence originating from the quantum fluctuation.
Third, we need to turn the expansion on, which makes it
even more subtle to handle the first and the second points
above. In principle, as we commented, the avalanches
should be associated with the particle production, which
is to be reflected in the moments of the angular distri-
bution of the produced particles. For quantitative the-
oretical prediction, however, we must tackle the above-
mentioned tough obstacles and complete the thermaliza-
tion scenario first. We believe that the qualitative find-
ing reported in this work should be a crucial step toward
solving the puzzle of the thermalization problem.
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RHIC / PHENIX

* photon puzzle  
- baryons-antibaryons  
- pion Bremsstrahlung  
   (Ralf Rapp) 

* photon elliptic flow



August 25, 2015 @ INT in Seattle

Four Steps in HIC

6

Color Glass Condensate (CGC)

Color Glass + Plasma = Glasma

(s) Quark-Gluon Plasma

⌧ . 1/Qs ⇠ 0.1fm/c

⌧ . ⌧0 ⇠ 1fm/c

⌧ . ⌧f ⇠ 10fm/c

Hadronization (quarks → hadrons)

B
Anomaly?
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Classical Picture for B
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eB0 = (47.6 MeV)2
⇣1 fm

b

⌘2
Z sinhY t0 =

b

2 sinhY

Point-particle approximation:

“strongest magnetic field in the Universe”
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What I want to do…
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Initial State in High-Energy AA Collisions

Magnetic Fields

Quark Pair ProductionPhoton Production

Anomalous Transport 
(more direct relevance than hydro/phase diagram)
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Expanding CGC
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Longitudinal Fields (Local Parity Violation)

Characterized  
        by Qs

Simulation starts with “negative” pressure:  PL < 0

µ5(x?)
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“Saturation” is not needed, but just “Scaling”

10
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Fig. 10. HERA data on the cross section for γ∗p DIS from the region x < 0.01 and Q2 < 450GeV2

plotted versus the scaling variable T = Q2/Q2
s(x) (from Ref. [82]).

associated with saturation is the property known as “geometric scaling” [82]: The Golec-
Biernat–Wüsthoff dipole cross–section, Eq. (1.26), has the remarkable feature to depend
upon the two kinematical variables x and r⊥ only via the dimensionless combination
T ≡ r2

⊥Q2
s(x) (the “scaling variable”). Through the factorization formula (1.22), this scal-

ing property then transmits to the photoabsorbtion cross–section : in the limit where the
quark masses are negligible, σγ∗p is a function of the ratio Q2/Q2

s(x) alone. Inspired by this
observation, Stasto, Golec-Biernat and Kwiecinski performed a model–independent anal-
ysis of the data [82] and found that the measured cross–section σγ∗p(x, Q2) for x ≤ 10−2

shows indeed approximate scaling as a function of the variable Q2/Q2
s(x), with Q2

s(x) ∝
1/xλ and λ ∼ 0.3, within the whole range available in Q2 (namely, Q2 ≤ 450 GeV2). The
quality of this scaling can be appreciated by inspection of Fig. 10.

It should be emphasized that, although natural within the framework of the simple ‘sat-
uration model’ (1.26), the quality of this scaling in the high Q2 regime has posed a real
challenge to perturbative QCD. Whereas at low momenta Q2 < Q2

s(x) such a scaling is
indeed natural in the context of saturation, for larger Q2 > Q2

s(x) one would expect the
scaling to be violated by quantum evolution, similarly to what happens for the Bjorken–

26

Scaling variable:
⌧ = Q

2
/Q

2
s(x)

Saturation momentum:
Q

2
s(x) = Q

2
0(x/x0)

��

Golec-Biernat, Kwiecinski, Stasto, Wuesthoff

“Geometric Scaling”
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z

y x
Ez
Bz

Fukushima-Kharzeev-Warringa (2009)

2

Maxwell’s displacement current. We know that
Maxwell’s displacement current is a source for the
magnetic field but no charge carrier flows (though
the Poynting vector shows a flow of electromagnetic
energy) as pointed out in Ref. [15].

2. What is the momentum spectrum of charged parti-
cles that flow as the chiral magnetic current? In the
derivation using the thermodynamic potential [8] a
finite result remains after a cancellation between in-
finitely large momentum contributions p

z ⇠ ±1,
but it is unlikely in any experiment that particles
with such large momenta emerge from the vacuum.
In the kinetic derivation [16–18] a thermal distribu-
tion of particles is finally assumed to retrieve the
exact CME coe�cient, which provides us with a
theoretically correct description of the dynamical
current. It is, however, still needed to understand
how such a distribution of particles arises. In gen-
eral with arbitrary (non-thermal) initial conditions
the particle distribution functions are not neces-
sarily thermal and then the CME current may not
obey the standard formula, which also motivates
the numerical simulation.

3. The expression h⌦|j|⌦i 6= 0 does not always mean a
flowing current but it may represent a polarization
that is a static expectation value of a vector oper-
ator j, where |⌦i represents a certain pure state of
the physical system. (We can generalize our discus-
sions to mixed states, but the consideration with a
pure state su�ces for our purpose.) In the lattice-
QCD simulation in Euclid spacetime as in Ref. [19],
|⌦i is the Euclidean QCD vacuum, and the current
measured with |⌦i should be a polarization because
the current is a non-equilibrium and steady dynam-
ical phenomenon. Actually the chiral separation
e↵ect h⌦|jA|⌦i / µB has a natural interpretation
as a spin polarization [20] (see also Ref. [21] for
a recent study on this). To make a possible dif-
ference explicit we point out an example found in
the computation of the chiral magnetic conductiv-
ity �

�

(!,p) that represents a linear response in the
presence of spacetime dependent B(!,p). From
Fig. 2 of Ref. [22] it is obvious that the static limit
�

�

(! = 0,p ! 0) takes a value di↵erent from the
dynamical limit �

�

(! ! 0,p = 0).

4. How can the particle motion be aligned to the mag-
netic field? The conventional explanation (i.e., the
correlation between the helicity and the spin align-
ment under a strong B) is based on a static picture
corresponding to the polarization phenomenon. If
there are free right-handed fermions, say, in the
direction perpendicular to B, they just move on
a circle with the Larmor radius classically. The
spin receives a torque from the Berry’s curvature
term, but the spin cannot be aligned to B with-
out dissipation. Also we make a comment that the

x

y

z
B

B

z

y

Ez

j z

j y

j x

FIG. 1. Schematic view of currents induced by B

y in a CP-
odd domain realized by parallel E

z and B

z. The currents
flow in all the x, y, and z directions; jx is the anomalous Hall
current and j

y is the CME current.

kinetic derivation may look like a problem of one-
particle motion, but it should be justified by the
worldline formalism on the quantum level, and then
the (proper) time may be given a meaning di↵erent
from the genuine time.

5. What is the response time for the chiral magnetic
current to get activated? It is unlikely that the
current suddenly starts flowing as soon as B and
µ5 are turned on. (This is actually an unavoid-
able problem to simulate the chiral magnetic e↵ect
assuming a certain µ5.) The current generation
rate has been calculated only in an idealized setup,
and the quantitative estimate of this response time
should be crucial for experimental detection in re-
alistic and thus disturbed environments.

To answer these question, in this work, we consider
a special setup as illustrated in Fig. 1, which is the
schematic view of the CME setup in the HIC and in the
condensed matter experiment. The parallel E and B (in
the z direction in Fig. 1) form P- and CP-odd product
E ·B, and the CME current jy is induced in a direction
perpendicular to E, which is reminiscent of the anoma-
lous Hall current j

x. (In this sense one can regard the
CME as a 3D extension of the Hall e↵ect.) In the HIC
E

z and B

z are Abelian projected chromo-electric and
chromo-magnetic fields [11]. In the sphaleron transition
these fields are provided from the Abelian projected part
of the sphaleron gauge configuration too.
Then, we can address the questions in a very concrete

way and we shall present short answers in order:

1. The produced particles from the vacuum fluctua-
tions form a current. The right-handed particles
and anti-particles have asymmetric momentum dis-
tributions due to E · B 6= 0, where the particle
number is conserved with the opposite excess from
the left-handed sector (and the current is doubled).
Therefore, the chiral magnetic e↵ect can be real-
ized in a non-equilibrium environment and is most

Schematically

j ⇠ (EB)B

Real-time Chiral Magnetic Effect (CME)
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Analytical calculation for uniform fields 
Current = CP-breaking Schwinger Mechanism

ξ = 10
ξ = 1

ξ = 0.1

|q|By/|gEz|

1
|q|

∂tjy

∂tn5

1086420

1

0.8

0.6

0.4

0.2

0

What is new with fields  
  inhomogeneous in space/time?



August 25, 2015 @ INT in Seattle

B-induced Photons
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Inhomogeneous B / µ5 carries energy/momentum

��

B
�

LPV

Reversed Primakoff Effect

Le↵ ⇠ "µ⌫⇢�AµF⌫⇢@�✓

(jz ⇠ @
t

✓F
xy

)

dN
�

d3q
/

X

i

✏(i)y(q)✏(i)y(q)

=
q2
z

+ q2
x

q2Fukushima-Mameda (2012)

cf. Basar-Kharzeev-Skokov (2012)
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Inhomogeneous B / µ5 carries energy/momentum

��

B
�

LPV

Le↵ ⇠ "µ⌫⇢�AµF⌫⇢@�✓

(jz ⇠ @
t

✓F
xy

)

dN
�

d3q
/

X

i

✏(i)y(q)✏(i)y(q)

=
q2
z

+ q2
x

q2

E ·B with CGC

Quark “one-loop” fluct.
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2

follows. Choose an antiquark of momentum q and mass
m and solve as a function of time the Dirac equation
with this color field for the spinor ψq(t,x) which in
the distant past is given by the negative energy spinor
ψq(t → −∞,x) = eiq·xv(q). The time integration brings
in positive energy components and consists of three
qualitatively different domains, see Fig. 1. The region

x± < 0 is trivial. The regions marked A(1)
i , A(2)

i can be
dealt with analytically [19] and one obtains an initial
condition for ψq(τ = 0, z,xT ) along the positive light
cones. This rather complicated initial condition, given
explicitly in Eq. (16) of [19], depends on the Wilson
lines U(1)(xT ), U(2)(xT ) corresponding to the gauge
fields of the nuclei, the initial color field Ai(0,xT ) and
on yq,qT , z,xT . The spinor ψq(t,x) at τ > 0 is then
computed by solving the Dirac equation in the given
color field forward in time. Finally, one chooses a quark
momentum p and forms the overlap between a positive
energy spinor2 φp(x) = e−ip·xu(p) and the outcome of
the time evolution of the negative energy spinor in the
distant past:

Mτ (p, q) ≡
∫

τdzd2xT√
τ2 + z2

φ†
p
(τ,x)γ0γτψq(τ,x) . (1)

The overlap is computed at fixed τ , hence the use of γτ ,
γ0γτ = cosh η − γ0γ3 sinh η = exp(−ηγ0γ3). This is also
the reason for the Jacobian factor τdz/

√
τ2 + z2 in the

longitudinal integration. We evaluate Eq. (1) in the 2-
dimensional Coulomb gauge ∂iAi = 0. This is the gauge
condition used in the Abelian case [18] and also the one
used to evaluate the number of gluons in the background
field. Eq. (1) gives us

dN

dy
=

∫

dypd2pT

2 (2π)3
dyqd2qT

2 (2π)3
δ
(

y − yp) |Mτ (p, q)|2 , (2)

the number of quarks of one flavor of mass m per unit
rapidity (since an equal number of antiquarks are pro-
duced, we refer to this quantity as the “number of pairs”
below). Since the gluon fields are η–independent, dN/dy
is independent of y. We shall compute (2) for all τ but it
is only after the “formation time” τ >∼ 1/

√

q2
T + m2 that

the produced antiquarks can reinteract. Since one ex-
pects qT ∼ g2µ, this limit for light quarks is τ >∼ 1/(g2µ).

The parameters of the computation are the coupling g
(constant in this semiclassical set-up; we use the phe-
nomenologically relevant value g = 2, αs = 0.3) the
source density parameter µ (depends on atomic number
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quark mass m (like with g there is nothing in this semi-
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2 Whether it is justified to use a free spinor at a finite τ in the
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been obtained with NT = 180, NL = 400, dz = 0.2a and
dτ = 0.02a. At each site one has for each color a spinor
with 4 complex components, i.e., (Nc = 3)×2×4×4 = 96
bytes in single precision, giving a total of 96 ·1802 ·400 =
1.2 GB. This illustrates the memory requirement of the

2

follows. Choose an antiquark of momentum q and mass
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with this color field for the spinor ψq(t,x) which in
the distant past is given by the negative energy spinor
ψq(t → −∞,x) = eiq·xv(q). The time integration brings
in positive energy components and consists of three
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x± < 0 is trivial. The regions marked A(1)
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i can be
dealt with analytically [19] and one obtains an initial
condition for ψq(τ = 0, z,xT ) along the positive light
cones. This rather complicated initial condition, given
explicitly in Eq. (16) of [19], depends on the Wilson
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on yq,qT , z,xT . The spinor ψq(t,x) at τ > 0 is then
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momentum p and forms the overlap between a positive
energy spinor2 φp(x) = e−ip·xu(p) and the outcome of
the time evolution of the negative energy spinor in the
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nomenologically relevant value g = 2, αs = 0.3) the
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the number of quarks of one flavor of mass m per unit
rapidity (since an equal number of antiquarks are pro-
duced, we refer to this quantity as the “number of pairs”
below). Since the gluon fields are η–independent, dN/dy
is independent of y. We shall compute (2) for all τ but it
is only after the “formation time” τ >∼ 1/
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T + m2 that

the produced antiquarks can reinteract. Since one ex-
pects qT ∼ g2µ, this limit for light quarks is τ >∼ 1/(g2µ).

The parameters of the computation are the coupling g
(constant in this semiclassical set-up; we use the phe-
nomenologically relevant value g = 2, αs = 0.3) the
source density parameter µ (depends on atomic number
A and collision energy
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quark mass m (like with g there is nothing in this semi-
classical set-up which would make m scale dependent).

2 Whether it is justified to use a free spinor at a finite τ in the
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ψq(t → −∞,x) = eiq·xv(q). The time integration brings
in positive energy components and consists of three
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i can be
dealt with analytically [19] and one obtains an initial
condition for ψq(τ = 0, z,xT ) along the positive light
cones. This rather complicated initial condition, given
explicitly in Eq. (16) of [19], depends on the Wilson
lines U(1)(xT ), U(2)(xT ) corresponding to the gauge
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the time evolution of the negative energy spinor in the
distant past:
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γ0γτ = cosh η − γ0γ3 sinh η = exp(−ηγ0γ3). This is also
the reason for the Jacobian factor τdz/
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longitudinal integration. We evaluate Eq. (1) in the 2-
dimensional Coulomb gauge ∂iAi = 0. This is the gauge
condition used in the Abelian case [18] and also the one
used to evaluate the number of gluons in the background
field. Eq. (1) gives us
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the number of quarks of one flavor of mass m per unit
rapidity (since an equal number of antiquarks are pro-
duced, we refer to this quantity as the “number of pairs”
below). Since the gluon fields are η–independent, dN/dy
is independent of y. We shall compute (2) for all τ but it
is only after the “formation time” τ >∼ 1/

√

q2
T + m2 that

the produced antiquarks can reinteract. Since one ex-
pects qT ∼ g2µ, this limit for light quarks is τ >∼ 1/(g2µ).

The parameters of the computation are the coupling g
(constant in this semiclassical set-up; we use the phe-
nomenologically relevant value g = 2, αs = 0.3) the
source density parameter µ (depends on atomic number
A and collision energy

√
s) the nuclear radius RA and the

quark mass m (like with g there is nothing in this semi-
classical set-up which would make m scale dependent).

2 Whether it is justified to use a free spinor at a finite τ in the
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momentum p and forms the overlap between a positive
energy spinor2 φp(x) = e−ip·xu(p) and the outcome of
the time evolution of the negative energy spinor in the
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γ0γτ = cosh η − γ0γ3 sinh η = exp(−ηγ0γ3). This is also
the reason for the Jacobian factor τdz/
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dimensional Coulomb gauge ∂iAi = 0. This is the gauge
condition used in the Abelian case [18] and also the one
used to evaluate the number of gluons in the background
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rapidity (since an equal number of antiquarks are pro-
duced, we refer to this quantity as the “number of pairs”
below). Since the gluon fields are η–independent, dN/dy
is independent of y. We shall compute (2) for all τ but it
is only after the “formation time” τ >∼ 1/
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T + m2 that

the produced antiquarks can reinteract. Since one ex-
pects qT ∼ g2µ, this limit for light quarks is τ >∼ 1/(g2µ).

The parameters of the computation are the coupling g
(constant in this semiclassical set-up; we use the phe-
nomenologically relevant value g = 2, αs = 0.3) the
source density parameter µ (depends on atomic number
A and collision energy

√
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quark mass m (like with g there is nothing in this semi-
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2 Whether it is justified to use a free spinor at a finite τ in the
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which is consistent with the condition (81). Now that we have |�
k

|2 explicitly,
we can get the general probability distribution which is characterized only in
terms of |�

k

|2. The single inclusive spectrum, for example, is

dN+

1

d3

p

=
V

(2⇡)3
cosh[⇡(�0 � µ

p

+ ⌫
p

)] cosh[⇡(�0 + µ
p

� ⌫
p

)]
sinh(2⇡µ

p

) sinh(2⇡⌫
p

)
. (134)

From this expression we can get the occupation number f
p

which is obtained by
removing the volume factor V/(2⇡)3 of the single particle spectrum. Once f

p

is
given, the whole probability distribution is known as discussed in the previous
sections. We plot f

p

as a function of p3 in the unit of m? ⌘
p

p2

? + m2 in fig. 5.
In drawing fig. 5 we fixed m?, and set the electric field to the value E = ⇡m2

?/e–
which is su�ciently strong to create particles in view of the standard expression
of the Schwinger mechanism–, and then we vary the time scale !.

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

-6 -4 -2  0  2  4

f p

p3 / m⊥
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Figure 5: Time scale dependence of the produced particle distribution as a
function of p3. As ! ! 0 the distribution approaches eq. (135) and f

p

extends
between p3 ' �2eE/! and p3 ' 0as seen from the curve for ! = m

T

in the
figure. In contrast, with increasing !, the result approaches eq. (136) which
spreads wider than the small-! case with the distribution center located at
p3 ' �eE/!.

Now let us consider two extreme cases. First, we take the constant field limit
(! ! 0), which make the above expression as simple as follows;

dN+

1

d3

p

! V

(2⇡)3
exp


�⇡(p2

? + m2)
4eE

⇣ 1
1 + ⇢

� 1
⇢

⌘�
(! ! 0) , (135)

where ⇢ ⌘ !p3/(2eE) taking a value in the range of �2eE/! < p3 < 0 (i.e.
�1 < ⇢ < 1). In the outside region, p3 > 0 or p3 < �2eE/!, the result is zero
in the ! ! 0 limit.
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Schwinger mechanism in scalar QED

Non-perturbative (uniform)

Perturbative (pulse)

Fukushima-Gelis-Lappi (2009)
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Q : Is it possible to reproduce the real-time CME for 
       uniform fields using the GKL formalism?

A : of course yes!  
       But, unclear whether it is technically feasible?

Numerical test with uniform fields without expansion

2

Maxwell’s displacement current. We know that
Maxwell’s displacement current is a source for the
magnetic field but no charge carrier flows (though
the Poynting vector shows a flow of electromagnetic
energy) as pointed out in Ref. [15].

2. What is the momentum spectrum of charged parti-
cles that flow as the chiral magnetic current? In the
derivation using the thermodynamic potential [8] a
finite result remains after a cancellation between in-
finitely large momentum contributions p

z ⇠ ±1,
but it is unlikely in any experiment that particles
with such large momenta emerge from the vacuum.
In the kinetic derivation [16–18] a thermal distribu-
tion of particles is finally assumed to retrieve the
exact CME coe�cient, which provides us with a
theoretically correct description of the dynamical
current. It is, however, still needed to understand
how such a distribution of particles arises. In gen-
eral with arbitrary (non-thermal) initial conditions
the particle distribution functions are not neces-
sarily thermal and then the CME current may not
obey the standard formula, which also motivates
the numerical simulation.

3. The expression h⌦|j|⌦i 6= 0 does not always mean a
flowing current but it may represent a polarization
that is a static expectation value of a vector oper-
ator j, where |⌦i represents a certain pure state of
the physical system. (We can generalize our discus-
sions to mixed states, but the consideration with a
pure state su�ces for our purpose.) In the lattice-
QCD simulation in Euclid spacetime as in Ref. [19],
|⌦i is the Euclidean QCD vacuum, and the current
measured with |⌦i should be a polarization because
the current is a non-equilibrium and steady dynam-
ical phenomenon. Actually the chiral separation
e↵ect h⌦|jA|⌦i / µB has a natural interpretation
as a spin polarization [20] (see also Ref. [21] for
a recent study on this). To make a possible dif-
ference explicit we point out an example found in
the computation of the chiral magnetic conductiv-
ity �

�

(!,p) that represents a linear response in the
presence of spacetime dependent B(!,p). From
Fig. 2 of Ref. [22] it is obvious that the static limit
�

�

(! = 0,p ! 0) takes a value di↵erent from the
dynamical limit �

�

(! ! 0,p = 0).

4. How can the particle motion be aligned to the mag-
netic field? The conventional explanation (i.e., the
correlation between the helicity and the spin align-
ment under a strong B) is based on a static picture
corresponding to the polarization phenomenon. If
there are free right-handed fermions, say, in the
direction perpendicular to B, they just move on
a circle with the Larmor radius classically. The
spin receives a torque from the Berry’s curvature
term, but the spin cannot be aligned to B with-
out dissipation. Also we make a comment that the

x

y

z
B

B

z

y

Ez

j z

j y
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FIG. 1. Schematic view of currents induced by B

y in a CP-
odd domain realized by parallel E

z and B

z. The currents
flow in all the x, y, and z directions; jx is the anomalous Hall
current and j

y is the CME current.

kinetic derivation may look like a problem of one-
particle motion, but it should be justified by the
worldline formalism on the quantum level, and then
the (proper) time may be given a meaning di↵erent
from the genuine time.

5. What is the response time for the chiral magnetic
current to get activated? It is unlikely that the
current suddenly starts flowing as soon as B and
µ5 are turned on. (This is actually an unavoid-
able problem to simulate the chiral magnetic e↵ect
assuming a certain µ5.) The current generation
rate has been calculated only in an idealized setup,
and the quantitative estimate of this response time
should be crucial for experimental detection in re-
alistic and thus disturbed environments.

To answer these question, in this work, we consider
a special setup as illustrated in Fig. 1, which is the
schematic view of the CME setup in the HIC and in the
condensed matter experiment. The parallel E and B (in
the z direction in Fig. 1) form P- and CP-odd product
E ·B, and the CME current jy is induced in a direction
perpendicular to E, which is reminiscent of the anoma-
lous Hall current j

x. (In this sense one can regard the
CME as a 3D extension of the Hall e↵ect.) In the HIC
E

z and B

z are Abelian projected chromo-electric and
chromo-magnetic fields [11]. In the sphaleron transition
these fields are provided from the Abelian projected part
of the sphaleron gauge configuration too.
Then, we can address the questions in a very concrete

way and we shall present short answers in order:

1. The produced particles from the vacuum fluctua-
tions form a current. The right-handed particles
and anti-particles have asymmetric momentum dis-
tributions due to E · B 6= 0, where the particle
number is conserved with the opposite excess from
the left-handed sector (and the current is doubled).
Therefore, the chiral magnetic e↵ect can be real-
ized in a non-equilibrium environment and is most
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relevant to the early-time dynamics of the HIC in-
volving the particle production.

2. Produced particles are accelerated by E and the
momentum should have a peak around an impulse
given by the product of the Lorentz force times
the duration, which is the ordinary situation in the
Schwinger mechanism with pure E. In the same
way we can compute the distribution function with
B 6= 0 as well as E 6= 0 that is localized in mo-
mentum space and so regions with infinitely large
momenta are completely irrelevant.

3. The particle production process is the real-time
phenomenon out of equilibrium. In this sense, ac-
cording to our understanding based on the parti-
cle production, h⌦|j

A

|⌦i / µB can be interpreted
as a dynamical flow of the chirality, which results
simply from a di↵erent combination of the right-
handed and the left-handed sectors of the present
calculation. This fact supports the realization of
non-zero quadrupole moment of the electric charge
suggested from the chiral magnetic wave. We note
that if h|⌦|j

A

|⌦i were a spin polarization or a mag-
netization, there would be no movement of chirality
in space, which is not the case in our fully dynam-
ical setup.

4. The particle motion has a peculiar angle distribu-
tion or asymmetric momentum distribution (which
will be demonstrated in Fig. 2) reflecting the config-
urations of E andB. Thus, unlike the conventional
explanation, there is no need to bend the motion
of classical particles nor the direction of the spin
polarization with B only.

5. One might think that the asymmetric momentum
distribution occurs from the beginning of the parti-
cle production and so there is no delay for the topo-
logical currents to flow. The plane wave, however,
should be deformed into the Landau wave-function
after a finite B is switched on. The response time
is governed by the development in the amplitude of
the Landau wave-function. In particular the onsets
of the particle production and the current genera-
tion may look di↵erent due to di↵erent rates.

II. THEORY OF THE PARTICLE AND
CURRENT PRODUCTION

In this work we focus on the right-handed sector only
and the current (net particle) density should be doubled
(canceled) once the left-handed sector is taken into ac-
count. The right-handed Weyl fermion should satisfy the
following equation of motion:

�
i�
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@

µ

� e�

µ

A

µ

�
�R = 0 (1)

with �

µ = (1,�). We can readily construct a complete
set of plane-wave solutions of Eq. (1) for the asymptotic

states where the interaction is turned o↵. In general a
constant background A

µ

may be coupled even without
interaction. In the present work we set a gauge that
makes A0 = 0 for a technical reason. We can then write
positive-energy particle solutions as �R = uR(p;A)e�ip·x

with
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factor is:
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We can identify the anti-particle state from �R̄ =
�i�

2
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⇤
R, which leads to a relation: uR̄(p;A) =

uR(�p;A). In the same way we can find the
negative-energy particle and anti-particle solutions
with �R/R̄ = vR/R̄(p;A)e+ip·x, which results in

vR(p;A) = �e

�i✓(p�A)
uR(p;�A) and vR̄(p;A) =

�e

�i✓(pA)
uR(�p;�A). We note that uR(p;A) and

vR̄(p;A) have an energy ±|p
A

|, while other two,
uR̄(p;A) and vR(p;A), have an energy ±|p�A

|.
For the problem of particle and anti-particle produc-

tion we evaluate an amplitude for the transition from a
negative-energy state (with momentum p and vector po-
tential A) to a positive-energy state (with momentum q

and vector potential A0), which we can explicitly express
as

�

q,p

=

Z
d

3
x

u

†
R(qA

0)ei|qA0 |x0+iq·x
p

2|q
A

0 |
g�p

(x0
,x) ,

�̄

q,p

=

Z
d

3
x

u

†
R̄
(q�A

0)ei|q�A0 |x0+iq·x
p
2|q�A

0 |
ḡ�p

(x0
,x)

(4)

for the particles and the anti-particles, respectively. We
here introduced new functions, g

p

(x) and ḡ

p

(x), as so-
lutions of the particle and the anti-particle equations of
motion satisfying the following negative energy boundary
conditions:

g
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for x

0 around the initial time in the past. It should be
noted that the equation of motion for the anti-particle
is not Eq. (1) but e is replaced with �e and �

µ with
�̄

µ. Finally we can express the net particle number (i.e.
the particle number minus the anti-particle number in

the right-handed sector) as well as the spatial currents
in the following manner (after dropping the zero-point
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where the distribution functions f(q) and f̄(q) above are
defined with the amplitudes integrated over all incoming
momenta, i.e.,

f(q) ⌘
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|2, f̄(q) ⌘
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3
p

(2⇡)3
|�̄

q,p

|2 . (7)

These functions are naturally given an interpretation as
the distribution functions of particles and anti-particles.
We note that J

0 above is a formula equivalent to that
as utilized in Ref. [23]. We also make a comment on the
relation to the chiral kinetic theory where the current is
defined with ẋ and the equation of motion solves ḃx in
terms of q and an additional contribution from Berry’s
curvature. The appearance of the canonical momenta
q

A

0 (shifted by A

0) in Eq. (6) corresponds to using ḃx

on the level of the equation of motion. Still, it is highly
non-trivial how to see the analytical relation between two
approaches, which will be an interesting future problem.

III. SIMULATION SETUP

We here consider pulsed fields approximated by step
functions for a duration T . We choose the origin of the
time so that we start solving Eq. (1) numerically from
t = 0. Introducing a temporal profile defined by

✏(t) ⌘
(
1 (�T/2  t� t0  T/2)

0 (|t� t0| > T/2) ,
(8)

we can explicitly specify the electric and magnetic fields
that we want to consider here as

E

z(t) ⇠ B

z(t) ⇠ B

y(t) / ✏(t) . (9)

This choice of the temporal profile is motivated based on
the glasma dynamics in which both the external magnetic
field and the chromo-fields decay within the same time
scale of ⇠ 0.1 fm/c [24, 25]. Theoretically speaking, to
define the produced particle number uniquely, we should
setup the asymptotic states where interaction is switched
o↵. We also mention another possibility to prescribe the
particle number in a transient state (mostly relying on an
adiabatic approximation) as studied in Ref. [26], though
we do not adopt it.

It is, however, technically non-trivial how to realize the
external fields as Eq. (9) strictly. Here, we will make a
simpler choice of the gauge potentials:

A

x = B?✏(t)z �Bk✏(t)y , A

y = 0 ,

A

z = �E0✏̄(t) ,
(10)

where ✏̄(t) =
R
t

�1 ✏(t0)dt0. We note that Az(t = �1) = 0
and A

z(t = 1) = �E0T 6= 0 and this is why we should
keep p

A

in all the expressions for produced particles.
The above vector potentials actually lead to the mag-
netic fields as almost desired:

B

x(t) = 0 , B

y(t) = B?✏(t) , B

z(t) = Bk✏(t) , (11)

whereas the electric fields have some extra components:

E

x(t) = �B?✏
0(t)z +Bk✏

0(t)y , E

y(t) = 0 ,

E

z(t) = E0✏(t) .
(12)

We chose the gauge (10) so that we can have E

y(t) = 0
because we are interested in j

y. This also indicates that
the current j

x has not only the anomalous component
but a finite contribution induced by E

x 6= 0.
We note that in our present calculation we neglect the

back-reaction and so this j

x would not a↵ect j

y. Be-
cause we start the simulation with the null initial condi-
tion with zero particle, this approximation for the back-
reaction is expected to hold well especially for our setup
with pulsed fields. In principle our formulation can be
upgraded to the classical statistical simulation contain-
ing back-reaction [27] or the Dirac equations can be com-
bined with a numerical solution of Maxwell’s equations.
The classical evolution su�ces for our present purpose
to figure out the net particle production and associated
CME current generation.

Let us now go into some more technical parts. It is con-
venient to keep the reflection symmetry of axes in order
to avoid non-vanishing currents due to lattice artifact. A
perturbation theory in terms of Ai would give a term like
/ z, y that should be vanishing after the spatial integra-
tions. This can be non-perturbatively realized on the lat-
tice by the periodicity of the link variables. Alternatively,
if we take the spatial sites ni (that gives xi = n

i

a with the
lattice spacing a) from �N

i

to +N

i

for i = x, y, z, these
terms / z, y trivially disappear. The spatial volume is
thus (2N

x

+ 1) · (2N
y

+ 1) · (2N
z

+ 1) · a3 in the present
simulation. The corresponding momenta are discretized
as p

i

a = 2⇡ki/(2N
i

+ 1). We also note that we impose
the anti-periodic boundary condition to avoid the singu-
larity at |p

A

| = 0 in Eq. (2) or in Eq. (3). This means
that ki should take half integral values from �N

i

+1/2 to
+N

i

+1/2. We emphasize here that, if the spatial volume
is large enough, it does not matter whether the bound-
ary condition is periodic or anti-periodic. This is simply
a prescription not to hit the singularity at |p

A

| = 0. One
might think that one could insert a small regulator in the
denominator like the i✏ prescription. Indeed, one could
adopt the periodic boundary condition and could take
an average of contributions from six neighbors, px

A

= ±✏,
p

y

A

= ±✏, pz
A

= ±✏ around |p
A

| = 0. As seen in mo-
mentum space, however, such an averaging procedure is
e↵ectively identical to imposing the anti-periodic bound-
ary condition. In any case we should carefully treat the
singularity at |p

A

| = 0 because this infrared singularity
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FIG. 2. Distribution of the produced particles and anti-
particles as functions of qy and q

z (and integrated with respect
to q

x; see the text). The lattice size is N

x

= N

y

= N

z

= 12
and the magnetic fields are Bk = B? = E0/2.

is responsible for the axial anomaly, which is manifested
in the representation with Berry’s curvature [16–18].

If we integrate over all momenta, we cannot avoid pick-
ing up all contributions from the doublers and the net
particle production should be then absolutely zero be-
cause the axial anomaly is exactly canceled according
to the Nielsen-Ninomiya theorem [28]. It is thus cru-
cial to get rid of the doubler contributions properly. To
this end we limit our momentum integration range to
the half Brillouin zone only, i.e., ki from �N

i

/2 + 1/2
to +N

i

/2 � 1/2 (which is used in Ref. [23] too). We
note that the axial anomaly is correctly captured from
the singular contributions in the wave-function around
|p

A

| = 0, though it usually appears near the ultraviolet
cuto↵ in a diagrammatic approach. (We have numeri-
cally checked that our results are robust against small
shifts at the momentum edges, which is also understand-
able from Fig. 2; produced particles are centered with
small momenta.) One should not be confused with the
situation in Euclidean, i.e., static lattice simulation in
which the whole Dirac determinant should be evaluated
to identify the statistical weight for gauge configurations.
For the present purpose, in contrast, we need the infor-
mation on each momentum mode, and so the computa-
tion is much more time consuming than evaluating the
determinant, but it is easier to get rid of the doublers on
the mode-by-mode basis.

When we change the lattice size and the lattice spacing
a, we should change a dimensionless E0a

2 accordingly to
fix E0 in the physical unit. In this work we choose a
reference lattice size as N

x

= N

y

= N

z

= 8 (i.e., 173 lat-
tice volume) and scale physical quantities such as E0a

2 /
172/(2N+1)2 with varying N

x

= N

y

= N

z

= N . To sim-
plify the notation let us absorb e in the field definition
and omit a hereafter. Then, we take E0(N = 8) = 0.1
and change Bk and B? from 0 to E0. We set the dura-

tion as T =
p
10/E0 (that is, T = 10 for N = 8). Our

choice of t0 is t0 = 0.6T and we continue solving Eq. (1)
up to t = 1.2T with time spacing �t = 0.02T using the

2nd-order Runge-Kutta method (with which we carefully
checked that the accuracy is good enough for our present
simulation).
We did not quantize the field strength unlike Ref. [29].

Actually we compared results with unquantized and
quantized fields (in the unit of 2⇡/N

x

N

y

for B

z

etc)
and found that this would make only negligible di↵er-
ence. Because our calculation is classical for gauge fields,
non-quantization of the field strength is harmless for our
numerical results, and moreover, technically speaking, we
do not have to impose a boundary condition for the gauge
fields unless we solve the equation of motion containing
the derivatives of the gauge fields.
Even if Bk = B? = 0, a finite E0 would induce the

pair production of particles and anti-particles under the
Schwinger mechanism (see Ref. [30] for a comprehensive
review). Because we deal with Weyl fermion, the pair
production is always possible for any E0 6= 0, which leads
to a finite distribution of particles with �E0T . p

z . 0
and p

x = p

y = 0 (and with 0 . p

z . E0T for anti-
particles). If Bk or B? is finite, this distribution is
smeared in momentum space as clearly observed in Fig. 2
in which we present

R
(dqx/2⇡)f(q) and

R
(dqx/2⇡)f̄(q)

as functions of qy and q

z in the case with Bk = B? =
E0/2. In addition to smearing, it is evident in Fig. 2
that the particle is more enhanced over the anti-particle
because of the CP-odd background, which signals for the
net production of right-handed particles. (For the vector
gauge theory the total particle number is conserved as a
result of summing right-handed and left-handed contri-
butions up.)
To close this section we shall make some remarks about

the lattice convention. Taking the sum over dimension-
less momenta k

i corresponds to the phase-space integral
V

R
d

3
p/(2⇡)3. In our definition �

q,p

has a mass dimen-
sion of V and so f(p) has a mass dimension of V too.
Then, J

0 and J become dimensionless quantities. In
these final expressions, however, the prescription to avoid
the doubler contributions makes the phase-space volume
smaller by a factor N3

/(2N + 1)3, which should be cor-
rected in the end. In this paper we would not show the
lattice version of expressions, but for example, q

i

±A

in
Eq. (6) should be understood as sin[(qi ⌥A

i)a].

IV. NUMERICAL RESULTS

In what follows we normalize j0 = J

0
/V and j = J/V

by the following quantity:

n0 =
E

2
0

4⇡3
· T , (13)

which is the pair production rate E

2
0/4⇡

3 in the
Schwinger mechanism multiplied by the duration T ,
which gives us a natural order-of-magnitude estimate.
Then, j0/n0 should remain to be a reasonable number,
which is confirmed in Fig. 3.

Asymmetric dist.  
  in the R-sector

Fukushima (2015)
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FIG. 6. Profile of j0 and j

y as a function of the pulse duration
normalized by n0. The lattice size is N = 8 (solid line), 10
(dashed line), 12 (dash-dotted line). The magnetic fields are
chosen as Bk = B? = E0/2. The dotted line represents the
analytically estimated rates for the particle production and
the current generation (with a common o↵set �0.25).

pendence assuming constant rates of particle production
and current generation. In contrast, for a small dura-
tion, it is very di�cult to predict what should happen a

priori, and this is why we must perform the numerical
simulations.

Our numerical results in Fig. 6 (for N = 8, 10, 12 cor-
responding to 173, 213, 253) where Bk = B? = E0/2 is
fixed clearly confirm linear dependence for large dura-
tion (apart from small oscillation which is characteris-
tic to magnetic phenomena). Although j

0 shows some
lattice-size dependence (due to the constant shift in the
ultraviolet region of the produced particle distribution),
two results for j

y with di↵erent N
i

’s are nearly overlaid
to each other. This clearly indicates that, because the
constant shift drops o↵ in

R
d

3
q, jy has no contamina-

tion from the ultraviolet fluctuations.

We find for small duration a region of delay in which
j

0 and j

y remain almost vanishing. The presence of such
delay is intuitively understandable: it should take some
time for the wave-function to transform from the free
plane wave to the Landau-quantized one after a sudden
switch-on of the magnetic field. We would emphasize
that what seems non-trivial in Fig. 6 is that the delay
for j

y is more than three times larger than that for j

0.
In our interpretation this di↵erence in the onsets comes
from the di↵erence in the rates. In Fig. 6 we showed the
analytically estimated rates (by the dotted line) using
the formula in Ref. [11] with a common o↵set �0.25.
The onset for j

y is more delayed than that for j

0 since
its rate @

t

j

y is smaller.

Finally we briefly comment on the sensitivity when we
change the box size, i.e., the infrared extrapolation. We
kept the lattice spacing (and so E0a

2) and changed the
lattice size to find that there is a subtle feature in the

scaling behavior. Since we need to go far into techni-
cal details to address this problem, we will leave it for
another publication that will be focused on the lattice
formulation and the systematic checks of the lattice-size
dependence.

VI. SUMMARY AND OUTLOOK

We formulated the production of particles and anti-
particles and checked its validity by looking for a right-
handed particle excess on CP-odd backgrounds. We lim-
ited our main concern to the CME current at present,
but this type of the calculation should be applicable for
a wider range of physical problems. For example, the
(pair) particle creation at the horizon of the acoustic
blackhole (see Ref. [32] for a pedagogical article) attracts
attention, and it would be feasible to combine it with
CP-odd (or T irreversible) background e↵ects, for which
we can apply our method. Of course, as mentioned in
the beginning, possible applications should cover prob-
lems of sphaleron-like transitional processes in the elec-
troweak and the strong interactions on top of arbitrary
gauge fields including non-topological ones.
Here we emphasize the impact of the agreement be-

tween our numerical results and the analytical expres-
sions. It is very non-trivial that a direct evaluation of the
current according to Eq. (6) could be consistent with the
quantum anomaly. Also we emphasize the importance
of real-time character of the chiral magnetic current gen-
eration. The physical interpretation and the theoretical
estimate of µ5 are quite problematic and sometimes mis-
leading in the literature. Our successful simulation is the
first step toward a realistic simulation in experimental
setups without µ5 in the system.
In this kind of approach to solve the equation of mo-

tion, the anomaly arises from the infrared singularity
around |p

A

| = 0. The major part of the discretization
error might be attributed to underestimating the singu-
lar contributions with coarse mesh. This implies that
there may be a hybrid way to extract the singular terms
analytically and to calculate non-singular parts numeri-
cally [31]. This would reduce the lattice-size dependence
and we can make theoretical estimates with improved
reliability. Though we have confirmed that our CME
current is close to the one in the continuum limit, it
would be worth developing such a hybrid algorithm. An-
other direction for the improvement is to include back-
reaction from gauge fluctuations. Once the back-reaction
is taken into consideration, it would capture the e↵ect of
the chiral plasma instability [33]. These are works under
progress [31].
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Initial Conditions at t = 0+
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✔

✔ Gelis-Tanji (2015)
x
+

x
-

A1

+

A2

i

x
+

x
-

Figure 1: Left : decomposition of the solution of the Dirac equation into
left-moving and right-moving partial waves. Right : structure of the gauge
field produced by the two nuclei in the A� = 0 gauge, that we use for solving
the Dirac equation for the right-moving partial wave. x± denote light-cone
coordinates, x± ⌘ (t± z)/

p
2.

1. It is made of the following two elements :

1. the nucleus moving in the +z direction produces a field A+

1

, propor-
tional to a �(x�) and independent of x+.

2. in the region x+ > 0, x� < 0, the nucleus moving in the �z direction
produces a field Ai

1

, which has the form of a transverse pure gauge,

Ai

2

=
i

g
U †
2

@iU
2

. (45)

3. in the strip corresponding to the shock-wave of the nucleus moving in
the +z direction, this field Ai

2

receives a color precession induced by
the first nucleus. This color rotated field reads

↵ia

2

=
i

g
U
1ab

(x�,x?) (U
†
2

@iU
2

)
b

, (46)

where

U
1

(x�,x?) = T exp ig

Z

x

�

0

dz� A+

1

(z�,x?) . (47)

Note that eq. (46) is equivalent to

↵i

2

⌘ ↵ia

2

ta = U
1

Ai

2

U †
1

. (48)
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Initial State in High-Energy AA Collisions

Magnetic Fields

Quark Pair ProductionPhoton Production
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Photons from quark loops (for technical simplicity)
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×
[
D(p⊥ − q⊥ − k⊥) + (1 − 2e−B1)(2π)2δ(p⊥ − q⊥ − k⊥)

]
.

(44)

Another simplification can be achieved by neglecting the term in exp(−B1) since
B1 ∼ Q2

s/Λ2
QCD

≫ 1 appears in the exponential with a negative sign. If one
introduces [41]

C(l⊥) ≡
∫

d2x⊥eil⊥·x⊥e−B2(x⊥) =

∫
d2x⊥eil⊥·x⊥

〈
U(0)U †(x⊥)

〉
ρ

, (45)

the inclusive cross section can be rewritten as

dσq→qγ
incl =

d3k

(2π)32k0

d3q

(2π)32q0

e2πR2

2p−
〈
tr(L†L)

〉
spin

×2πδ(p− − q− − k−)C(p⊥ − q⊥ − k⊥) .

(46)

Assuming again that the incoming quark transverse momentum p⊥ is zero and
neglecting the quark mass, one can perform the integrals over q+, k+, q− using
the delta functions. There is however a complication due to collinear singular-
ities, i.e. singularities that show up when the emitted photon is parallel to the
outgoing quark. It is convenient to trade the transverse momentum of the final
quark for the total transverse momentum of the final state, i.e. l⊥ ≡ q⊥ + k⊥.
In terms of this new variable, we have

1

πR2

dσq→qγ
incl

d2k⊥
=

e2

(2π)5k2
⊥

∫ 1

0
dz

[1 + (1 − z)2]

z

∫
d2l⊥

l2⊥ C(l⊥)

[l⊥ − k⊥/z]2
(47)

where z ≡ k−/p− and [1 + (1 − z)2]/z is the standard leading order photon
splitting function. Eq. (47) is our main result. Note that C(l⊥) behaves like
1/l4⊥ at large l⊥ which ensures that the integral converges at large momentum
transfer. In this formula, C(l⊥) is the only object that depends on the struc-
ture of the color sources describing the target nucleus. In particular, all the
quantum evolution effects would go into this object via the averaging procedure
in Eq. (45). One can also note that this result exhibits the standard collinear
denominator [l⊥ − k⊥/z]2 that vanishes if the photon is emitted collinearly to
the quark. This aspect of the result is of course not affected by the description
of the target nucleus as a color glass condensate.

In the soft photon limit, one can see the decoupling of the photon emission
subprocess from the quark scattering part. The latter agrees with the quark-
nucleus scattering cross-section calculated in [44].

It is instructive to perform the “perturbative limit” of this result. This
regime is reached when the transverse momentum l⊥ transferred between the
nucleus and the quark is large compared to the saturation momentum Qs. In
this limit, we have [41]

C(l⊥) ≈
2Q2

s

l4⊥
. (48)

11

q
�

⇥⇥p A

l~p

qk

q+k

where P(x⊥) is a function that describes the transverse profile of the nucleus.
It can be thought of as a function whose value is 0 outside the nucleus and 1
inside the nucleus. The object B1 appearing in this expression is given by

B1(x⊥) ≡ Q2
s

∫
d2z⊥G2

0(x⊥ − z⊥) ∼
Q2

s

Λ2
QCD

, (21)

with Q2
s ≡ g4(tata)

∫ +∞
−∞

dz−µ2(z−)/2 the saturation scale4 (the integral of µ2

over z− is the number density of color sources per unit of transverse area in the
target nucleus). Similarly, we have

〈
(U †(x⊥) − 1)(U(y⊥) − 1)

〉
ρ

= P(x⊥)P(y⊥)
[
1 + e−B2(x⊥−y⊥) − 2e−B1

]
(22)

with the definition

B2(x⊥ − y⊥) ≡ Q2
s

∫
d2z⊥[G0(x⊥ − z⊥) − G0(y⊥ − z⊥)]2

≈
Q2

s(x⊥ − y⊥)2

4π
ln

( 1

|x⊥ − y⊥|ΛQCD

)
. (23)

In the above equations, G0(z⊥ − y⊥) is the free propagator in two dimensions,
defined by

∂2

∂z2
⊥

G0(z⊥ − y⊥) = δ(z⊥ − y⊥) (24)

and given explicitly by

G0(z⊥ − y⊥) = −
∫

d2k⊥

(2π)2
eik⊥·(z⊥−y⊥)

k2
⊥

. (25)

Note that the objects evaluated in Eqs. (20) and (22) are matrices in the funda-
mental representation of SU(Nc) that are proportional to the unit matrix. In
the calculation of cross-sections, one must sum over the color of the outgoing
quark and average over the color of the incoming quark, which amounts to tak-
ing the color trace of this matrix and dividing by Nc. Therefore, Eqs. (20) and
(22) can be seen as scalars giving directly the result of this procedure.

4 Cross-Section

At first sight, the square of the delta function δ(p− − k− − q−) that appears
when we square the amplitude might seem a little worrisome. However, this is

4 The saturation momentum would acquire a dependence on the rapidity of the quark via
quantum evolution effects not included explicitly here. Indeed, the quark is sensitive to all
of the nucleus constituents that have a rapidity between the quark rapidity and the nucleus
rapidity.

7

+ crossed diagram 
   (photon emitted first)

Per one massless quark with p = 0

A note on the photon production from CGC

This is a note on the photon production from CGC.

I. PREPARATION

The Feynman propagator is expressed as

G

F

(x, y) = G

0
F

(x�y)+

Z

d

4
z �(z

+
)

n

✓(x

+
)✓(�y

+
)[U

†
(z?)�1]�✓(�x

+
)✓(y

+
)[U(z?)�1]

o

G

0
F

(x�z)�

+
G

0
F

(z�y) . (1)

In later calculations what we need is:

G

>

(x, y) ⌘ G

F

(x

+
> 0, y

+
< 0) =

Z

d

4
z �(z

+
)G

0
F

(x� z)�

+
U(z?)G

0
F

(z � y) . (2)

G

<

(x, y) ⌘ G

F

(x

+
< 0, y

+
> 0) = �

Z

d

4
z �(z

+
)G

0
F

(x� z)�

+
U

†
(z?)G

0
F

(z � y) . (3)

II. GELIS-JALILIAN-MARIAN FORMULA

1

A?

d�

q!q�

d

2k?
=

2↵

e

(2⇡)

4k2
?

Z 1

0
dz

1 + (1� z)

2

z

Z

d

2l?
l2?C(l?)

(l? � k?/z)2
. (4)

III. BENIC-FUKUSHIMA FORMULA

The amplitude is

hk,�|pAi = e

f

g

Z

d

4
x e

ik·x
Z

d

4
y tr

⇥

/✏

(�)
(k?)GF

(x, y) /A(y)G

F

(y, x)

⇤

. (5)

From the kinematical reason only the following will remain non-zero:

hk,�|pAi = �e

f

g

Z

d

4
p d

4
l d

4
l

0

(2⇡)

12
✓(l

0+
)✓(k

+ � l

0+
)(2⇡)�(�p

+ � l

+
+ l

0+
)(2⇡)�(l

+ � l

0+
+ k

+
)

⇥ tr

⇥

/✏

(�)
(k?)G

0
F

(l

0
)�

+
U(�p? � l? + l0?)G

0
F

(p+ l) /A(p)G

0
F

(l)�

+
U

†
(�l? + l0? � k?)G

0
F

(l

0 � k)

⇤

.

(6)

This trace part can be decomposed into the color trace given by

T (k?,p?, l?, l
0
?) ⌘ tr

⇥

U(�p? � l? � l0?)⇢p(p?)U
†
(�l? + l0? � k?)

⇤

, (7)

and the Dirac trace given by

W

µ

(k, p, l, l

0
) ⌘ tr

⇥

�

µ

(/l

0
+m)�

+
(/p+/l +m)/p

t

(/l +m)�

+
(/l

0 � /k +m)

⇤

. (8)

Because A
µ

(p) has large enhancement at p? ⇠ 0, we approximate p? ⇠ 0 when p? appears in the numerator. Also,

we set m = 0 when m appears in the numerator. These approximations significantly simplify the final expression.

Then, we can compute W

µ

(k, p, l, l

0
) and its transverse components are

W? ⇡ �16k

+l2?(l
0+k? + k

+l0?) . (9)

We can show that W

�
= 0 and so W

2
will have only the transverse contributions.

The amplitude then takes the following form:

hk,�|pAi ⇡ 16i e

f

g

Z

d

3
p d

3
l d

3
l

0

(2⇡)

9

Z

k

+

0

dl

0+

2⇡

l2?(l
0+k? � k

+l0?) T (k?,p?, l?, l
0
?)

(p

�
+ i✏)p2

?

⇥ 1

(l

02 �m

2
+ i✏)[(p+ l)

2 �m

2
+ i✏](l

2 �m

2
+ i✏)[(l

0 � k)

2 �m

2
+ i✏]

,

(10)
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Figure 2: Behavior of the correlator C(k⊥) as a function of k⊥. In this plot,
the value of Qs is such that Qs/Λ

QCD
= 10. Circles: computed value of C(k⊥).

Solid line: the “perturbative” value C(k⊥) ≈ 2Qs/k4
⊥, valid if k⊥ ≫ Qs.

Using this result, we have:

dσq→qγ
incl

d2k⊥

∣∣∣
pert.

=
2Nhe2

qαemα2
S

π2

C
F

k2
⊥

1∫

0

dz
1 + (1 − z)2

z

∫
d2l⊥

l2⊥[l⊥ − k⊥/z]2
(49)

where eq is the quark electric charge in units of the electron charge, and where
Nh ≡ πR2

∫
dz−µ2(z−) is the total number of hard color sources in the target

nucleus. Therefore, this expression has all the features of the bremsstrahlung of
a photon by a quark scattering off a parton inside the nucleus with the exchange
of a gluon in the t-channel (this term is the dominant one at large center of mass
energy).

In Eq. (47), the only factor that depends crucially on the saturation hypoth-
esis for the nucleus is the factor C(l⊥). Indeed, this term contains all the de-
pendence on the saturation scale, as well as the modifications of the transverse
momentum spectrum at scales below Qs. The transverse momentum depen-
dence of this object is illustrated in figure 2. In order to observe effects due to
this factor, it would be useful to measure both the radiated photon and the jet
induced by the outgoing quark. The photon-jet correlations, and in particular
the distribution of their total transverse momentum l⊥ = q⊥+k⊥, would indeed
enable one to extract in a rather direct way the function C(l⊥) itself. On the
contrary, if one measures only the photon spectrum, one can access only a given
moment of this function.
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p k
p+l

l

l'

l'-k

2

where p

+
= k

+
and l

+
= l

0+ � k

+
. It is easy to perform the p

�
integration and we can close the path in the upper

complex plane. Then, we pick up the pole at p

�
= i✏ to get,

hk,�|pAi = �16 e

f

g

Z

d

2p? d

3
l d

3
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0

(2⇡)

8

Z
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+

0

dl

0+

2⇡

l2?(l
0+k? � k

+l0?) T (k?,p?, l? � l0?)

p2
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02 �m
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2
+ i✏](l

2 �m

2
+ i✏)[(l
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2 �m

2
+ i✏]

.

(11)

Furthermore, if we approximate p? ⇠ 0 and m ⇠ 0 even in the denominator, the l

�
and l

0�
integration should be

much simplified and the expression after the integration becomes

= 4 e

f

g

Z

d

2p? d

2l? d

2l0?
(2⇡)

6

1
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+

Z
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+
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?

1

2k

�
l
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+l2?

=

2 e

f

g

⇡

Z

d

2p? d

2l? d

2l0?
(2⇡)

6
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p2
?

Z 1

0
dx
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2
+ l2? � l02?

(12)

After all, we will find,

hk,�|pAi = 2

p
↵

e

p
↵

s

Z

d

2p?d
2
(l? � l0?)

(2⇡)

4
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p2
?

Z

d
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dx
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. (13)

Same approximation as GJ 
~ massless with p = 0

“Calculable” part requiring  
some gauge inv. regularization

Color matrix

A note on the photon production from CGC

This is a note on the photon production from CGC.

I. PREPARATION
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This trace part can be decomposed into the color trace given by
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Because A
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(p) has large enhancement at p? ⇠ 0, we approximate p? ⇠ 0 when p? appears in the numerator. Also,

we set m = 0 when m appears in the numerator. These approximations significantly simplify the final expression.
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Numerical calculations to be performed…

Fukushima-Hidaka (2007)
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be proportional to the transverse density of partons consisting of a heavy target, which
is commonly denoted by µ2 in the model. One can compute the scattering amplitude
by taking the Gaussian average of Wilson lines embodying the projectile given a cer-
tain µ relevant to the experimental condition. Since the explicit form of the non-Abelian
Weizsacker-Williams field is known [6], the above mentioned is a doable calculation.

In fact, one can find evaluation of the Gaussian average of Wilson lines in literatures [3,
4, 7, 8, 9, 10] in different contexts and thus with different color structure, representation, etc.
We here aim to derive more general formulae, which provides us with useful implements
to describe high-energy collisions. The most general form is, as easily anticipated, too
complicated to handle directly once the number of Wilson lines is more than four, as we
will encounter later in this paper. In that case we will attempt to simplify the expression
under the limit of large N

c

where N
c

is the number of colors. We will see that a picture of
the color dipoles instead of gluons naturally arises in the large-N

c

limit.
Just for clarity of what we will address, we prefer to use the terminology, “scattering

amplitude” to signify the Wilson line correlator. That quantity is, however, not limited
only to the scattering process but would appear in the process of particle production from
the CGC background [9, 10, 8, 11]. Also, we would mention that the Gaussian average
is not only limited to the MV model but is widely relevant to the CGC formalism with a
Gaussian approximation [12]. Therefore, we believe that the potential application of our
formalism should be ubiquitous in high-energy QCD.

2. Gaussian average of Wilson lines

Our goal is to derive the general expression of the Gaussian average or correlation function
in terms of Wilson lines under random distribution of color source. In a physical terminol-
ogy the correlation function represents the scattering amplitude of a bunch of particles and
antiparticles traveling through random color source in the eikonal approximation. That is,
the specific quantity of our interest in this paper is

≠
U(x

1?)Ø1Æ1U(x
2?)Ø2Æ2 · · ·U(xn?)ØnÆn

Æ
, (2.1)

where the Greek indices are with respect to color in a certain representation r of the SU(N
c

)
group. In the MV model the Wilson line is written by the non-Abelian Weizsacker-Williams
field given as a solution of the classical Yang-Mills equation of motion;

U(x?) = P exp

"
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Z
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where ta’s are color matrices of the SU(N
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) algebra in the r representation. We denote the
time ordering operator in the x° direction by P and the two-dimensional propagator by
G
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(x?) which satisfies the Poisson equation,
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Figure 1: Graphical representation of the correlation function in terms of Wilson lines which
corresponds to the scattering amplitude of n-particles traveling through a heavy target with the
random and dense color distribution. Each Wilson line stands for a parton which starts with the
color orientation Æi before scattering and ends up with Øi with a fixed transverse position xi? due
to the eikonal approximation.

Figure 1 is the schematic picture of the average (2.1) with color indices. The blob part
is the target which provides the random and dense Ωa(x°, x?) from the target, where x°

and x? indicate the spatial point on the transverse (impact-parameter) plane and the
longitudinal extent of the target respectively. It should be noted that x° is regarded as a
time variable for the projectile. Thus, the Wilson line (2.2) encodes projectile’s multiple
scattering off the CGC along the temporal x° direction.

It is assumed in the MV model that the average h· · · i is accompanied by the Gaus-
sian weight in terms of Ωa(x°, x?), whose dispersion specifies the typical model scale µ in
the standard convention, or in other words, the saturation scale Q

s

related to µ up to a
logarithmic factor (see Eq. (2.11) for our definition without logarithm) universally charac-
terizes the hadron wavefunction. As we mentioned before, we will develop our method for
the MV model for example, but the technique is applicable to any CGC calculation with
a Gaussian weight function as adopted in Ref. [12].

The explicit form of the Gaussian weight is

!(Ω) = exp

"
°

Z
+1

°1
dx°dx?

Ω2

a(x°, x?)
2µ2(x°)

#
. (2.4)

In fact, the random walk in SU(N
c

) group space leads to the quadratic term [13] in the
weight function, and besides, the cubic term [14] which is sensitive to Odderon exchange
but is beyond our current scope.

The only necessary ingredient for our calculation in what follows is, as a matter of
fact, the two-point function of Ωa which is spatially uncorrelated as

≠
Ωa(x°,x?)Ωb(y°,y?)

Æ
= ±ab ±(x° ° y°) ±(2)(x? ° y?)µ2(x°) , (2.5)

which contains the equivalent information as the weight function (2.4).
Now we have finished the setup of the MV model, that is, we have explained the

notation and the model definition in a self-contained manner. In the subsequent discussions
we will proceed toward the general expression in the n-particle case step-by-step starting
with the simplest case of one particle.

2.1 One-point function;
≠
U(x?)ØÆ

Æ

We aim to make clear our notation (which is the same as Ref. [8]) first in a warming-up
exercise though the average of one-point function is not physically relevant. Our treatment

– 3 –

⇢a(x
�
,x?) ! �(x�)⇢(t)a (x?) Very delicate limit

Fukushima (2007)
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Summary

Early-time dynamics  
Glasma (longitudinal chromo-E/B) + U(1) B 
Particle production  

Quark pair production on P- and CP-odd E/B  
leading to the CME current  
Photons in pA~AA 
Loop diagrams become more important 
One loop diagram evaluated  

Structure looks quite similar to Bremsstrahlung 
* Introduction of U(1) B 
* Color average in a different way?
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