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Fermi gas of polar molecules: KRb, NaK

4 × 104 rovibrational ground state KRb molecules
T ∼ 400nK ∼ 3TF , near quantum degeneracy
d ∼ 0.5 Debye
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Ground state 23Na40K molecules

Chemically stable. d~0.8 Debye. 
Life time > 2.5s; T ~ 500nK ~ 2TF
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FIG. 1. Two-photon pathway to the absolute ground state
of 23Na40K. (a) Relevant molecular potentials for the STI-
RAP transfer to the rovibrational ground state |v=0, J=0⟩
in the X1Σ+ potential. Rabi frequencies of the Raman lasers
are denoted by Ω1 and Ω2. (b) The initial Feshbach molecular
state is associated with the highest vibrational state |v=19⟩ of
the a3Σ+ potential. In the excited state, spin-orbit coupling
resonantly mixes the vibrational states c3Σ+|v=35, J=1⟩ and
B1Π|v=12, J=1⟩ with 64% triplet and 36% singlet charac-
ter [22]. δ2 denotes the two-photon detuning of the Raman
lasers. (c) Single-photon spectra via laser 1 resolving hyper-
fine states |E1⟩ and |E2⟩ of the electronically excited state.
In the upper (lower) panel, the linear polarization of laser 1
is chosen to be horizontal (vertical), which is perpendicular
(parallel) to the quantization axis set by a vertical magnetic
field. The bars above the upper (lower) panel indicate the ex-
pected relative spectral weight of the contributing hyperfine
states with mF= −5/2 (mF= −7/2) [22].

RbCs [33] where a range of electronically excited vibra-
tional states have a mixed spin character, NaK offers
only few such states due to comparatively weak spin-
orbit coupling [22, 32, 34]. In this work we use two
specific hyperfine states of the resonantly mixed com-
plex c3Σ+|v=35, J=1⟩∼B1Π|v=12, J=1⟩, labelled |E1⟩
and |E2⟩ in Fig. 1(c), which give access to different
hyperfine states in the rovibrational ground state [35].
The detuning between the two Raman lasers is deter-
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FIG. 2. Creation of 23Na40K ground state molecules. (a) Ob-
servation of the rovibrational ground state using two-photon
dark resonance spectroscopy. The solid line is obtained by
fitting a three-level master equation model using an excited
state linewidth of Γ = 2π × 9 MHz. (b) The STIRAP se-
quence realizes coherent transfer from the Feshbach state to
the rovibrational ground state and back via sinusoidal ramp-
ing of the laser intensities. (c) Evolution of the number of
Feshbach molecules during the STIRAP sequence. The solid
line is obtained from the master equation model using the
Rabi couplings Ω1/Γ = 0.15 and Ω2/Γ = 0.37. The inset
shows a background free absorption image of about 4 × 103

Feshbach molecules after a STIRAP round trip.

mined by the binding energy of the absolute ground
state X1Σ+|v=0, J=0⟩. We measure the binding en-
ergy by performing dark resonance spectroscopy [as in
Fig. 2(a)], precisely calibrating the laser frequencies ω1

and ω2 with an optical frequency comb and iodine spec-

troscopy, respectively. We obtain a value of D(X)
0 =

h×156.253169(3) THz [22], relative to the hyperfine cen-
ter of mass of the constituent atoms. This represents a
thousand-fold improvement in accuracy compared to pre-
vious determinations [36].

A crucial requirement for efficient STIRAP is a high
degree of phase coherence between the Raman lasers. In
our setup, a titanium-sapphire laser (laser 1 in Fig. 1)
couples the Feshbach molecular state to the excited state
at a wavelength of 804.7 nm; that state in turn is cou-
pled to the absolute singlet ground state with a dye laser
(laser 2) using Rhodamine 6G dye at 566.9 nm. In or-
der to maintain phase coherence, the Raman lasers are



Degenerate Fermi gas of magnetic atoms: 161Dy, 167Er
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Sympathetic cooling of 161Dy with 
bosonic 162Dy

Fermi-Dirac statistics than a Gaussian arising from a
classical, Maxwell-Boltzmann distribution.

Figure 3 shows a collection of such fits as a function
of trap population and evaporation time. The T=TF data
are extracted from density profiles using three methods:
(1) The high momentum wings are fit to a Maxwell-
Boltzmann distribution to determine T [26,27,31], and
the Fermi temperature is calculated from measured trap
parameters and population, kBTF ¼ @ !!ð6NÞ1=3; (2) similar
to (1), but fitting the entire density profile with a TF
distribution to determine T; (3) fitting the fugacity to
directly extract T=TF (see Supplemental Material [25]).
The last method is known to be inaccurate at higher
temperatures, while the Gaussian fit tends to overestimate
the temperature below T=TF ¼ 1 [26,27]. The evaporation
does not yet seem to reach a plateau in cooling efficiency at
19 s; poor imaging signal to noise hampers measurements
at longer evaporation times.

Data in Fig. 3(c) show that thermal equilibrium between
the bosons and fermions is maintained throughout the
evaporation, and the BEC of 162Dy within the mixture is
nearly reached for an evaporation of 19 s. We estimate
the corresponding critical temperature Tc $ 40 nK of
cotrapped 162Dy by scaling the measured Tc $ 120 nK
of singly trapped 162Dy with the cube root of their relative
trap populations. (162Dy has been Bose condensed in the
absence of 161Dy [32].) The nearly doubly degenerate
dipolar Bose-Fermi mixture may lead to interesting
dipolar and many-body physics once cooling efficiency
improves.

While interacting BECs invert their anisotropic aspect
ratio upon time-of-flight expansion, anisotropic degenerate
Fermi gases tend to a spherical shape. As the DDI strength
increases, the degenerate Fermi gas will expand into
a prolate ellipsoid oriented along the magnetization
direction regardless of trap aspect ratio. Furthermore, the
gas may become unstable when the quantity !dd ¼
"0"

2ðm3 !!=16#2@5Þ1=2 > 1 [5]. At the lowest attained
T=TF, !dd ¼ 0:2 for 161Dy, and the ratio is lDDI=lF is
0.05. This DDI strength should lead to Fermi surface dis-
tortions (as yet unmeasured) at the percent level [5]. Both
ratios could be enhanced %3& by increasing trap fre-
quency using a more spherical confinement—while main-
taining the stability of the dipolar Bose gas—and by
increasing trap population. While we obtain only several
thousand atoms at T=TF ¼ 0:2, we trap 104 atoms at
T=TF ¼ 0:5, comparable, e.g., to the first (unpolarized)
173Yb degenerate Fermi gas [33].
Surprisingly, we achieve the forced evaporative cooling

of spin-polarized 161Dy without 162Dy to T=TF ¼ 0:7 at
TF ¼ 500 nK [see Fig. 3(b)]. As mentioned above, achiev-
ing quantum degeneracy with spin-polarized identical fer-
mions alone is usually not possible due to the suppression
of elastic scattering below the p-wave threshold 50 "K
[23]. That such a low temperature ratio is achieved may be
a novel consequence of the highly dipolar nature of this
gas, namely, that a significant elastic cross section persists
to low temperatures due to the as yet unobserved phenome-
non of universal dipolar scattering [34]. The associated
scattering rate is expected to scale as m3=2"4 regardless

FIG. 3 (color online). (a) Three measures [Maxwell-Boltzmann (dark points), Fermi-Dirac (light-gray points), fugacity (light-grey,
square points)] of 161Dy $̂ temperature-to-Fermi temperature TF as trap population decreases due to forced evaporation of the spin-
polarized Bose-Fermi mixture. (b) Single isotope evaporative cooling of spin-polarized fermionic 161Dy to below TF. (c) The dipolar
Bose-Fermi mixture remains in thermal contact throughout the evaporation sequence as measured by fits of TOF densities to Gaussian
or TF distributions. The orange dashed line demarcates the boundary below which the temperature of 161Dy is lower than TF. Likewise,
the purple dashed line demarcates the temperature below which Tc for 162Dy Bose degeneracy would be reached given the trap
frequencies and population at 19 s. (d) Trap populations of the spin-polarized Bose-Fermi mixture versus evaporation time.
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! ¼ "1; 0 and hðxÞ is defined in the Supplemental Material
[25], accounts for the contributions of even, odd, or all
partial waves to the scattering process.

We choose, therefore, to seek a degenerate dipolar Fermi
gas with Dy by sympathetically cooling 161Dy with the
boson 162Dy while both are spin polarized in their strong-
magnetic-field seeking ground states: jF;mFi ¼ j21=2;
%21=2i for 161Dy and jJ;mJi ¼ j8;%8i for 162Dy. See
Figs. 1(a)–1(c) for energy level schemes. We choose to
focus this work on isotope 161Dy because, unlike the more
abundant 163Dy, its negative nuclear magnetic moment
makes it insusceptible to hyperfine changing collisions
after the MOT stage [29]. Preparation of this ultracold
Bose-Fermi mixture—the first such mixture for a strongly
dipolar species—builds on our single-species technique
[18] for Bose condensing 164Dy and relies on the laser
cooling and trapping of two isotopes before loading both
into an ODT for forced evaporative cooling. We sketch
here the experimental procedure; further details are pro-
vided in the supplement.

Isotopes 161Dy and 162Dy are collected sequentially in a
repumperless MOToperating on the 421-nm transition [24]
[Fig. 1(d)], with final MOT populations of N ¼ 2& 107

and 4& 107, respectively. Next, simultaneous narrow-line,
blue-detuned MOTs [18,30] cool both isotopes to 10 "K
via the 741-nm transition [Fig. 1(e)] for 5 s to allow any
remaining metastable atoms to decay to the ground state.
The blue-detuned MOTs also serve to spin polarize [18,30]
both isotopes to their maximally high-field-seeking (meta-
stable) states mF ¼ þF (mJ ¼ þJ) for 161Dy (162Dy).

The blue-detuned MOTs of the two isotopes can be
spatially separated due to the dependence of the MOTs’
positions on laser detuning [18,30]. This allows the iso-
topes to be sequentially loaded into the 1064-nm ODT1 in
Fig. 1(f), which is aligned above the 161DyMOT but below
the 162Dy MOT. First 162Dy, and then 161Dy, is loaded into
ODT1 by shifting the quadrupole center with a vertical bias
field. All 741-nm light is extinguished before the spin of
both isotopes are rotated via radiofrequency (rf) adiabatic
rapid passage (ARP) into their absolute ground states
mF ¼ %F (mJ ¼ %J) for 161Dy (162Dy). The ODT1 pop-
ulations of 161Dy and 162Dy are both initially 1& 106

before plain evaporation cools the gases to 1–2 "K within
1 s. A 0.9 G field is applied close to the trap axis of
symmetry ẑ throughout plain and forced evaporation.
This provides a !m ¼ 1 Zeeman shift equivalent to 50
(70) "K for 161Dy (162Dy). Because this is much larger
than the temperatures of the gases, the field serves to
maintain spin polarization while stabilizing the strongly
dipolar 162Dy Bose gas against collapse as its phase-space
density increases [18].

Magnetic Stern-Gerlach measurements and observations
of fluorescence versus polarization are consistent with a rf
ARP sequence that achieves a high degree of spin purity
for each isotope. Remnant population in metastable

Zeeman substates quickly decays to the absolute ground
state via dipolar relaxation regardless of collision partner at
a rate of " / #1n #v ¼ 1–10 s%1, where n is the atomic
density and #v is the relative velocity during the plain evapo-
ration stage. [Since gFF ¼ gJJ, collisions between Bose-
Bose, Bose-Fermi, and Fermi-Fermi pairs result in "’s of
similar magnitude as long as ki ( kf since hðx ! 1Þ ! 0.
This condition is fulfilled during plain evaporation due to a
low ratio of Zeeman–to–kinetic energy. For example, in-
elastic dipolar 161Dy-161Dy collisions (! ¼ %1) proceed at
rate " ¼ 1–5 s%1 even in the absence of 162Dy.] Thus, a
(two-body) collisionally stable mixture of identical bosons
and identical fermions is prepared within the 1 s between
spin rotation and forced evaporation.
Subsequently, crossing the elliptical ODT1 with the

elliptical optical dipole trap ODT2 [see Fig. 1(f)] forms a
crossed-beam optical dipole trap with oblate symmetry and
frequencies ½fx; fy; fz* ¼ ½500; 580; 1800* Hz. The inde-
pendent 1064-nm lasers forming ODT1 and ODT2 have
initial powers of 18 and 12 W, respectively. An oblate trap
formed from elliptical beams is chosen to ensure stability
of the 162Dy gas as it nears BEC [18]. Ramping down the
optical powers lowers the trap depth and evaporates spin-
polarized 161Dy to quantum degeneracy; with a 19 s evapo-
ration, the final trap has frequencies [180, 200, 720] Hz and
#!=2$ is defined as their geometric mean. Figure 2 shows
the density profile of ultracold 161Dy, which is more con-
sistent with a Thomas-Fermi (TF) distribution arising from

FIG. 2 (color online). (a) Single shot time-of-flight absorption
image at t ¼ 6 ms. (b) Average of six images. Density integra-
tions versus %̂ (c) and ẑ (d). The green curve (larger amplitude) is
a Gaussian fit to the data’s wings (radius # ¼ 20 "m), while the
red curve (smaller amplitude) is a fit to a Thomas-Fermi distri-
bution. Data are consistent with a Thomas-Fermi distribution of
T=TF ¼ 0:21ð5Þ. The Fermi velocity and temperature are
5:6ð2Þ mm=s and 306(20) nK, respectively, and the gas tempera-
ture is 64(16) nK. The degenerate Fermi gas contains 6:0ð6Þ &
103 atoms at peak density 4ð1Þ & 1013 cm%3.
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We report the first quantum degenerate dipolar Fermi gas, the realization of which opens a new frontier

for exploring strongly correlated physics and, in particular, quantum liquid crystalline phases. A quantum

degenerate Fermi gas of the most magnetic atom 161Dy is produced by laser cooling to 10 !K before

sympathetically cooling with ultracold, bosonic 162Dy. The temperature of the spin-polarized 161Dy is a

factor T=TF ¼ 0:2 below the Fermi temperature TF ¼ 300 nK. The cotrapped 162Dy concomitantly cools

to approximately Tc for Bose-Einstein condensation, thus realizing a novel, nearly quantum degenerate

dipolar Bose-Fermi gas mixture. Additionally, we achieve the forced evaporative cooling of spin-polarized
161Dy without 162Dy to T=TF ¼ 0:7. That such a low temperature ratio is achieved may be a first signature

of universal dipolar scattering.

DOI: 10.1103/PhysRevLett.108.215301 PACS numbers: 67.85.Hj, 03.75.Ss

The interplay between crystallinity and superfluidity is
of great fundamental and technological interest in con-
densed matter settings. In particular, electronic quantum
liquid crystallinity arises in the non-Fermi liquid, pseudo-
gap regime neighboring a cuprate’s unconventional super-
conducting phase as well as strontium ruthenates, 2D
electron gases, and iron-based superconductors [1,2].
Such phases tend to arise under competition between short-
and long-range interactions and are characterized as spon-
taneously breaking rotational and translational (or point
group) symmetries of the Fermi surface in a manner akin to
phases in classical liquid crystals, e.g., the nematic and
smectic [1]. While the techniques of ultracold atomic
physics and quantum optics have enabled explorations of
the strongly correlated, many-body physics inherent in,
e.g., the Hubbard model [3], lacking has been the ability
to create a quantum degenerate Fermi gas with interparticle
interactions—such as the strong dipole-dipole interaction
(DDI) [4]—capable of inducing analogs to electronic
quantum liquid crystals.

Degenerate gases of highly magnetic fermionic atoms,
such as 161Dy, may shed light on quantum liquid crystal
(QLC) physics without unwanted solid state material
complexity, disorder, and dynamical lattice distortions.
Uniaxial (meta-nematic) [5] and biaxial nematic [6] dis-
tortions of the Fermi surface of a harmonically trapped
gas in the presence of a polarizing field may be observ-
able as well as meta-nematic and smectic phases in 2D
anisotropic optical lattices [7–9]. An exciting prospect
lies in the possibility of achieving spontaneous magneti-
zation in dipolar systems coupled with nematic order
[10,11]. Additionally, the DDI-induced pairing of fermi-
ons may lead to ‘‘supersolidity’’ [12] and bond order
solids [13].

However, obtaining a quantum degenerate dipolar Fermi
gas has been a difficult, unrealized experimental challenge.
The highly magnetic fermionic atoms 53Cr (6 Bohr mag-
netons !B) and

167Er (7!B) have yet to be cooled below
10 !K [14,15]. The fermionic polar molecule 40K87Rb
(0.57 D) has been cooled to near degeneracy (T=TF ¼
1:4) [16] and loaded into a long-lived lattice while partially
polarized (0.2 D) [17], but complexities arising from ultra-
cold chemistry have hampered additional evaporative cool-
ing [16]. In contrast, magnetic fermionic atoms do not
undergo chemical reactions and are immune to inelastic
dipolar collisions when spin polarized in high magnetic
fields [18,19].
The strong, r"3 character of the DDI arises in ground

state polar molecules through a polarizing electric field that
mixes opposite parity states. This electric field breaks
rotational symmetry; consequently, observing the full
range of true (nonmeta) quantum nematic and fluctuating
smectic phases, and their often unusual topological defects,
is not possible in systems of fermionic polar molecules,
especially in three dimensions. By contrast, highly mag-
netic atoms exhibit the DDI interaction even in the absence
of a polarizing field. Moreover, the magnetic DDI can be
tuned from positive to negative [20], which may be im-
portant for simulating dense nuclear matter.
Dysprosium’s isotopes 161Dy and 163Dy are the most

magnetic fermionic atoms. With a dipole moment of ! ¼
10!B,

161Dy provides a DDI length lDDI ¼ !0!
2m=4"@2

that is factors of f400; 8; 2g larger than that of
f40K; 53Cr; 167Erg. With respect to fully saturated 40K87Rb
(0.57 D), 161Dy is 30 times less dipolar for equal densities,
but within a factor of 2 if confined in a lattice of less than
half the periodicity. Lattices of wavelength 400–500 nm
may be possible with Dy, whereas for molecules, photon
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ing [16]. In contrast, magnetic fermionic atoms do not
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dipolar collisions when spin polarized in high magnetic
fields [18,19].
The strong, r"3 character of the DDI arises in ground
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FIG. 1: (color online) Time-of-fight absorption image of a degener-
ate Fermi gas of Er atoms at T/TF = 0.21(1) after tTOF = 12ms of
expansion (a) and its density distribution integrated along the z di-
rection (upper panel) and x direction (lower panel) (b). The observed
profiles (circles) are well described by fitting a poly-logarithmic
function to the data (solid lines), while they substantially deviate
from a fit using a Gaussian distribution to the outer wings of the
cloud, i. e. w (dashed lines). The absorption image is averaged over
six individual measurements.

sublevel |F = 19/2,mF = −19/2⟩, where F is the total spin
quantum number and mF is its projection along the quantiza-
tion axis.

Our laser cooling scheme relies on a Zeeman slower oper-
ating at 401nm and on a magneto-optical trap (MOT) based
on a narrow line at 583nm [36]. Both light fields act on
transitions with quantum numbers F = 19/2 → F ′ = 21/2 ,
which are sufficiently closed for laser cooling. In our scheme,
fermions in the MOT are naturally spin-polarized into the low-
est magnetic sublevel |19/2,−19/2⟩ because of a combined
effect of gravity and the MOT light [36]. We typically capture
1×107 atoms at T = 7 µK in the MOT. All measurements in
the present work are performed by absorption imaging on the
401-nm transition.

For evaporative cooling, we first transfer the atoms from
the MOT into a single-beam large-volume ODT at 1064nm
and then into a tightly focused ODT at 1570nm. The first trap
is used as an intermediate step to increase the transfer effi-
ciency from the MOT. It consists of a single horizontal beam
with a power of 20W and elliptical focus. The beam waists
are approximately 20 µm and 200 µm in the vertical and hor-
izontal direction, respectively. The corresponding trap depth
is roughly 100 µK. From the large-volume trap, the atoms are
loaded into a tightly focused ODT at 1570nm. This second
trap is made of a single horizontal beam, which is collinear to
the large-volume trapping beam and has a waist of 15 µm. The
initial power of the 1570nm beam is 1.8W, corresponding
to trap frequencies of (νx,νy,νz) = (2147,51,2316)Hz and a
trap depth of about kB × 190 µK. Here, z is the direction of
gravity. At this stage, we have 1.5×106 atoms at T/TF = 4.4
with T = 28 µK and a peak density of about 1.2×1014 cm−3.
The Fermi temperature is defined as TF = hν̄(6N)1/3/kB,
where ν̄ is the geometric mean of the trap frequencies and h
is the Planck constant. We force evaporation by reducing the
power of the horizontal beam in a near-exponential manner.

5 104 105 106
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T F
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FIG. 2: (color online) Evaporation trajectory to Fermi degeneracy.
(a) Temperature evolution during the evaporation ramp and (b) corre-
sponding T/TF versus N. The ratio T/TF is obtained from the width
σ of the distribution (triangles) and from the fugacity (circles); see
text. The error bars originate from statistical uncertainties in temper-
ature, number of atoms, and trap frequencies for the width measure-
ments and the standard deviations obtained from several independent
measurements for the fugacity. The solid line is a linear fit to the data
for 0.2 < T/TF < 4.

When TF is reached, we introduce a vertical beam at 1570nm
to confine the fermions into the crossed region created by the
two beams and to preserve the atomic density. Its power is
gradually increased and reaches 1.2W at the end of the evap-
oration. The vertical beam has a beam waist of 33 µm. Dur-
ing evaporation, we apply a homogeneous guiding magnetic
field to maintain the spin-polarization in the system. At high
temperature, the magnetic field value is about 1.7G, which is
large enough to avoid any thermal excitation into higher spin
states. For temperature below 3.2TF , we decrease the value
of the magnetic field to 0.59G, where we observe a slightly
better evaporation efficiency. After 10s of forced evaporation,
we obtain a deeply degenerate Fermi gas.

Figure 1(a) shows a typical time-of-flight (TOF) absorption
image of a degenerate dipolar Fermi gas of N = 6.4 × 104

and a peak density of n0 = 4×1014 cm−3 at T/TF = 0.21(1)
with TF = 1.33(2)µK. At this point, our trap frequen-
cies are (470,346,345)Hz. Fermi degeneracy reveals itself
in a smooth change of the momentum distribution from a
Maxwell-Boltzmann to a Fermi-Dirac distribution [37]. Cor-
respondingly, the atomic density profile is expected to change
its Gaussian shape into a poly-logarithmic one. A fit to TOF
images reveals that at temperatures above ≈ 0.5TF the Gaus-
sian and poly-logarithmic function are hardly distinguishable
from each other and both describe the data well. By further
decreasing the temperature, we observe a gradually increasing
deviation from the Gaussian shape. This deviation is evident
in Fig. 1(b), which shows a density profile at T/TF = 0.21(1).
A Gaussian fit to the outer wings of the cloud, i. e. outside
the disk with radius w, with w being the 1/e diameter of the
Gaussian fit to the entire cloud, clearly overestimates the pop-
ulation at the center of the cloud. This is a fingerprint of Fermi
degeneracy, meaning that the population of low-energy levels
is limited by the Pauli exclusion principle.

In all our measurements, we extract T/TF from fits to the

Aikawa et al, PRL 112, 010404 (2014) 
Science 345, 1484 (2014)
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FIG. 1: (color online) AR of an expanding dipolar Fermi gas as a
function of the angle β . In this measurement, the trap frequencies are
( fx, fy, fz) = (579,91,611)Hz. The data are taken at tTOF = 12ms.
Each individual point is obtained from about 39 independent mea-
surements. The error bars indicate the standard errors of the mean.
For comparison, the calculated values are also shown for 0◦ and 90◦
(crosses). The inset schematically illustrates the geometry of the sys-
tem. Gravity is along the z direction. The atomic cloud is imaged
with an angle of 28◦ with respect to the y axis (Supplementary Ma-
terials). The magnetic field orientation is rotated on the plane with
an angle of 14◦ with respect to the xz plane. Schematic illustrations
of the deformed FS are also shown above the panel. Here, the Fermi
momentum for an ideal Fermi gas is shown as kF .

tity β symbolizes the angle between the magnetic field and the
z axis (inset Fig. 1).

To explore the impact of the DDI on the momentum distri-
bution, we perform time-of-flight (TOF) experiments. Since
its first use as ”smoking-gun” evidence for Bose-Einstein
condensation [23, 24], this technique has proved its power
in revealing many-body quantum phenomena in momentum
space [8, 25]. TOF experiments are based on the study of the
expansion dynamics of the gas when released from a trap. For
sufficiently long expansion time, the size of the atomic cloud
is dominated by the velocity dispersion and, in the case of
ballistic (free) expansions, the TOF images purely reflect the
momentum distribution in the trap.

In our experiment, we first prepare the ultracold Fermi gas
with a given dipole orientation and then we let the sample ex-
pand by suddenly switching off the optical dipole trap (ODT).
From the TOF images, we derive the cloud aspect ratio (AR),
which is defined as the ratio of the vertical to horizontal radius
of the cloud in the imaging plane (Supplementary Materials).
Figure 1 shows the AR for various values of β . For vertical
orientation (β = 0◦), we observe a clear deviation of the AR

FIG. 2: (color online) Time evolution of the AR of the atomic cloud
during the expansion. Measurements are performed for two dipole
angles, β = 0◦ (squares) and β = 90◦ (circles) under the same con-
ditions as in Fig. 1. The error bars are standard errors of the mean
of about 17 independent measurements. The possible origin of the
fluctuations in the AR is carefully discussed in the Supplementary
Materials. The theoretical curves show the full numerical calcula-
tions (solid lines), which include both the FSD and the NBE effects,
and the calculation in the case of ballistic expansions (dashed lines),
i. e. in the absence of the NBE effect. For comparison, the calculation
for a non-interacting Fermi gas is also shown (dot-dashed line).

from unity with a cloud anisotropy of about 3 %. TOF images
show that the cloud has an ellipsoidal shape with elongation in
the direction of the dipole orientation. When changing β , we
observe that the cloud follows the rotation of the dipole orien-
tation, keeping the major axis always parallel to the direction
of the maximum attraction of the DDI. In a second set of ex-
periments, we record the time evolution of the AR during the
expansion for β = 0◦ and β = 90◦ (Fig. 2). For both orienta-
tions, the AR differs from unity at long expansion times. Our
results are strikingly different from the ones of conventional
Fermi gases with isotropic contact interactions, in which the
FS is spherical (AR = 1) and the magnetic field orientation
has no influence on the cloud shape.

The one-to-one mapping of the original momentum distri-
bution in the trap and the density distribution of the cloud
after long expansion time strictly holds only in the case of
pure ballistic expansions. In our experiments, the DDI is act-
ing even during the expansion and could potentially mask the
observation of the FSD. We evaluate the effect of the non-
ballistic expansion (NBE) by performing numerical calcula-
tions based on the Hartree-Fock mean-field theory at zero
temperature and the Boltzmann-Vlasov equation for expan-
sion dynamics [15, 17] (Supplementary Materials). In Fig. 2,
the theoretical curves do not have any free parameter and are
calculated both in presence (solid lines) and absence (dotted
lines) of the NBE effect. We observe an excellent agreement
between experiment and theory, showing that our model ac-
curately describes the behavior of the system. In addition,
the comparison between ballistic and non-ballistic expansion
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Q: What are the many-body phases of fermions with dipole-dipole interaction? 

Are they all “boring,” i.e., known and understood in condensed matter physics?
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Figure 9. Intuitive picture for the geometry-dependent stability of trapped
a dipolar BEC. (a) In a prolate (cigar-shaped) trap with the dipoles oriented
along the weak confinement axis of the trap, the main effect of the dipole-dipole
interaction is attractive, which leads to an instability of the condensate. (b)
In an oblate (pancake-shaped) trap with the dipoles oriented along the strong
confinement axis, the dipole-dipole interaction is essentially repulsive, and the
BEC is stable.

function of λ, and the asymptotic value of acrit for λ → 0 (resp. λ → ∞) should be
positive (resp. negative).

A simple way to go beyond this qualitative picture and obtain an estimate for
acrit(λ) is to use a variational method. For this purpose, we assume that the condensate
wavefunction ψ is gaussian, with an axial size σz and a radial size σρ that we take as
variational parameters:

ψ(r, z) =

√
N

π3/2σ2
ρσza3

ho

exp

[
−

1

2a2
ho

(
r2

σ2
ρ

+
z2

σ2
z

)]
. (5.4)

Here, aho =
√

!/(mω̄) is the harmonic oscillator length corresponding to the average
trap frequency ω̄ = (ω2

ρωz)1/3. Inserting Ansatz (5.4) into the energy functional (4.7)
leads to the following expression for the energy:

E(σρ, σz) = Ekin + Etrap + Eint, (5.5)

with the kinetic energy

Ekin =
N!ω̄

4

(
2

σ2
ρ

+
1

σ2
z

)
, (5.6)

the potential energy due to the trap

Etrap =
N!ω̄

4λ2/3

(
2σ2

ρ + λ2σ2
z

)
, (5.7)

and the interaction (contact and dipolar) energy

Eint =
N2!ω̄add√

2πaho

1

σ2
ρσz

(
a

add
− f(κ)

)
. (5.8)

The dipolar contribution in the last part is most easily calculated in momentum space
as

Edd =
1

2

∫
n(r)n(r′)Udd(r − r′) d3r d3r′

=
1

2(2π)3

∫
Ũdd(k)ñ2(k) d3k, (5.9)

where ñ(k) is the Fourier transform of the density distribution (and therefore, in this
case, still a Gaussian). In (5.8), κ = σρ/σz is the aspect ratio of the cloud (which

B or E field

Vdd =
d2

4πϵ0

1 − 3 cos2 θ

r3

For dipoles pointing in the same direction:

P2(cos θ) anisotropic
long-ranged



Comparing to other Fermi systems

fermions [2, 3]. A relatively new cold gas system, consisting of fermionic molecules with field-
induced electric dipole moments such as KRb, is ushering in another intriguing many-body Fermi
system whose unique properties have yet to be systematically investigated [4]. Motivated by current
and prospective experiments on dipolar Fermi gases, this proposal aims at predicting and under-
standing its global phase diagram, especially for dipolar gases confined in two-dimensional optical
lattices, using state of the art many-body techniques. Our focus is to discover new phases of matter
in dipolar Fermi gases. The strategic goal of the proposed work is to 1) provide input for cold gas
AMO experiments on where and what to look for, and 2) bridge between the scattering theory of
molecule collisions [5], an important subject of theoretical AMO physics which provides the bare
interaction between particles, and the quantum phases of the cold gas ensemble as a whole.

The novel features of dipolar Fermi gas are rooted in the dipole-dipole interaction between molecules.
Not only is it long-ranged, but also it is spatially anisotropic. The dipolar interaction, or the (long-
range part of) scattering pseudo-potential, is V (r) = d2(1−3 cos2 θ)/r3, where r is the inter-particle
distance, and θ is the angle between the dipole polarization and the relative position of the parti-
cles. V can either be positive or negative, depending on the relative position of two dipoles. As a
result, quantum degenerate gases of dipolar fermions show a rich array of unusual broken symmetry
phases at low temperatures. The table below compares dipolar gas to several other archetypical
Fermi systems:

Fermi System Interaction Typical Phases
2D electron gas Coulomb Fermi liquid, Wigner crystal
Fermi-Hubbard model onsite, repulsive antiferromagnet, d-wave superfluid(?)
2-component Fermi gas contact, attractive s-wave superfluid (BCS-BEC crossover)
dipolar Fermi gas dipole-dipole p-wave superfluid, CDW, bond order, ...

As we shall deliberate below, dipolar Fermi gas forms an arena for several disparate ordering
tendencies to compete and cooperate. For example, p-wave superfluidity, charge density wave
(CDW), supersolidity (i.e., coexistence of superfluidity and CDW), and stripe/liquid crystals have
been previously proposed and discussed in the literature. Recently, PI’s group and collaborators
have shown that exotic quantum phases with bond order arise in two-dimensional dipolar Fermi
gases over an extended parameter regime [6]. Our predictions highlight the unique features of the
dipolar Fermi gas as an exciting frontier.

The rich, enigmatic phase diagram of dipolar gas itself justifies curiosity-driven scientific research.
Furthermore, predicting the collective behaviors of dipolar Fermi gas poses a great, new theoretical
challenge. This challenge directly drives this proposal, and dictates PI’s choices of theoretical
techniques to tackle the problems. Last but not least, the research on cold molecules has a long
and rich history. Besides quantum simulation and many-body physics, it has many other important
scientific or technological goals ranging from precision measurement, few-body physics, ultracold
chemistry, to quantum computing [7]. Understanding the many-body physics of the cold gas, and
the resultant better control over the system, will likely help to achieve these parallel goals as well.

The experimental progress. Significant progress has been made in recent years in trapping
and cooling atoms or molecules with either magnetic or electric dipole moment. In a landmark
experiment, BEC of 52Cr atoms was realized in 2005 [8], and this year BEC of 164Dy atoms was
reported [9]. The magnetic dipole moment of Dy atom is 10µB, roughly twice that of Cr, and

3

Candidate phases of dipolar fermions:
★ anisotropic Fermi liquid 
★ charge density waves (CDW) 
★ p-wave superfluid 
★ stripes, quantum liquid crystals? 
★ supersolid? ...

Baranov et al, Chemical Reviews 112, 5012 (2012); Physics Reports, 464,  71 
(2008). Lahaye et al, Rep. Prog. Phys. 72, 126401 (2009), etc. 



Outline of this talk

1.  Dipolar Fermi gas on square lattice @ half filling:  
                  phase diagram from functional renormalization group 

2.  Continuum gas of dipolar fermions:  
                  trying to go beyond Hartree-Fock and RPA 

3.  Frustrated magnetism of localized (deeply trapped) dipoles: 
                  hints from exact diagonalization on a small lattice

The common theme of the 3 problems is competing order.  

Wish: treat (all) orders on the same footing, without a priori bias.



1. Dipolar fermions on lattice
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Satyan Bhongale (GMU) 
Ludwig Mathey (Hamburg) 
Shan-Wen Tsai (UC Riverside) 
Charles Clark (NIST/JQI) 



Dipolar fermions on square lattice: model Hamiltonian
3

FIG. 2. (a) Schematic representation of quadrupolar fermions
on a square lattice. Alignment of the quadrupoles is given by
the quantization axis of the external field F, pointing along
F̂ = (θF ,φF ). The nearest-neighbor interaction is repre-
sented by green and red solid lines, while the next-nearest
neighbor interaction is shown in blue. (b) 3D plot showing
the interactions Vx̂ (red), Vŷ (green), and Vx̂+ŷ (blue) as a
function of the angles (θF ,φF ); “∗” marks the point in the
vicinity of which both Vx̂,ŷ and Vx̂+ŷ change the sign.

unit of length and t as a unit of energy. As schemat-
ically shown in Fig. 2 (a), the interaction strength Vij

depends on the orientation of the vector connecting the
quadrupoles, r = ri − rj , relative to the field direction,

F̂ , via Vr ≡ Vij = ⟨ij|V qq |ij⟩ = V [3− 30(r̂ · F̂ )2 + 35(r̂ ·
F̂ )4]/r5. Thus, one can immediately observe that the in-
teraction between two quadrupoles can be tuned either
attractive or repulsive, by changing the orientation of the
external field F with respect to the interparticle radius-
vector r. Fig. 2 (b) shows the (θF ,φF )-dependence of
the interaction matrix element between the nearest- and
next-nearest neighbors. The richness of the quadrupolar
interaction becomes apparent in this figure. There are
several regions in which the signs and the relative mag-
nitudes of {Vx̂, Vŷ, Vx̂+ŷ} show distinctive characteristics.
For example, in the region (θF ! 25◦, 0◦ ≤ φF ≤ 45◦),
both nearest- and next-nearest neighbor interactions are
repulsive, while they all become attractive in the region
(30◦ ! θF ! 60◦,φF ∼ 45◦). Furthermore, one can iden-

tify finite regions where either one or two of {Vx̂, Vŷ,
Vx̂+ŷ} is attractive while the rest is repulsive.
Interactions of opposite sign can result in competition

between quantum phases of different symmetry, resulting
in frustration. Thus, fermions with dominant quadrupo-
lar interactions provide an interesting setup for studying
many-body physics with competing phases. For example,
in the vicinity of (90◦, 45◦) both Vx̂ and Vŷ are attractive,
while Vx̂+ŷ is repulsive (see Fig. 2). On general grounds,
one would expect a BCS type ground state resulting from
condensation of Cooper pairs due to the attractive Vx̂

and Vŷ couplings. However, the repulsive Vx̂+ŷ interac-
tion, if significant, may lead to the insurgence of some
other phase, and therefore needs to be quantitatively
accounted for. As another intriguing example, in the
vicinity of (40◦, 5◦), Vx̂ is strongly attractive while Vŷ is
strongly repulsive. As we show below, the ground state
in this region is neither a BCS state nor the conventional
CDW (such as checkerboard or CDWs). These two ex-
amples show that, due to anisotropy, the actual ground
state may be of an unexpected nature. Exposing the
true ground state thus demands a theory that is (i) unbi-
ased with respect to the initial ansatz – condensation of
particle-particle or particle-hole pairs; and (ii) includes
fluctuations.
Issue (ii) can be adequately addressed within the renor-

malization group (RG) analysis at weak couplings, where
the low energy physics near the Fermi surface is ex-
tracted by successively integrating out the high energy
degrees of freedom [16]. In order to satisfy criterion (i)
as well, we employ the exact (or “functional”) renor-
malization group (FRG) which keeps track of all the
interaction vertices, including both the particle-particle
and particle-hole channels, and treats all instabilities (in-
cipient orders) on equal footing [17]. Specifically, all
Feynman diagrams up to one-loop order are included
for calculating the flow of the most general 4-point ver-
tex function Uℓ(k1,k2,k3). Here k1,2,3 are momenta
on the Fermi surface, with k4 = k1 + k2 − k3, and ℓ
the FRG flow parameter starting with the initial value
ℓ = 0 for the bare quadrupolar interaction. The BCS and
CDW instabilities are indicated by the diverging flow of
the corresponding vertex functions Uℓ(k1,−k1,k2) and
Uℓ(k1,−k2,k1 + Q) respectively. Here Q = (±π,±π)
are the nesting vectors. The most divergent flow indi-
cates a broken symmetry phase, the order parameter of
which has an orbital symmetry given by the correspond-
ing eigenvector of the diverging vertex function. For the
example considered above, in the vicinity of (90◦, 45◦),
the system favors a BCS state with py orbital symmetry,
shown in Fig. 3 (b).
The FRG phase diagram, Fig. 3 (a), features sev-

eral different kinds of BCS and CDW phases. CDWs

is the familiar charge density wave phase with a checker-
board modulation of on-site densities, occurring in re-
gions where the repulsive interaction between nearest

predicted in the phase diagram [31]. The superfluid to normal transition temperature was computed
as a function of the dipole tilt angle [31].

Theoretical work on dipolar fermions in optical lattices is by comparison less systematic. PI and
collaborators investigated the possibility of nematic order on the square lattice [32, 33]. Mikelsons
and Freericks carried detailed numerical analysis of the CDW ordering pattern on square lattice
at half-filling [34]. PI and collaborators also discussed strongly interacting dipolar particles on
a generalized kagome lattice, and showed that it has the potential to realize the quantum dimer
model and topological phases [35]. One-dimensional and weakly coupled one-dimensional dipolar
Fermi gases are known to exhibit a multitude of phases [36], including liquid crystal states [37]. In
a broader context, new phenomena in more complicated systems, such as inter-layer pairing and
superfluidity in multi-layer dipolar gases [38, 39, 40], and triplet pairing in two-component dipolar
gases [41], have been discussed. Finally, by exploiting the rotational degrees of freedom of polar
molecules in optical lattices, the dipolar gas can serve as an emulator for the t-J model [42].

Open questions and theoretical challenges. We will focus on single species (spinless) polar
molecules in two-dimensional optical lattices. The simplest system we start with is fermions at half-
filling on the square lattice, as illustrated in Fig. 1a. The electric dipole moment d is controlled
by an external electric field. Its direction is given by polar angle θF and azimuthal angle φF . The
Hamiltonian in the tight-binding limit has the form

H = −t
∑

⟨ij⟩

a†iaj +
1
2

∑

i̸=j

Vdd(rij)ninj ,

where t is the nearest neighbor hopping, i is the short-hand notation for lattice site ri = ixaLx̂ +
iyaLŷ, aL is the lattice spacing and our length unit, and ix, iy are integers. In terms of the relative
position rij ≡ ri − rj , the dipole-dipole interaction Vdd(rij) = d2[1 − 3 sin2 θF(r̂ij · d̂)2]/r3

ij , and we
define the interaction strength Vd ≡ d2/a3

L. While our discussion focuses on molecules with electric
dipoles, the theory can be equally applied to fermions with magnetic dipoles. Note the short-range
contact interaction is irrelevant for spinless fermions.

What is phase diagram of this system, as function of θF , φF and interaction parameter Vd/t? On
a crude examination, one expects to find a checkerboard charge density wave for θF close to 0,
when the dipole moments all point perpendicular to the 2D plane, so the dipole-dipole interaction
is purely repulsive. When the dipole tilt angle θF is close to 90◦, i.e., when the dipoles are aligned
in the xy plane, the attractive interaction binds fermions into Cooper pairs. And the system
becomes a predominately p-wave superfluid. The main open question is then what happens in the
intermediate θF regime? Is it the coexistence of pairing and density wave, i.e., a supersolid [43], or
a first order phase transition between the charge density wave and superfluid, or some completely
different phase?

The main theoretical challenge is therefore to describe this regime of intermediate θF , where differ-
ent orders compete or cooperate. This problem of competing order is at the heart of the many-body
physics of dipolar fermions, and intrinsically related to the long-range, anisotropic nature of the
dipole-dipole interaction. Simple mean field theory with single order parameter is usually insuffi-
cient (or unreliable) to answer these open questions. Traditional perturbation theories, including
single-channel renormalization group or random phase approximation, are also ill-prepared to de-
scribe the competing orders in the intermediate regime. Thus, there is urgent need for a theoretical
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★ Half filling: on average, one fermion every two sites. 
★ Zero temperature; Neglect collapse instability.



★ Perfect Nesting: Q couple k points on the opposite sides of the FS.  
★ We will discretize the Fermi surface into N patches. 
★ The Fermi surface may become unstable when         is turned on. 

The Fermi surface is just a square (half filling)

In the absence of dipole-dipole interaction:

The extrapolation to a mean-field Hamiltonian is a drastic
oversimplification, in which the spin fluctuations are lost, but
they are retained in the V! obtained by the RG flow. As the
leading instability is clearly exposed by this analysis, one can
also resort to a bosonized description that treats the collective
infrared physics (Baier, Bick, and Wetterich, 2004).

b. d-wave Cooper pairing

For t0 ¼ "0:3t and ! ¼ "1:2t, the Fermi surface still
contains the saddle points ð"; 0Þ and ð0;"Þ but is curved
away from these points [Fig. 10(c)]. Now Cooper pair scat-
tering dominates, well visible in Fig. 10(d) on the diagonal
lines k1 þ k2 ¼ 0 (j#1 " #2j ¼ N=2 in terms of patch in-
dices). It is attractive when the incoming pair k1;"k1 is near
the same saddle point ð&"; 0Þ as the outgoing pair k3, "k3,
and repulsive when incoming and outgoing pairs are at differ-
ent saddle points. This is the symmetry of the form factor
dðkÞ ¼ d0ðcoskx " coskyÞ for dx2"y2 Cooper pairing. In an

extrapolation as above, V!ðk1;k2;k3Þ gives rise to the mean-
field Hamiltonian

H!
dSC ¼ VdSC

X

k;k0
dðkÞdðk0Þcyk0;"c

y
"k0 ;#c"k;#ck;";

which has a d-wave singlet-paired ground state. This d-wave
pairing instability was found in a number of studies using
different functional RG schemes (Zanchi and Schulz, 1998,
2000; Halboth and Metzner, 2000a, 2000b; Honerkamp,
2001; Honerkamp et al., 2001; Honerkamp and Salmhofer,
2001a, 2001b; Tsai and Marston, 2001), in a rather large
parameter region. This constitutes convincing evidence that

the weakly coupled Hubbard model possesses a d-wave
superconducting ground state.

c. Interplay of AF and SC

In Fig. 10(d), the sign structure of the d-wave term goes
together, and fits perfectly with, enhanced repulsive interac-
tions near #1 ¼ 8 and #2 ¼ 24, which are the remnants of the
SDW feature in Fig. 10(b). Their larger width is due to the
Fermi surface curvature. As ! is decreased, these SDW
features appear first, due to approximate nesting at high
scales, and then create an attractive component in the
dx2"y2-pairing channel, which then grows as ! is lowered

further, while the SDW is cut off by Fermi surface curvature,
as discussed also in Appendix B.3. When the SDW-enhancing
terms are removed by hand from the right-hand side of the
RG equation, the d-wave terms are suppressed as well. Thus
the d-wave pairing interaction is induced by AF-spin fluctua-
tions that appear on higher scales.

At fixed U, t, and t0, there is a sizable interval of ! for
which the Fermi surface remains close to the saddle points.
Since both AF-SDW and d-wave SC are driven by repulsive
scattering between ð"; 0Þ and ð0;"Þ, both grow and reinforce
one another. In the saddle point regime, it becomes impossible
to single out one over the other in the truncation used here. By
analogy with the quasi-one-dimensional ladder systems, it has
been argued that in this regime the Fermi surface gets trun-
cated (Furukawa, Rice, and Salmhofer, 1998; Honerkamp
et al., 2001; Läuchli, Honerkamp, and Rice, 2004).

2. Ferromagnetism versus superconductivity

At the van Hove filling, ferromagnetic (FM) tendencies are
enhanced by the logarithmic divergence of the density of
states, and the Stoner criterion for the bare interaction sug-
gests an FM ordered state at arbitrarily smallU. However, the
van Hove singularities also make the OðU2Þ Cooper pair
scattering log2 divergent, hence putting the two terms into
direct competition.

As discussed in Sec. II.D.1, the momentum-shell cutoff
artificially suppresses FM. For this reason, the T flow (see
Sec. II.D.2) was invented (Honerkamp and Salmhofer, 2001a,
2001b), and we discuss results obtained by T flow here. The
main difference to the AF and SC scenario discussed above is
that at zero transfer momentum, scattering processes driving
FM must have the opposite sign from those driving singlet
SC, hence mutually suppressing one another. This simple
picture is confirmed by the RG with momentum-dependent
vertices, in a study where t0 and ! are varied at fixed U and t,
such that the Fermi surface always contains the saddle points:
near to t0 ¼ "t=3, T' gets strongly suppressed, hinting at a
quantum critical point between the d-wave SC and FM
phases (lower left plot in Fig. 11). These results were later
confirmed by a two-particle self-consistent approach
(Hankyevych, Kyung, and Termblay, 2003) and in the so-
called " scheme, which employs a soft infrared regulator on
the Matsubara frequencies (Husemann and Salmhofer, 2009);
see the lower right plot in Fig. 11. In the latter study, the
N-patch scheme was replaced by a parametrization of the
vertex functions in terms of exchange bosons. The much
higher value of !' in the transitional regime near t0¼"t=3
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FIG. 10 (color online). N-patch functional RG data obtained with
the momentum-shell functional RG for the repulsive Hubbard
model on the 2D square lattice. Upper plots: ! ¼ 0, t0 ¼ 0, and
initial U ¼ 2t; lower plots: ! ¼ 1:2t, t0 ¼ "0:3t, and U ¼ 3t. Left:
Fermi surfaces for the two cases and the N ¼ 32 discretization
points for the two incoming k1, k2 and the first outgoing wave
vector k3. Right: The coupling function V!' ð#1;#2;#3Þ with
#3 ¼ 1 and #1 and #2 moving around the Fermi surface. The color
bars on the right indicate the values of the interactions.
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Q = (π,±π)

(a = 1)

Vdd



Interactions for dipoles tilting in the x direction
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1. Small tilting angle (                   ):  all interactions are repulsive. 

    Density wave (CDW):  
    Periodic modulation of on-site density. 
     
     
    In k space, this is an instability of FS  
    in the particle-hole channel with Q.  

2. Large tilting angle (                    ): Vx and Vx+y attractive, but Vy repulsive. 

    Anisotropic p-wave pairing (BCS):  
    The pairing order parameter 
     
     
   In k space, this is an instability of FS  
   in the particle-particle channel. 

Two limits easy to understand
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FIG. 3: (Color online) SCMF phase diagram. Shown on the
left are representatives of the on-site density ρii, the nearest
neighbor hopping ρij (with j = i + x̂ or j = i + ŷ), or the
pairing gap ∆ij corresponding to the four phases at Vd = 0.5t.
Lattice size is 32× 32.

For example, SCMF predicts an additional striped den-
sity wave phase, the st-CDW, which is not expected to
survive at Vd ≪ t. This illustrates that SCMF is insuf-
ficient to describe competing orders as opposed to FRG.
The possibility of st-CDW and collapse instability be-
yond the weak coupling regime is further discussed in
the supplementary material.
We now provide some intuitive understanding of the

bond order phases by considering a simplified mean field
version of Eq. (1), keeping only the nearest neighbor in-
teractions Vx and Vy . The mean field decoupling of the

interaction term gives −ninj ∼ a†iaja
†
jai → ρija

†
jai +

h.c.− |ρij |2. The modulation of the bond variable, ρij =

⟨a†iaj⟩, in the BOSp phase at φF = 0 has the form show
in Fig. 1(c), ρi,i±x̂ = χx, ρi,i±ŷ = χy ± δ. The mean field

Hamiltonian can be written as HR = −2
∑

k
χkb

†
k
ak +

h.c., up to a constant term. Here ak and bk are fermion
annihilation operators defined separately on two sub-
lattices related by the lattice translation vector aLx̂, and
χk = (t + Vxχx) cos kx + (t + Vyχy) cos ky − iVyδ sin ky.
The ground state energy per unit cell is then given by
EGS = −2(χx+χy)(t+Vx+Vy)− 2Vyδ2, clearly indicat-
ing that finite bond modulation δ is energetically favored
for positive Vy. The φF = 90◦ situation is identical, only
with x and y axis interchanged, and hence a 90◦ rotated
bond pattern. Thus, the BOSd phase, with checkerboard
pattern of next-to-nearest bonds near φF = 45◦, natu-
rally connects the two BOSp phases on either side.
The bond modulation δ, the energy gap, and the tran-

sition temperature Tc of the BOSp phase increase with Vd

for weak coupling. Exact diagonalization of Eq. (1) on a
2×8 and 4×4 cluster with periodic boundary conditions
shows that the optimal place to observe the BOSp is at

intermediate interaction and tilt angle, e.g. Vd ∼ 2.5t
and (θF,φF) = (45◦, 0◦), where the energy gap, and thus
Tc, is maximal. Mean field theory estimates an optimal
Tc ∼ 0.23t, or about 0.05EF for half filling, which is not
too far from the temperature achieved in Dy experiment,
T ∼ 0.25EF [5]. The BOSd on the other hand is most sta-
ble in the vicinity of φF = 45◦ for θF ∼ 60◦. The charac-
teristic density modulation of the cb-CDW and st-CDW
phase uniquely distinguishes them from the other phases
and may be detected via in-situ density imaging. The
BCS phase can be detected via pair correlation measure-
ments using noise spectroscopy [31]. Finally the BOSd
phase may be distinguished from BOSp by probing the
d-wave symmetry via the pump-probe scheme discussed
in Ref. [32]. Finally, in the presence of a trap potential,
the insulating plateau at half filling will be surrounded
by metallic regions. The approaches outlined here can
be employed to study dipolar Fermi gas away from half-
filling.
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FIG. 1: (Color online) Dipolar fermions on square lattice. (a) Schematic of the dipolar fermions confined to a square opti-
cal lattice potential. The induced dipole moment d points along the direction d̂ = cos θFẑ + sin θF cosφFx̂ + sin θF sinφFŷ.
(b)Phase diagram obtained via FRG indicating four phases: p-wave bond order solid (BOSp), d-wave bond order solid (BOSd),
checkerboard charge density wave (cb-CDW), and p-wave BCS superfluid (BCS); left panel– phase diagram in the θF-Vd plane
at φF = 0; right panel– phase diagram in the θF-φF plane at Vd = 0.5t. The phase boundary (solid line) is determined by the
abrupt change in the symmetry of the eigenvector of the dominant instability (see Fig. 2). The smooth crossover from cb-CDW
and BOSd is indicated by a gradual change of the color shading. (c)-(e) Schematic of the bond or density modulation pattern
for the BOSp, BOSd, and cb-CDW phase respectively.

these two critical points, ϑc1 and ϑc2, roughly set the
phase boundary between the checkerboard charge den-
sity wave (cb-CDW), BOSp, and the Bardeen-Cooper-
Schrieffer (BCS) superfluid phase, for the φF = 0 case.
We now discuss the T = 0 phase diagram at half

filling. First, we analyze the weakly interacting limit,
Vd < t, using FRG. In this approach, no assumptions
about possible dominant orders are necessary. Rather,
the method includes all processes near the Fermi surface
of the non-interacting system via the generalized 4-point
vertex function: Uℓ(k1,k2,k3), where k1,2 (k3,4) are in-
coming (outgoing) momenta and k4 = k1+k2−k3. Here,
ℓ is the renormalization group flow parameter that relates
the energy cutoff Λ to the initial cutoff Λ0 (chosen to be
4t) via Λℓ = Λ0e−ℓ. Starting with the bare vertex U0,
progressively tracing out the high energy degrees of free-
dom, a set of coupled integro-differential equations give
the FRG flow for all the vertices.
The renormalized vertex for specific channels of inter-

est, e.g.,

UNEST
ℓ (k1,k2) = Uℓ(k1,k2,k1 +Q),

UBCS
ℓ (k1,k2) = Uℓ(k1,−k1,k2),

}

(2)

are extracted by appropriately constraining the in-
coming and out-going momenta. Here Q = (π,±π) is
the nesting vector at half filling for the square lattice,
and UNEST

ℓ is the same as UCDW
ℓ of Ref. [24]. The chan-

nel matrix with the largest divergent eigenvalue λ cor-
responds to the most dominant instability of the Fermi
liquid. The corresponding eigenvector ψ defined on the
Fermi surface, indicates the symmetry of the incipient
order parameter associated with the instability.

We perform the FRG analysis for a range of values of
Vd, θF, and φF producing a 3D phase diagram, visualized
in Fig. 1(b) as slice cuts along two different planes. To
capture and emphasize the key elements of the phase dia-
gram, first we fix φF = 0, generating a 2D phase diagram
in the θF–Vd plane shown in the left panel of Fig. 1(b).
Next we fix Vd = 0.5t instead, yielding the θF–φF plane
shown in the right panel of Fig. 1(b).

The θF–Vd phase diagram shows the existence of three
phases separated by two critical angles θF = θ1 and θ2,
with no appreciable dependence on Vd. For 0 ≤ θF < θ1,
the nesting channel has the largest (most divergent)
eigenvalue λ. The corresponding eigenvector ψNEST, as
illustrated in top panel of Fig. 2(a), is almost constant
with only small modulation along the Fermi surface. This
implies the onset of CDW order with s-wave symmetry,
identified as a checkerboard modulation of on-site den-
sity, the cb-CDW shown in Fig. 1(e). The physical origin
of this phase can be traced by observing that θ1 ≈ ϑ1c,
thus Vx, Vy , V3 > 0 in this regime, allowing for a low
energy configuration with density concentrated on the
next-to-nearest neighbor sites, consistent with the per-
fect nesting of the Fermi surface. For θ2 ≤ θF ≤ 90◦, the
BCS channel exhibiting a p-wave symmetry is the most
diverging under FRG flow [see Fig. 2(a)]. In real space,
this corresponds to the onset of nearest neighbor pairing,
⟨aiai+x̂⟩ = −⟨aiai−x̂⟩ generated by couplings Vx and V3,
both becoming attractive for θF > θ2 ∼ ϑ2c. The super-
fluid phase here is the lattice analog of the p-wave BCS
phase discussed previously for continuum dipolar Fermi
gases [8, 14, 16].
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FIG. 3: (Color online) SCMF phase diagram. Shown on the
left are representatives of the on-site density ρii, the nearest
neighbor hopping ρij (with j = i + x̂ or j = i + ŷ), or the
pairing gap ∆ij corresponding to the four phases at Vd = 0.5t.
Lattice size is 32× 32.

For example, SCMF predicts an additional striped den-
sity wave phase, the st-CDW, which is not expected to
survive at Vd ≪ t. This illustrates that SCMF is insuf-
ficient to describe competing orders as opposed to FRG.
The possibility of st-CDW and collapse instability be-
yond the weak coupling regime is further discussed in
the supplementary material.
We now provide some intuitive understanding of the

bond order phases by considering a simplified mean field
version of Eq. (1), keeping only the nearest neighbor in-
teractions Vx and Vy . The mean field decoupling of the

interaction term gives −ninj ∼ a†iaja
†
jai → ρija

†
jai +

h.c.− |ρij |2. The modulation of the bond variable, ρij =

⟨a†iaj⟩, in the BOSp phase at φF = 0 has the form show
in Fig. 1(c), ρi,i±x̂ = χx, ρi,i±ŷ = χy ± δ. The mean field

Hamiltonian can be written as HR = −2
∑

k
χkb

†
k
ak +

h.c., up to a constant term. Here ak and bk are fermion
annihilation operators defined separately on two sub-
lattices related by the lattice translation vector aLx̂, and
χk = (t + Vxχx) cos kx + (t + Vyχy) cos ky − iVyδ sin ky.
The ground state energy per unit cell is then given by
EGS = −2(χx+χy)(t+Vx+Vy)− 2Vyδ2, clearly indicat-
ing that finite bond modulation δ is energetically favored
for positive Vy. The φF = 90◦ situation is identical, only
with x and y axis interchanged, and hence a 90◦ rotated
bond pattern. Thus, the BOSd phase, with checkerboard
pattern of next-to-nearest bonds near φF = 45◦, natu-
rally connects the two BOSp phases on either side.
The bond modulation δ, the energy gap, and the tran-

sition temperature Tc of the BOSp phase increase with Vd

for weak coupling. Exact diagonalization of Eq. (1) on a
2×8 and 4×4 cluster with periodic boundary conditions
shows that the optimal place to observe the BOSp is at

intermediate interaction and tilt angle, e.g. Vd ∼ 2.5t
and (θF,φF) = (45◦, 0◦), where the energy gap, and thus
Tc, is maximal. Mean field theory estimates an optimal
Tc ∼ 0.23t, or about 0.05EF for half filling, which is not
too far from the temperature achieved in Dy experiment,
T ∼ 0.25EF [5]. The BOSd on the other hand is most sta-
ble in the vicinity of φF = 45◦ for θF ∼ 60◦. The charac-
teristic density modulation of the cb-CDW and st-CDW
phase uniquely distinguishes them from the other phases
and may be detected via in-situ density imaging. The
BCS phase can be detected via pair correlation measure-
ments using noise spectroscopy [31]. Finally the BOSd
phase may be distinguished from BOSp by probing the
d-wave symmetry via the pump-probe scheme discussed
in Ref. [32]. Finally, in the presence of a trap potential,
the insulating plateau at half filling will be surrounded
by metallic regions. The approaches outlined here can
be employed to study dipolar Fermi gas away from half-
filling.
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How about the intermediate tilting angle
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Vx and Vy opposite in sign and comparable 
in magnitude. What do the fermions do? 

Settle to BCS or CDW? Neither? Both?



Three possible scenarios: 

★ Direct (1st order) transition from CDW to p-wave BCS superfluid.  
★ Coexistence: density modulation + pairing = supersolid. 
★ Or, some other completely different animal. 

Competing orders in interacting dipolar fermions 

The problem of competing order is at the heart of the many-body 
physics of dipolar fermions.  

Simple mean field theories or perturbation theories, such as single-channel  
Renormalization Group or Random Phase Approximation, are insufficient/unreliable to 
treat competing orders in the regime of intermediate tilting angle. 

We need a theory that can treat all ordering instabilities on equal 
footing, without any a priori assumptions about dominant orders.



Functional Renormalization Group (FRG)

V ½!; !!" ¼ G½"; !"" þ lnZ0 % ð !"; G0"Þ; (18)

where ! ¼ G0" and !! ¼ Gt
0 !". Here Gt

0 is the transposed
bare propagator, that is, Gt

0ðx; x0Þ ¼ G0ðx0; xÞ. Hence, func-
tional derivatives of V ½!; !!" with respect to ! and !! gen-
erate connected Green functions with bare propagators
amputated from external legs in the corresponding
Feynman diagrams. The term lnZ0 % ð !"; G0"Þ cancels the
noninteracting part of G½ !";"" such that V ½!; !!" ¼ 0 for
V½c ; !c " ¼ 0. The effective interaction V can also be ex-
pressed via functional derivatives, instead of a functional
integral:

e%V ½!; !!" ¼ 1

Z0

Z
DcD !c eð !c ;G%1

0 c Þe%V½cþ!; !cþ !!"

¼ 1

Z0
e%V½@ !";@""

Z
DcD !c eð !c ;G%1

0 c Þ

( eð !";cþ!Þþð"; !cþ !!Þ
!!!!!!!!"; !"¼0

¼ e%V½@ !" ;@""eð !";G0"Þeð !";!Þþð"; !!Þ
!!!!!!!!"; !"¼0

¼ e%V½@ !" ;@""eð@!;G0@ !!Þeð !";!Þþð"; !!Þ
!!!!!!!!"; !"¼0

¼ e"G0 e%V½!; !!"; (19)

with the functional Laplacian

"G0
¼ ð@!; G0@ !!Þ ¼

X

x;x0

@

@!ðxÞG0ðx; x0Þ
@

@ !!ðx0Þ : (20)

It is sometimes convenient (see Sec. II.G) to combine the
fields c and !c in a Nambu-type field

#ðxÞ ¼
c ðxÞ
!c ðxÞ

 !
; (21)

and similarly for the source fields " and !",

HðxÞ ¼
"ðxÞ
% !"ðxÞ

 !
: (22)

The minus sign in the definition of H makes sure that the
source term ð !"; c Þ þ ð !c ;"Þ appearing in the definition of G,
and also in the Legendre transform relating G and $, can be
written concisely as ð !H;#Þ. In Nambu notation, the matrices
of second derivatives of G and $ have the compact form

Gð2Þ½H" ¼ % @2G
@ !HðxÞ@Hðx0Þ (23)

and

!ð2Þ½#" ¼ @2$

@ !#ðx0Þ@#ðxÞ
; (24)

respectively.

B. Exact fermionic flow equations

In this section we derive exact flow equations describing
the evolution of the generating functionals defined above,
as a function of a flow parameter % which parametrizes a

modification of the bare propagator G0. Usually % is an
infrared cutoff or another scale dependence. For example,
in a translation-invariant system one may impose a momen-
tum cutoff, modifying G0 to

G%
0 ðk0;kÞ ¼

#%ðkÞ
ik0 % $k

; (25)

where #%ðkÞ is a function that vanishes for j$kj ) % and
tends to one for j$kj * %. In this way the infrared singularity
of the propagator at k0 ¼ 0 and $k ¼ 0 (corresponding to
the noninteracting Fermi surface in k space) is cut off at the
scale %. A simple choice for #%ðkÞ, which was often used in
numerical solutions of truncated flow equations, is

#%ðkÞ ¼ &ðj$kj%%Þ; (26)

where & is the step function. With this choice momenta
close to the Fermi surface are strictly excluded, as illustrated
in Fig. 2 for a two-dimensional lattice fermion system.

Alternatively, one may also use a smooth cutoff function.
In the absence of translation invariance it is more convenient
to use a frequency cutoff instead of a momentum cutoff. The
cutoff excludes ’’soft modes’’ below the scale % from the
functional integral. Instead of a cutoff one can also choose
other flow parameters such as temperature. The various pos-
sibilities will be discussed more extensively in Sec. II.D. For
the derivation of the flow equations it does not matter howG%

0

depends on %.
The bare action constructed with G%

0 (instead of G0) is
denoted by S%½c ; !c ", and the generating functionals intro-
duced in Sec. II.A by G%½"; !"", V%½!; !!", and $%½c ; !c ",
respectively. The original functionals G,V , and $ are recov-
ered in the limit % ! 0.

In the presence of a cutoff, Eq. (19) becomes

e%V% ¼ e
"

G%
0 e%V: (27)

At the highest energy scale %0 one has G%0
0 ¼ 0, and thus

V%0 ¼ V. Hence, V% interpolates smoothly between the
bare interaction V and the generating functional V .
Introducing the soft mode propagator

!G%
0 ¼ G0 % G%

0 ; (28)

which has support on scales below %, we write

−π
−π 0 π

0

k y

k x

π

FIG. 2 (color online). Momentum space region around the Fermi
surface excluded by a sharp momentum cutoff for fermions with a
tight-binding dispersion on a two-dimensional square lattice
(lattice constant ¼ 1).
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k1 k2

k3 k4

★ Separate the low-energy modes and high energy modes with scale Λ .  
★ At each scale Λ, there is an effective theory description, including the 
    effective interaction (vertex function) U between the low energy modes. 

★ As Λ is reduced, the evolution of U obeys the exact “flow equation.” 
  
★ For weak coupling, the infinite hierarchy of flow eqns can be truncated   
    and solved numerically by discretizing k.  
See e.g. Metzner et al, Rev. Mod. Phys. 84, 299–352 (2012); And reference therein.
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FIG. 1: (Color online) Dipolar fermions on square lattice. (a) Schematic of the dipolar fermions confined to a square opti-
cal lattice potential. The induced dipole moment d points along the direction d̂ = cos θFẑ + sin θF cosφFx̂ + sin θF sinφFŷ.
(b)Phase diagram obtained via FRG indicating four phases: p-wave bond order solid (BOSp), d-wave bond order solid (BOSd),
checkerboard charge density wave (cb-CDW), and p-wave BCS superfluid (BCS); left panel– phase diagram in the θF-Vd plane
at φF = 0; right panel– phase diagram in the θF-φF plane at Vd = 0.5t. The phase boundary (solid line) is determined by the
abrupt change in the symmetry of the eigenvector of the dominant instability (see Fig. 2). The smooth crossover from cb-CDW
and BOSd is indicated by a gradual change of the color shading. (c)-(e) Schematic of the bond or density modulation pattern
for the BOSp, BOSd, and cb-CDW phase respectively.

these two critical points, ϑc1 and ϑc2, roughly set the
phase boundary between the checkerboard charge den-
sity wave (cb-CDW), BOSp, and the Bardeen-Cooper-
Schrieffer (BCS) superfluid phase, for the φF = 0 case.
We now discuss the T = 0 phase diagram at half

filling. First, we analyze the weakly interacting limit,
Vd < t, using FRG. In this approach, no assumptions
about possible dominant orders are necessary. Rather,
the method includes all processes near the Fermi surface
of the non-interacting system via the generalized 4-point
vertex function: Uℓ(k1,k2,k3), where k1,2 (k3,4) are in-
coming (outgoing) momenta and k4 = k1+k2−k3. Here,
ℓ is the renormalization group flow parameter that relates
the energy cutoff Λ to the initial cutoff Λ0 (chosen to be
4t) via Λℓ = Λ0e−ℓ. Starting with the bare vertex U0,
progressively tracing out the high energy degrees of free-
dom, a set of coupled integro-differential equations give
the FRG flow for all the vertices.
The renormalized vertex for specific channels of inter-

est, e.g.,

UNEST
ℓ (k1,k2) = Uℓ(k1,k2,k1 +Q),

UBCS
ℓ (k1,k2) = Uℓ(k1,−k1,k2),

}

(2)

are extracted by appropriately constraining the in-
coming and out-going momenta. Here Q = (π,±π) is
the nesting vector at half filling for the square lattice,
and UNEST

ℓ is the same as UCDW
ℓ of Ref. [24]. The chan-

nel matrix with the largest divergent eigenvalue λ cor-
responds to the most dominant instability of the Fermi
liquid. The corresponding eigenvector ψ defined on the
Fermi surface, indicates the symmetry of the incipient
order parameter associated with the instability.

We perform the FRG analysis for a range of values of
Vd, θF, and φF producing a 3D phase diagram, visualized
in Fig. 1(b) as slice cuts along two different planes. To
capture and emphasize the key elements of the phase dia-
gram, first we fix φF = 0, generating a 2D phase diagram
in the θF–Vd plane shown in the left panel of Fig. 1(b).
Next we fix Vd = 0.5t instead, yielding the θF–φF plane
shown in the right panel of Fig. 1(b).

The θF–Vd phase diagram shows the existence of three
phases separated by two critical angles θF = θ1 and θ2,
with no appreciable dependence on Vd. For 0 ≤ θF < θ1,
the nesting channel has the largest (most divergent)
eigenvalue λ. The corresponding eigenvector ψNEST, as
illustrated in top panel of Fig. 2(a), is almost constant
with only small modulation along the Fermi surface. This
implies the onset of CDW order with s-wave symmetry,
identified as a checkerboard modulation of on-site den-
sity, the cb-CDW shown in Fig. 1(e). The physical origin
of this phase can be traced by observing that θ1 ≈ ϑ1c,
thus Vx, Vy , V3 > 0 in this regime, allowing for a low
energy configuration with density concentrated on the
next-to-nearest neighbor sites, consistent with the per-
fect nesting of the Fermi surface. For θ2 ≤ θF ≤ 90◦, the
BCS channel exhibiting a p-wave symmetry is the most
diverging under FRG flow [see Fig. 2(a)]. In real space,
this corresponds to the onset of nearest neighbor pairing,
⟨aiai+x̂⟩ = −⟨aiai−x̂⟩ generated by couplings Vx and V3,
both becoming attractive for θF > θ2 ∼ ϑ2c. The super-
fluid phase here is the lattice analog of the p-wave BCS
phase discussed previously for continuum dipolar Fermi
gases [8, 14, 16].
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cal lattice potential. The induced dipole moment d points along the direction d̂ = cos θFẑ + sin θF cosφFx̂ + sin θF sinφFŷ.
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of this phase can be traced by observing that θ1 ≈ ϑ1c,
thus Vx, Vy , V3 > 0 in this regime, allowing for a low
energy configuration with density concentrated on the
next-to-nearest neighbor sites, consistent with the per-
fect nesting of the Fermi surface. For θ2 ≤ θF ≤ 90◦, the
BCS channel exhibiting a p-wave symmetry is the most
diverging under FRG flow [see Fig. 2(a)]. In real space,
this corresponds to the onset of nearest neighbor pairing,
⟨aiai+x̂⟩ = −⟨aiai−x̂⟩ generated by couplings Vx and V3,
both becoming attractive for θF > θ2 ∼ ϑ2c. The super-
fluid phase here is the lattice analog of the p-wave BCS
phase discussed previously for continuum dipolar Fermi
gases [8, 14, 16].

2
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cal lattice potential. The induced dipole moment d points along the direction d̂ = cos θFẑ + sin θF cosφFx̂ + sin θF sinφFŷ.
(b)Phase diagram obtained via FRG indicating four phases: p-wave bond order solid (BOSp), d-wave bond order solid (BOSd),
checkerboard charge density wave (cb-CDW), and p-wave BCS superfluid (BCS); left panel– phase diagram in the θF-Vd plane
at φF = 0; right panel– phase diagram in the θF-φF plane at Vd = 0.5t. The phase boundary (solid line) is determined by the
abrupt change in the symmetry of the eigenvector of the dominant instability (see Fig. 2). The smooth crossover from cb-CDW
and BOSd is indicated by a gradual change of the color shading. (c)-(e) Schematic of the bond or density modulation pattern
for the BOSp, BOSd, and cb-CDW phase respectively.

these two critical points, ϑc1 and ϑc2, roughly set the
phase boundary between the checkerboard charge den-
sity wave (cb-CDW), BOSp, and the Bardeen-Cooper-
Schrieffer (BCS) superfluid phase, for the φF = 0 case.
We now discuss the T = 0 phase diagram at half

filling. First, we analyze the weakly interacting limit,
Vd < t, using FRG. In this approach, no assumptions
about possible dominant orders are necessary. Rather,
the method includes all processes near the Fermi surface
of the non-interacting system via the generalized 4-point
vertex function: Uℓ(k1,k2,k3), where k1,2 (k3,4) are in-
coming (outgoing) momenta and k4 = k1+k2−k3. Here,
ℓ is the renormalization group flow parameter that relates
the energy cutoff Λ to the initial cutoff Λ0 (chosen to be
4t) via Λℓ = Λ0e−ℓ. Starting with the bare vertex U0,
progressively tracing out the high energy degrees of free-
dom, a set of coupled integro-differential equations give
the FRG flow for all the vertices.
The renormalized vertex for specific channels of inter-

est, e.g.,

UNEST
ℓ (k1,k2) = Uℓ(k1,k2,k1 +Q),

UBCS
ℓ (k1,k2) = Uℓ(k1,−k1,k2),

}

(2)

are extracted by appropriately constraining the in-
coming and out-going momenta. Here Q = (π,±π) is
the nesting vector at half filling for the square lattice,
and UNEST

ℓ is the same as UCDW
ℓ of Ref. [24]. The chan-

nel matrix with the largest divergent eigenvalue λ cor-
responds to the most dominant instability of the Fermi
liquid. The corresponding eigenvector ψ defined on the
Fermi surface, indicates the symmetry of the incipient
order parameter associated with the instability.

We perform the FRG analysis for a range of values of
Vd, θF, and φF producing a 3D phase diagram, visualized
in Fig. 1(b) as slice cuts along two different planes. To
capture and emphasize the key elements of the phase dia-
gram, first we fix φF = 0, generating a 2D phase diagram
in the θF–Vd plane shown in the left panel of Fig. 1(b).
Next we fix Vd = 0.5t instead, yielding the θF–φF plane
shown in the right panel of Fig. 1(b).

The θF–Vd phase diagram shows the existence of three
phases separated by two critical angles θF = θ1 and θ2,
with no appreciable dependence on Vd. For 0 ≤ θF < θ1,
the nesting channel has the largest (most divergent)
eigenvalue λ. The corresponding eigenvector ψNEST, as
illustrated in top panel of Fig. 2(a), is almost constant
with only small modulation along the Fermi surface. This
implies the onset of CDW order with s-wave symmetry,
identified as a checkerboard modulation of on-site den-
sity, the cb-CDW shown in Fig. 1(e). The physical origin
of this phase can be traced by observing that θ1 ≈ ϑ1c,
thus Vx, Vy , V3 > 0 in this regime, allowing for a low
energy configuration with density concentrated on the
next-to-nearest neighbor sites, consistent with the per-
fect nesting of the Fermi surface. For θ2 ≤ θF ≤ 90◦, the
BCS channel exhibiting a p-wave symmetry is the most
diverging under FRG flow [see Fig. 2(a)]. In real space,
this corresponds to the onset of nearest neighbor pairing,
⟨aiai+x̂⟩ = −⟨aiai−x̂⟩ generated by couplings Vx and V3,
both becoming attractive for θF > θ2 ∼ ϑ2c. The super-
fluid phase here is the lattice analog of the p-wave BCS
phase discussed previously for continuum dipolar Fermi
gases [8, 14, 16].
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FIG. 1: (Color online) Dipolar fermions on square lattice. (a) Schematic of the dipolar fermions confined to a square opti-
cal lattice potential. The induced dipole moment d points along the direction d̂ = cos θFẑ + sin θF cosφFx̂ + sin θF sinφFŷ.
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at φF = 0; right panel– phase diagram in the θF-φF plane at Vd = 0.5t. The phase boundary (solid line) is determined by the
abrupt change in the symmetry of the eigenvector of the dominant instability (see Fig. 2). The smooth crossover from cb-CDW
and BOSd is indicated by a gradual change of the color shading. (c)-(e) Schematic of the bond or density modulation pattern
for the BOSp, BOSd, and cb-CDW phase respectively.

these two critical points, ϑc1 and ϑc2, roughly set the
phase boundary between the checkerboard charge den-
sity wave (cb-CDW), BOSp, and the Bardeen-Cooper-
Schrieffer (BCS) superfluid phase, for the φF = 0 case.
We now discuss the T = 0 phase diagram at half

filling. First, we analyze the weakly interacting limit,
Vd < t, using FRG. In this approach, no assumptions
about possible dominant orders are necessary. Rather,
the method includes all processes near the Fermi surface
of the non-interacting system via the generalized 4-point
vertex function: Uℓ(k1,k2,k3), where k1,2 (k3,4) are in-
coming (outgoing) momenta and k4 = k1+k2−k3. Here,
ℓ is the renormalization group flow parameter that relates
the energy cutoff Λ to the initial cutoff Λ0 (chosen to be
4t) via Λℓ = Λ0e−ℓ. Starting with the bare vertex U0,
progressively tracing out the high energy degrees of free-
dom, a set of coupled integro-differential equations give
the FRG flow for all the vertices.
The renormalized vertex for specific channels of inter-

est, e.g.,

UNEST
ℓ (k1,k2) = Uℓ(k1,k2,k1 +Q),

UBCS
ℓ (k1,k2) = Uℓ(k1,−k1,k2),

}

(2)

are extracted by appropriately constraining the in-
coming and out-going momenta. Here Q = (π,±π) is
the nesting vector at half filling for the square lattice,
and UNEST

ℓ is the same as UCDW
ℓ of Ref. [24]. The chan-

nel matrix with the largest divergent eigenvalue λ cor-
responds to the most dominant instability of the Fermi
liquid. The corresponding eigenvector ψ defined on the
Fermi surface, indicates the symmetry of the incipient
order parameter associated with the instability.

We perform the FRG analysis for a range of values of
Vd, θF, and φF producing a 3D phase diagram, visualized
in Fig. 1(b) as slice cuts along two different planes. To
capture and emphasize the key elements of the phase dia-
gram, first we fix φF = 0, generating a 2D phase diagram
in the θF–Vd plane shown in the left panel of Fig. 1(b).
Next we fix Vd = 0.5t instead, yielding the θF–φF plane
shown in the right panel of Fig. 1(b).

The θF–Vd phase diagram shows the existence of three
phases separated by two critical angles θF = θ1 and θ2,
with no appreciable dependence on Vd. For 0 ≤ θF < θ1,
the nesting channel has the largest (most divergent)
eigenvalue λ. The corresponding eigenvector ψNEST, as
illustrated in top panel of Fig. 2(a), is almost constant
with only small modulation along the Fermi surface. This
implies the onset of CDW order with s-wave symmetry,
identified as a checkerboard modulation of on-site den-
sity, the cb-CDW shown in Fig. 1(e). The physical origin
of this phase can be traced by observing that θ1 ≈ ϑ1c,
thus Vx, Vy , V3 > 0 in this regime, allowing for a low
energy configuration with density concentrated on the
next-to-nearest neighbor sites, consistent with the per-
fect nesting of the Fermi surface. For θ2 ≤ θF ≤ 90◦, the
BCS channel exhibiting a p-wave symmetry is the most
diverging under FRG flow [see Fig. 2(a)]. In real space,
this corresponds to the onset of nearest neighbor pairing,
⟨aiai+x̂⟩ = −⟨aiai−x̂⟩ generated by couplings Vx and V3,
both becoming attractive for θF > θ2 ∼ ϑ2c. The super-
fluid phase here is the lattice analog of the p-wave BCS
phase discussed previously for continuum dipolar Fermi
gases [8, 14, 16].

2

FIG. 1: (Color online) Dipolar fermions on square lattice. (a) Schematic of the dipolar fermions confined to a square opti-
cal lattice potential. The induced dipole moment d points along the direction d̂ = cos θFẑ + sin θF cosφFx̂ + sin θF sinφFŷ.
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these two critical points, ϑc1 and ϑc2, roughly set the
phase boundary between the checkerboard charge den-
sity wave (cb-CDW), BOSp, and the Bardeen-Cooper-
Schrieffer (BCS) superfluid phase, for the φF = 0 case.
We now discuss the T = 0 phase diagram at half

filling. First, we analyze the weakly interacting limit,
Vd < t, using FRG. In this approach, no assumptions
about possible dominant orders are necessary. Rather,
the method includes all processes near the Fermi surface
of the non-interacting system via the generalized 4-point
vertex function: Uℓ(k1,k2,k3), where k1,2 (k3,4) are in-
coming (outgoing) momenta and k4 = k1+k2−k3. Here,
ℓ is the renormalization group flow parameter that relates
the energy cutoff Λ to the initial cutoff Λ0 (chosen to be
4t) via Λℓ = Λ0e−ℓ. Starting with the bare vertex U0,
progressively tracing out the high energy degrees of free-
dom, a set of coupled integro-differential equations give
the FRG flow for all the vertices.
The renormalized vertex for specific channels of inter-

est, e.g.,

UNEST
ℓ (k1,k2) = Uℓ(k1,k2,k1 +Q),

UBCS
ℓ (k1,k2) = Uℓ(k1,−k1,k2),

}

(2)

are extracted by appropriately constraining the in-
coming and out-going momenta. Here Q = (π,±π) is
the nesting vector at half filling for the square lattice,
and UNEST

ℓ is the same as UCDW
ℓ of Ref. [24]. The chan-

nel matrix with the largest divergent eigenvalue λ cor-
responds to the most dominant instability of the Fermi
liquid. The corresponding eigenvector ψ defined on the
Fermi surface, indicates the symmetry of the incipient
order parameter associated with the instability.

We perform the FRG analysis for a range of values of
Vd, θF, and φF producing a 3D phase diagram, visualized
in Fig. 1(b) as slice cuts along two different planes. To
capture and emphasize the key elements of the phase dia-
gram, first we fix φF = 0, generating a 2D phase diagram
in the θF–Vd plane shown in the left panel of Fig. 1(b).
Next we fix Vd = 0.5t instead, yielding the θF–φF plane
shown in the right panel of Fig. 1(b).

The θF–Vd phase diagram shows the existence of three
phases separated by two critical angles θF = θ1 and θ2,
with no appreciable dependence on Vd. For 0 ≤ θF < θ1,
the nesting channel has the largest (most divergent)
eigenvalue λ. The corresponding eigenvector ψNEST, as
illustrated in top panel of Fig. 2(a), is almost constant
with only small modulation along the Fermi surface. This
implies the onset of CDW order with s-wave symmetry,
identified as a checkerboard modulation of on-site den-
sity, the cb-CDW shown in Fig. 1(e). The physical origin
of this phase can be traced by observing that θ1 ≈ ϑ1c,
thus Vx, Vy , V3 > 0 in this regime, allowing for a low
energy configuration with density concentrated on the
next-to-nearest neighbor sites, consistent with the per-
fect nesting of the Fermi surface. For θ2 ≤ θF ≤ 90◦, the
BCS channel exhibiting a p-wave symmetry is the most
diverging under FRG flow [see Fig. 2(a)]. In real space,
this corresponds to the onset of nearest neighbor pairing,
⟨aiai+x̂⟩ = −⟨aiai−x̂⟩ generated by couplings Vx and V3,
both becoming attractive for θF > θ2 ∼ ϑ2c. The super-
fluid phase here is the lattice analog of the p-wave BCS
phase discussed previously for continuum dipolar Fermi
gases [8, 14, 16].

BCS Channel CDW Channel

FRG keeps track of all effective interactions as the high energy modes are 
traced out, including the p-p and p-h channel, as well as their subtle interplay. 
Especially, we are interested in the BCS and the CDW channel. 

The most dominant instability can be inferred from the most diverging 
eigenvalue of U, which is a matrix of k1 and k2. The corresponding eigenvector 
indicates the symmetry of the incipient order.
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FIG. 2: (Color online) FRG results for Vd = 0.5t. The FRG is implemented numerically by discretizing the Fermi surface
into 32 patches distributed at equally spaced angular points. (a) Top, middle and bottom panels represent FRG results for
(θF,φF) = (30◦, 0), (42◦, 0) and (70◦, 0) respectively. Left column: the largest eigenvalue λ of the NEST (dashed line) and BCS
(solid line) channel. Right column: the corresponding eigenvector ψ of the most diverging channel as function of ξ, the angle of
the discrete k points on the Fermi surface defined by tan ξ = ky/kx, plotted with square markers. (b) Top, middle and bottom
panel represent FRG results for (θF, φF) = (62◦, 40◦), (46◦, 40◦) and (38◦, 40◦) plotted using square markers. The fit is shown
in solid line. As θF is increased, ψ smoothly changes from nodeless for θF ! 46◦ to one with nodes for θF " 46◦.

Finally the intermediate regime, θ1 ≤ θF < θ2, is the
most intriguing. The FRG predicts a leading instabil-
ity in the nesting channel, similar to the cb-CDW, but
instead with a p-wave symmetry, ψNEST(k) ∼ χ(k) =
χ0 sin ky, as shown in middle panel of Fig. 2(a). This
result suggests a broken symmetry phase, shown in
Fig. 1(c), with periodic modulation of ⟨a†iai+ŷ − χy⟩ =

−⟨a†iai−ŷ − χy⟩ = δ(−1)ix+iy , where χy is average of

⟨a†iai+ŷ⟩ over all bonds. We observe that the nesting vec-
torQ is consistent with the checkerboard pattern of bond
variable representing nearest-neighbor hopping. We re-
fer to this broken symmetry phase as the p-wave bond
order solid (BOSp). Phases with similar, but manifestly
different bond order patterns were conjectured by Nayak
and referred to as p-density waves [30].
The right panel of Fig. 1(b), θF–φF phase diagram at

fixed interaction strength, Vd = 0.5t, shows the three
phases above for small values of φF. However, as φF

is increased towards 45◦, the BOSp region shrinks and
eventually disappears beyond φF ∼ 35◦. Such change
is due to the new features in the dipolar interactions
for φF close to 45◦, where Vx ∼ Vy , but the next-to-
nearest neighbor interaction along x̂ + ŷ and x̂ − ŷ de-
velop opposite sign. We find that for such large values
of φF ∼ 45◦, the eigenvector can be fit very well by
ψNEST(k) = α + β[cos kx cos ky + sinkx sin ky], as seen
in the right panel of Fig. 2(b). As θF is increased, the
constant term α, which describes the density modula-
tion of cb-CDW order, is gradually reduced, while the
magnitude of β increases. In the green shaded region
in Fig. 1(b), α/β drops gradually from 1 to 0 as θF is
increased toward the phase boundary to BCS. We re-

fer to this region where the cos kx cos ky and sinkx sin ky
components of ψNEST dominant as the d-wave bond or-
der solid (BOSd). In this phase, the density and the
nearest hopping ⟨a†iai+x̂/ŷ⟩ are homogeneous. But the
dipolar interaction induces an effective diagonal hopping,
⟨a†iai−x̂+ŷ⟩, a bond variable with amplitude proportional
to β and spatial pattern shown schematically in Fig. 1(d).
BOSd found here differs from the dxy-density wave con-
jectured in Ref. [30].

To firmly pin down the nature of the phases, we com-
plement the FRG analysis with SCMF theory (see Ref.
[26]) on a square lattice of finite size L × L with period
boundary condition by defining the normal and pair den-
sity matrices ρij = ⟨a†jai⟩ and mij = ⟨aiaj⟩ respectively.
The corresponding mean fields are then given by χji =
−
∑

kl⟨jk|Vdd|li⟩ρlk and ∆ij = − 1
2

∑

kl⟨ij|Vdd|kl⟩mlk.
The dipole interaction is retained up to a distance of
10aL. We search for the ground state iteratively by start-
ing with an initial guess for ρ and m, until desired con-
vergence is reached. The phase boundaries are obtained
by comparing the thermodynamic potential for various
converged solutions (see Supplementary Material). The
chemical potential is tuned to maintain half filling. And
the lattice size L > 20aL is varied to check the results do
not depend on the choice of L.

The SCMF phase diagram for φF = 0, shown in Fig. 3,
confirms the existence and interpretation of the three
phases found in the FRG analysis. The phase boundaries
are in qualitative agreement with those from FRG. SCMF
for non-zero φF also identifies the BOSd as a phase with
the bond modulation pattern illustrated in Fig. 1(d). We
caution that the SCMF phase diagram is only suggestive.

Eigenvalue                               Eigenvector

CDW  
Channel

BCS  
Channel

θF = 30◦

θF = 70◦
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Figure 3: Self-consistent mean field theory and exact diagonalization complement the FRG to
identify each phase, go beyond weak coupling, and study effects of finite temperature and trap potential.
a) Mean field phase diagram obtained for a 32 × 32 lattice with periodic boundary condition with φF = 0,
Vd = 0.5t. It is in good agreement with FRG. Shown on the left are representatives of the on-site density
ρii = ⟨a†

iai⟩, the nearest neighbor hopping ρij = ⟨a†
jai⟩ (with j = i + x̂ or j = i + ŷ), or the pairing gap

∆ij = − 1
2

∑
kl Vjikl⟨alak⟩. b) Schematic of the BOSp phase confirmed in mean field theory. c) Comparison

of the BOSp order parameter obtained from mean field theory and from exact diagonalization (ED).

is reached. The phase boundary is determined by comparing the free energy of different converged
solutions, F = Tr [(−t − µ1 + χ)ρ − ∆m∗]− 1

4

∑
ijkl Vijkl(2ρkiρlj−m∗

jimlk). µ is tuned to maintain
half-filling, and the lattice size L is varied to ensure that the results are not sensitive to L.

Exact diagonalization is carried out for the 2×8 and 4×4 lattice with periodic boundary condition
(the dimension of the Hilbert space is 12, 870). The ground state is obtained by the Lanczos algo-
rithm, and the kinetic correlation function C(i, j) = ⟨Ki,i+yKj,j+y⟩−⟨Ki,i+y⟩⟨Kj,j+y⟩ is computed,
where Ki,j ≡ (a†iaj + h.c.), see Fig. 3b. Long-range bond order is signaled by C(i, j) approaching
constant 4δ2, where δ is the bond modulation along y, for large |i− j|. Fig. 3c compares the results
from exact diagonalization and mean field theory. Mean field theory overestimates the magnitude
of δ for intermediate and large values of Vd/t. Exact diagonalization indicates that the bond order
is suppressed for Vd ≫ t. Thus, the best place to observe the bond order is around Vd/t ∼ 2.5 in
the case of φF = 0. We plan to investigate systems of larger size and carry out systematic finite
size scaling analysis.

2.5 Qualification of PI

PI has a broad grasp of cold atoms and condensed matter theory. He worked on nonequilib-
rium superconductivity (as a PhD student) and strongly correlated systems (in his first postdoc).
His research in the past 5 years has focused on the many-body physics of cold atoms, e.g., one-
dimensional and quasi-one-dimensional Fermi gases with spin imbalance [56, 57, 58], strongly in-
teracting fermions on higher orbital bands [59, 60, 61], and dipolar Fermi gases [32, 33, 35]. His
consistent publication record testifies his ability to lead independent research, to forge and manage
collaborations, and to formulate and solve technically challenging problems.

In concluding the first part of the proposal, we have argued that dipolar Fermi gas is a new
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Such p-wave instability in the CDW channel corresponds to a spatial 
modulation of “bonds”, more precisely, the average of hopping

⟨a†
iai+y⟩

How can such bond order save energy? 

A mean field perspective:
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FIG. 3: (Color online) SCMF phase diagram. Shown on the
left are representatives of the on-site density ρii, the nearest
neighbor hopping ρij (with j = i + x̂ or j = i + ŷ), or the
pairing gap ∆ij corresponding to the four phases at Vd = 0.5t.
Lattice size is 32× 32.

For example, SCMF predicts an additional striped den-
sity wave phase, the st-CDW, which is not expected to
survive at Vd ≪ t. This illustrates that SCMF is insuf-
ficient to describe competing orders as opposed to FRG.
The possibility of st-CDW and collapse instability be-
yond the weak coupling regime is further discussed in
the supplementary material.
We now provide some intuitive understanding of the

bond order phases by considering a simplified mean field
version of Eq. (1), keeping only the nearest neighbor in-
teractions Vx and Vy . The mean field decoupling of the

interaction term gives −ninj ∼ a†iaja
†
jai → ρija

†
jai +

h.c.− |ρij |2. The modulation of the bond variable, ρij =

⟨a†iaj⟩, in the BOSp phase at φF = 0 has the form show
in Fig. 1(c), ρi,i±x̂ = χx, ρi,i±ŷ = χy ± δ. The mean field

Hamiltonian can be written as HR = −2
∑

k
χkb

†
k
ak +

h.c., up to a constant term. Here ak and bk are fermion
annihilation operators defined separately on two sub-
lattices related by the lattice translation vector aLx̂, and
χk = (t + Vxχx) cos kx + (t + Vyχy) cos ky − iVyδ sin ky.
The ground state energy per unit cell is then given by
EGS = −2(χx+χy)(t+Vx+Vy)− 2Vyδ2, clearly indicat-
ing that finite bond modulation δ is energetically favored
for positive Vy. The φF = 90◦ situation is identical, only
with x and y axis interchanged, and hence a 90◦ rotated
bond pattern. Thus, the BOSd phase, with checkerboard
pattern of next-to-nearest bonds near φF = 45◦, natu-
rally connects the two BOSp phases on either side.
The bond modulation δ, the energy gap, and the tran-

sition temperature Tc of the BOSp phase increase with Vd

for weak coupling. Exact diagonalization of Eq. (1) on a
2×8 and 4×4 cluster with periodic boundary conditions
shows that the optimal place to observe the BOSp is at

intermediate interaction and tilt angle, e.g. Vd ∼ 2.5t
and (θF,φF) = (45◦, 0◦), where the energy gap, and thus
Tc, is maximal. Mean field theory estimates an optimal
Tc ∼ 0.23t, or about 0.05EF for half filling, which is not
too far from the temperature achieved in Dy experiment,
T ∼ 0.25EF [5]. The BOSd on the other hand is most sta-
ble in the vicinity of φF = 45◦ for θF ∼ 60◦. The charac-
teristic density modulation of the cb-CDW and st-CDW
phase uniquely distinguishes them from the other phases
and may be detected via in-situ density imaging. The
BCS phase can be detected via pair correlation measure-
ments using noise spectroscopy [31]. Finally the BOSd
phase may be distinguished from BOSp by probing the
d-wave symmetry via the pump-probe scheme discussed
in Ref. [32]. Finally, in the presence of a trap potential,
the insulating plateau at half filling will be surrounded
by metallic regions. The approaches outlined here can
be employed to study dipolar Fermi gas away from half-
filling.
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FIG. 3: (Color online) SCMF phase diagram. Shown on the
left are representatives of the on-site density ρii, the nearest
neighbor hopping ρij (with j = i + x̂ or j = i + ŷ), or the
pairing gap ∆ij corresponding to the four phases at Vd = 0.5t.
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For example, SCMF predicts an additional striped den-
sity wave phase, the st-CDW, which is not expected to
survive at Vd ≪ t. This illustrates that SCMF is insuf-
ficient to describe competing orders as opposed to FRG.
The possibility of st-CDW and collapse instability be-
yond the weak coupling regime is further discussed in
the supplementary material.
We now provide some intuitive understanding of the

bond order phases by considering a simplified mean field
version of Eq. (1), keeping only the nearest neighbor in-
teractions Vx and Vy . The mean field decoupling of the

interaction term gives −ninj ∼ a†iaja
†
jai → ρija

†
jai +

h.c.− |ρij |2. The modulation of the bond variable, ρij =

⟨a†iaj⟩, in the BOSp phase at φF = 0 has the form show
in Fig. 1(c), ρi,i±x̂ = χx, ρi,i±ŷ = χy ± δ. The mean field

Hamiltonian can be written as HR = −2
∑

k
χkb

†
k
ak +

h.c., up to a constant term. Here ak and bk are fermion
annihilation operators defined separately on two sub-
lattices related by the lattice translation vector aLx̂, and
χk = (t + Vxχx) cos kx + (t + Vyχy) cos ky − iVyδ sin ky.
The ground state energy per unit cell is then given by
EGS = −2(χx+χy)(t+Vx+Vy)− 2Vyδ2, clearly indicat-
ing that finite bond modulation δ is energetically favored
for positive Vy. The φF = 90◦ situation is identical, only
with x and y axis interchanged, and hence a 90◦ rotated
bond pattern. Thus, the BOSd phase, with checkerboard
pattern of next-to-nearest bonds near φF = 45◦, natu-
rally connects the two BOSp phases on either side.
The bond modulation δ, the energy gap, and the tran-

sition temperature Tc of the BOSp phase increase with Vd

for weak coupling. Exact diagonalization of Eq. (1) on a
2×8 and 4×4 cluster with periodic boundary conditions
shows that the optimal place to observe the BOSp is at

intermediate interaction and tilt angle, e.g. Vd ∼ 2.5t
and (θF,φF) = (45◦, 0◦), where the energy gap, and thus
Tc, is maximal. Mean field theory estimates an optimal
Tc ∼ 0.23t, or about 0.05EF for half filling, which is not
too far from the temperature achieved in Dy experiment,
T ∼ 0.25EF [5]. The BOSd on the other hand is most sta-
ble in the vicinity of φF = 45◦ for θF ∼ 60◦. The charac-
teristic density modulation of the cb-CDW and st-CDW
phase uniquely distinguishes them from the other phases
and may be detected via in-situ density imaging. The
BCS phase can be detected via pair correlation measure-
ments using noise spectroscopy [31]. Finally the BOSd
phase may be distinguished from BOSp by probing the
d-wave symmetry via the pump-probe scheme discussed
in Ref. [32]. Finally, in the presence of a trap potential,
the insulating plateau at half filling will be surrounded
by metallic regions. The approaches outlined here can
be employed to study dipolar Fermi gas away from half-
filling.
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For example, SCMF predicts an additional striped den-
sity wave phase, the st-CDW, which is not expected to
survive at Vd ≪ t. This illustrates that SCMF is insuf-
ficient to describe competing orders as opposed to FRG.
The possibility of st-CDW and collapse instability be-
yond the weak coupling regime is further discussed in
the supplementary material.
We now provide some intuitive understanding of the

bond order phases by considering a simplified mean field
version of Eq. (1), keeping only the nearest neighbor in-
teractions Vx and Vy . The mean field decoupling of the

interaction term gives −ninj ∼ a†iaja
†
jai → ρija

†
jai +

h.c.− |ρij |2. The modulation of the bond variable, ρij =

⟨a†iaj⟩, in the BOSp phase at φF = 0 has the form show
in Fig. 1(c), ρi,i±x̂ = χx, ρi,i±ŷ = χy ± δ. The mean field

Hamiltonian can be written as HR = −2
∑

k
χkb

†
k
ak +

h.c., up to a constant term. Here ak and bk are fermion
annihilation operators defined separately on two sub-
lattices related by the lattice translation vector aLx̂, and
χk = (t + Vxχx) cos kx + (t + Vyχy) cos ky − iVyδ sin ky.
The ground state energy per unit cell is then given by
EGS = −2(χx+χy)(t+Vx+Vy)− 2Vyδ2, clearly indicat-
ing that finite bond modulation δ is energetically favored
for positive Vy. The φF = 90◦ situation is identical, only
with x and y axis interchanged, and hence a 90◦ rotated
bond pattern. Thus, the BOSd phase, with checkerboard
pattern of next-to-nearest bonds near φF = 45◦, natu-
rally connects the two BOSp phases on either side.
The bond modulation δ, the energy gap, and the tran-

sition temperature Tc of the BOSp phase increase with Vd

for weak coupling. Exact diagonalization of Eq. (1) on a
2×8 and 4×4 cluster with periodic boundary conditions
shows that the optimal place to observe the BOSp is at

intermediate interaction and tilt angle, e.g. Vd ∼ 2.5t
and (θF,φF) = (45◦, 0◦), where the energy gap, and thus
Tc, is maximal. Mean field theory estimates an optimal
Tc ∼ 0.23t, or about 0.05EF for half filling, which is not
too far from the temperature achieved in Dy experiment,
T ∼ 0.25EF [5]. The BOSd on the other hand is most sta-
ble in the vicinity of φF = 45◦ for θF ∼ 60◦. The charac-
teristic density modulation of the cb-CDW and st-CDW
phase uniquely distinguishes them from the other phases
and may be detected via in-situ density imaging. The
BCS phase can be detected via pair correlation measure-
ments using noise spectroscopy [31]. Finally the BOSd
phase may be distinguished from BOSp by probing the
d-wave symmetry via the pump-probe scheme discussed
in Ref. [32]. Finally, in the presence of a trap potential,
the insulating plateau at half filling will be surrounded
by metallic regions. The approaches outlined here can
be employed to study dipolar Fermi gas away from half-
filling.
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Phase diagram (T=0, half-filling, ϕF=0) 2

FIG. 1: (Color online) Dipolar fermions on square lattice. (a) Schematic of the dipolar fermions confined to a square opti-
cal lattice potential. The induced dipole moment d points along the direction d̂ = cos θFẑ + sin θF cosφFx̂ + sin θF sinφFŷ.
(b)Phase diagram obtained via FRG indicating four phases: p-wave bond order solid (BOSp), d-wave bond order solid (BOSd),
checkerboard charge density wave (cb-CDW), and p-wave BCS superfluid (BCS); left panel– phase diagram in the θF-Vd plane
at φF = 0; right panel– phase diagram in the θF-φF plane at Vd = 0.5t. The phase boundary (solid line) is determined by the
abrupt change in the symmetry of the eigenvector of the dominant instability (see Fig. 2). The smooth crossover from cb-CDW
and BOSd is indicated by a gradual change of the color shading. (c)-(e) Schematic of the bond or density modulation pattern
for the BOSp, BOSd, and cb-CDW phase respectively.

these two critical points, ϑc1 and ϑc2, roughly set the
phase boundary between the checkerboard charge den-
sity wave (cb-CDW), BOSp, and the Bardeen-Cooper-
Schrieffer (BCS) superfluid phase, for the φF = 0 case.
We now discuss the T = 0 phase diagram at half

filling. First, we analyze the weakly interacting limit,
Vd < t, using FRG. In this approach, no assumptions
about possible dominant orders are necessary. Rather,
the method includes all processes near the Fermi surface
of the non-interacting system via the generalized 4-point
vertex function: Uℓ(k1,k2,k3), where k1,2 (k3,4) are in-
coming (outgoing) momenta and k4 = k1+k2−k3. Here,
ℓ is the renormalization group flow parameter that relates
the energy cutoff Λ to the initial cutoff Λ0 (chosen to be
4t) via Λℓ = Λ0e−ℓ. Starting with the bare vertex U0,
progressively tracing out the high energy degrees of free-
dom, a set of coupled integro-differential equations give
the FRG flow for all the vertices.
The renormalized vertex for specific channels of inter-

est, e.g.,

UNEST
ℓ (k1,k2) = Uℓ(k1,k2,k1 +Q),

UBCS
ℓ (k1,k2) = Uℓ(k1,−k1,k2),

}

(2)

are extracted by appropriately constraining the in-
coming and out-going momenta. Here Q = (π,±π) is
the nesting vector at half filling for the square lattice,
and UNEST

ℓ is the same as UCDW
ℓ of Ref. [24]. The chan-

nel matrix with the largest divergent eigenvalue λ cor-
responds to the most dominant instability of the Fermi
liquid. The corresponding eigenvector ψ defined on the
Fermi surface, indicates the symmetry of the incipient
order parameter associated with the instability.

We perform the FRG analysis for a range of values of
Vd, θF, and φF producing a 3D phase diagram, visualized
in Fig. 1(b) as slice cuts along two different planes. To
capture and emphasize the key elements of the phase dia-
gram, first we fix φF = 0, generating a 2D phase diagram
in the θF–Vd plane shown in the left panel of Fig. 1(b).
Next we fix Vd = 0.5t instead, yielding the θF–φF plane
shown in the right panel of Fig. 1(b).

The θF–Vd phase diagram shows the existence of three
phases separated by two critical angles θF = θ1 and θ2,
with no appreciable dependence on Vd. For 0 ≤ θF < θ1,
the nesting channel has the largest (most divergent)
eigenvalue λ. The corresponding eigenvector ψNEST, as
illustrated in top panel of Fig. 2(a), is almost constant
with only small modulation along the Fermi surface. This
implies the onset of CDW order with s-wave symmetry,
identified as a checkerboard modulation of on-site den-
sity, the cb-CDW shown in Fig. 1(e). The physical origin
of this phase can be traced by observing that θ1 ≈ ϑ1c,
thus Vx, Vy , V3 > 0 in this regime, allowing for a low
energy configuration with density concentrated on the
next-to-nearest neighbor sites, consistent with the per-
fect nesting of the Fermi surface. For θ2 ≤ θF ≤ 90◦, the
BCS channel exhibiting a p-wave symmetry is the most
diverging under FRG flow [see Fig. 2(a)]. In real space,
this corresponds to the onset of nearest neighbor pairing,
⟨aiai+x̂⟩ = −⟨aiai−x̂⟩ generated by couplings Vx and V3,
both becoming attractive for θF > θ2 ∼ ϑ2c. The super-
fluid phase here is the lattice analog of the p-wave BCS
phase discussed previously for continuum dipolar Fermi
gases [8, 14, 16].
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FIG. 3: (Color online) SCMF phase diagram. Shown on the
left are representatives of the on-site density ρii, the nearest
neighbor hopping ρij (with j = i + x̂ or j = i + ŷ), or the
pairing gap ∆ij corresponding to the four phases at Vd = 0.5t.
Lattice size is 32× 32.

For example, SCMF predicts an additional striped den-
sity wave phase, the st-CDW, which is not expected to
survive at Vd ≪ t. This illustrates that SCMF is insuf-
ficient to describe competing orders as opposed to FRG.
The possibility of st-CDW and collapse instability be-
yond the weak coupling regime is further discussed in
the supplementary material.
We now provide some intuitive understanding of the

bond order phases by considering a simplified mean field
version of Eq. (1), keeping only the nearest neighbor in-
teractions Vx and Vy . The mean field decoupling of the

interaction term gives −ninj ∼ a†iaja
†
jai → ρija

†
jai +

h.c.− |ρij |2. The modulation of the bond variable, ρij =

⟨a†iaj⟩, in the BOSp phase at φF = 0 has the form show
in Fig. 1(c), ρi,i±x̂ = χx, ρi,i±ŷ = χy ± δ. The mean field

Hamiltonian can be written as HR = −2
∑

k
χkb

†
k
ak +

h.c., up to a constant term. Here ak and bk are fermion
annihilation operators defined separately on two sub-
lattices related by the lattice translation vector aLx̂, and
χk = (t + Vxχx) cos kx + (t + Vyχy) cos ky − iVyδ sin ky.
The ground state energy per unit cell is then given by
EGS = −2(χx+χy)(t+Vx+Vy)− 2Vyδ2, clearly indicat-
ing that finite bond modulation δ is energetically favored
for positive Vy. The φF = 90◦ situation is identical, only
with x and y axis interchanged, and hence a 90◦ rotated
bond pattern. Thus, the BOSd phase, with checkerboard
pattern of next-to-nearest bonds near φF = 45◦, natu-
rally connects the two BOSp phases on either side.
The bond modulation δ, the energy gap, and the tran-

sition temperature Tc of the BOSp phase increase with Vd

for weak coupling. Exact diagonalization of Eq. (1) on a
2×8 and 4×4 cluster with periodic boundary conditions
shows that the optimal place to observe the BOSp is at

intermediate interaction and tilt angle, e.g. Vd ∼ 2.5t
and (θF,φF) = (45◦, 0◦), where the energy gap, and thus
Tc, is maximal. Mean field theory estimates an optimal
Tc ∼ 0.23t, or about 0.05EF for half filling, which is not
too far from the temperature achieved in Dy experiment,
T ∼ 0.25EF [5]. The BOSd on the other hand is most sta-
ble in the vicinity of φF = 45◦ for θF ∼ 60◦. The charac-
teristic density modulation of the cb-CDW and st-CDW
phase uniquely distinguishes them from the other phases
and may be detected via in-situ density imaging. The
BCS phase can be detected via pair correlation measure-
ments using noise spectroscopy [31]. Finally the BOSd
phase may be distinguished from BOSp by probing the
d-wave symmetry via the pump-probe scheme discussed
in Ref. [32]. Finally, in the presence of a trap potential,
the insulating plateau at half filling will be surrounded
by metallic regions. The approaches outlined here can
be employed to study dipolar Fermi gas away from half-
filling.
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For example, SCMF predicts an additional striped den-
sity wave phase, the st-CDW, which is not expected to
survive at Vd ≪ t. This illustrates that SCMF is insuf-
ficient to describe competing orders as opposed to FRG.
The possibility of st-CDW and collapse instability be-
yond the weak coupling regime is further discussed in
the supplementary material.
We now provide some intuitive understanding of the

bond order phases by considering a simplified mean field
version of Eq. (1), keeping only the nearest neighbor in-
teractions Vx and Vy . The mean field decoupling of the

interaction term gives −ninj ∼ a†iaja
†
jai → ρija

†
jai +

h.c.− |ρij |2. The modulation of the bond variable, ρij =

⟨a†iaj⟩, in the BOSp phase at φF = 0 has the form show
in Fig. 1(c), ρi,i±x̂ = χx, ρi,i±ŷ = χy ± δ. The mean field

Hamiltonian can be written as HR = −2
∑

k
χkb

†
k
ak +

h.c., up to a constant term. Here ak and bk are fermion
annihilation operators defined separately on two sub-
lattices related by the lattice translation vector aLx̂, and
χk = (t + Vxχx) cos kx + (t + Vyχy) cos ky − iVyδ sin ky.
The ground state energy per unit cell is then given by
EGS = −2(χx+χy)(t+Vx+Vy)− 2Vyδ2, clearly indicat-
ing that finite bond modulation δ is energetically favored
for positive Vy. The φF = 90◦ situation is identical, only
with x and y axis interchanged, and hence a 90◦ rotated
bond pattern. Thus, the BOSd phase, with checkerboard
pattern of next-to-nearest bonds near φF = 45◦, natu-
rally connects the two BOSp phases on either side.
The bond modulation δ, the energy gap, and the tran-

sition temperature Tc of the BOSp phase increase with Vd

for weak coupling. Exact diagonalization of Eq. (1) on a
2×8 and 4×4 cluster with periodic boundary conditions
shows that the optimal place to observe the BOSp is at

intermediate interaction and tilt angle, e.g. Vd ∼ 2.5t
and (θF,φF) = (45◦, 0◦), where the energy gap, and thus
Tc, is maximal. Mean field theory estimates an optimal
Tc ∼ 0.23t, or about 0.05EF for half filling, which is not
too far from the temperature achieved in Dy experiment,
T ∼ 0.25EF [5]. The BOSd on the other hand is most sta-
ble in the vicinity of φF = 45◦ for θF ∼ 60◦. The charac-
teristic density modulation of the cb-CDW and st-CDW
phase uniquely distinguishes them from the other phases
and may be detected via in-situ density imaging. The
BCS phase can be detected via pair correlation measure-
ments using noise spectroscopy [31]. Finally the BOSd
phase may be distinguished from BOSp by probing the
d-wave symmetry via the pump-probe scheme discussed
in Ref. [32]. Finally, in the presence of a trap potential,
the insulating plateau at half filling will be surrounded
by metallic regions. The approaches outlined here can
be employed to study dipolar Fermi gas away from half-
filling.
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Phase diagram for general dipole tilting
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FIG. 1: (Color online) Dipolar fermions on square lattice. (a) Schematic of the dipolar fermions confined to a square opti-
cal lattice potential. The induced dipole moment d points along the direction d̂ = cos θFẑ + sin θF cosφFx̂ + sin θF sinφFŷ.
(b)Phase diagram obtained via FRG indicating four phases: p-wave bond order solid (BOSp), d-wave bond order solid (BOSd),
checkerboard charge density wave (cb-CDW), and p-wave BCS superfluid (BCS); left panel– phase diagram in the θF-Vd plane
at φF = 0; right panel– phase diagram in the θF-φF plane at Vd = 0.5t. The phase boundary (solid line) is determined by the
abrupt change in the symmetry of the eigenvector of the dominant instability (see Fig. 2). The smooth crossover from cb-CDW
and BOSd is indicated by a gradual change of the color shading. (c)-(e) Schematic of the bond or density modulation pattern
for the BOSp, BOSd, and cb-CDW phase respectively.

these two critical points, ϑc1 and ϑc2, roughly set the
phase boundary between the checkerboard charge den-
sity wave (cb-CDW), BOSp, and the Bardeen-Cooper-
Schrieffer (BCS) superfluid phase, for the φF = 0 case.
We now discuss the T = 0 phase diagram at half

filling. First, we analyze the weakly interacting limit,
Vd < t, using FRG. In this approach, no assumptions
about possible dominant orders are necessary. Rather,
the method includes all processes near the Fermi surface
of the non-interacting system via the generalized 4-point
vertex function: Uℓ(k1,k2,k3), where k1,2 (k3,4) are in-
coming (outgoing) momenta and k4 = k1+k2−k3. Here,
ℓ is the renormalization group flow parameter that relates
the energy cutoff Λ to the initial cutoff Λ0 (chosen to be
4t) via Λℓ = Λ0e−ℓ. Starting with the bare vertex U0,
progressively tracing out the high energy degrees of free-
dom, a set of coupled integro-differential equations give
the FRG flow for all the vertices.
The renormalized vertex for specific channels of inter-

est, e.g.,

UNEST
ℓ (k1,k2) = Uℓ(k1,k2,k1 +Q),

UBCS
ℓ (k1,k2) = Uℓ(k1,−k1,k2),

}

(2)

are extracted by appropriately constraining the in-
coming and out-going momenta. Here Q = (π,±π) is
the nesting vector at half filling for the square lattice,
and UNEST

ℓ is the same as UCDW
ℓ of Ref. [24]. The chan-

nel matrix with the largest divergent eigenvalue λ cor-
responds to the most dominant instability of the Fermi
liquid. The corresponding eigenvector ψ defined on the
Fermi surface, indicates the symmetry of the incipient
order parameter associated with the instability.

We perform the FRG analysis for a range of values of
Vd, θF, and φF producing a 3D phase diagram, visualized
in Fig. 1(b) as slice cuts along two different planes. To
capture and emphasize the key elements of the phase dia-
gram, first we fix φF = 0, generating a 2D phase diagram
in the θF–Vd plane shown in the left panel of Fig. 1(b).
Next we fix Vd = 0.5t instead, yielding the θF–φF plane
shown in the right panel of Fig. 1(b).

The θF–Vd phase diagram shows the existence of three
phases separated by two critical angles θF = θ1 and θ2,
with no appreciable dependence on Vd. For 0 ≤ θF < θ1,
the nesting channel has the largest (most divergent)
eigenvalue λ. The corresponding eigenvector ψNEST, as
illustrated in top panel of Fig. 2(a), is almost constant
with only small modulation along the Fermi surface. This
implies the onset of CDW order with s-wave symmetry,
identified as a checkerboard modulation of on-site den-
sity, the cb-CDW shown in Fig. 1(e). The physical origin
of this phase can be traced by observing that θ1 ≈ ϑ1c,
thus Vx, Vy , V3 > 0 in this regime, allowing for a low
energy configuration with density concentrated on the
next-to-nearest neighbor sites, consistent with the per-
fect nesting of the Fermi surface. For θ2 ≤ θF ≤ 90◦, the
BCS channel exhibiting a p-wave symmetry is the most
diverging under FRG flow [see Fig. 2(a)]. In real space,
this corresponds to the onset of nearest neighbor pairing,
⟨aiai+x̂⟩ = −⟨aiai−x̂⟩ generated by couplings Vx and V3,
both becoming attractive for θF > θ2 ∼ ϑ2c. The super-
fluid phase here is the lattice analog of the p-wave BCS
phase discussed previously for continuum dipolar Fermi
gases [8, 14, 16].
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these two critical points, ϑc1 and ϑc2, roughly set the
phase boundary between the checkerboard charge den-
sity wave (cb-CDW), BOSp, and the Bardeen-Cooper-
Schrieffer (BCS) superfluid phase, for the φF = 0 case.
We now discuss the T = 0 phase diagram at half

filling. First, we analyze the weakly interacting limit,
Vd < t, using FRG. In this approach, no assumptions
about possible dominant orders are necessary. Rather,
the method includes all processes near the Fermi surface
of the non-interacting system via the generalized 4-point
vertex function: Uℓ(k1,k2,k3), where k1,2 (k3,4) are in-
coming (outgoing) momenta and k4 = k1+k2−k3. Here,
ℓ is the renormalization group flow parameter that relates
the energy cutoff Λ to the initial cutoff Λ0 (chosen to be
4t) via Λℓ = Λ0e−ℓ. Starting with the bare vertex U0,
progressively tracing out the high energy degrees of free-
dom, a set of coupled integro-differential equations give
the FRG flow for all the vertices.
The renormalized vertex for specific channels of inter-
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are extracted by appropriately constraining the in-
coming and out-going momenta. Here Q = (π,±π) is
the nesting vector at half filling for the square lattice,
and UNEST

ℓ is the same as UCDW
ℓ of Ref. [24]. The chan-

nel matrix with the largest divergent eigenvalue λ cor-
responds to the most dominant instability of the Fermi
liquid. The corresponding eigenvector ψ defined on the
Fermi surface, indicates the symmetry of the incipient
order parameter associated with the instability.

We perform the FRG analysis for a range of values of
Vd, θF, and φF producing a 3D phase diagram, visualized
in Fig. 1(b) as slice cuts along two different planes. To
capture and emphasize the key elements of the phase dia-
gram, first we fix φF = 0, generating a 2D phase diagram
in the θF–Vd plane shown in the left panel of Fig. 1(b).
Next we fix Vd = 0.5t instead, yielding the θF–φF plane
shown in the right panel of Fig. 1(b).

The θF–Vd phase diagram shows the existence of three
phases separated by two critical angles θF = θ1 and θ2,
with no appreciable dependence on Vd. For 0 ≤ θF < θ1,
the nesting channel has the largest (most divergent)
eigenvalue λ. The corresponding eigenvector ψNEST, as
illustrated in top panel of Fig. 2(a), is almost constant
with only small modulation along the Fermi surface. This
implies the onset of CDW order with s-wave symmetry,
identified as a checkerboard modulation of on-site den-
sity, the cb-CDW shown in Fig. 1(e). The physical origin
of this phase can be traced by observing that θ1 ≈ ϑ1c,
thus Vx, Vy , V3 > 0 in this regime, allowing for a low
energy configuration with density concentrated on the
next-to-nearest neighbor sites, consistent with the per-
fect nesting of the Fermi surface. For θ2 ≤ θF ≤ 90◦, the
BCS channel exhibiting a p-wave symmetry is the most
diverging under FRG flow [see Fig. 2(a)]. In real space,
this corresponds to the onset of nearest neighbor pairing,
⟨aiai+x̂⟩ = −⟨aiai−x̂⟩ generated by couplings Vx and V3,
both becoming attractive for θF > θ2 ∼ ϑ2c. The super-
fluid phase here is the lattice analog of the p-wave BCS
phase discussed previously for continuum dipolar Fermi
gases [8, 14, 16].
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Classification of density waves

Density-wave states of nonzero angular momentum, 
Chetan Nayak, Phys. Rev. B 62, 4880 (2000)

Superconductors (condensate of Cooper pairs):

{⟨fα(k)fβ(−k)⟩ =
∆(k) · (σiσy)αβ

∆(k) · (iσy)αβ

s-wave superconductor, l=0 
p-wave superconductors, l=1 
d-wave superconductors, l=2 
......

Density waves (condensate of particle-hole pairs):

spin singlet, l=0,2,..

spin triplet, l=1,3,..

⟨f†
α(k + Q)fβ(−k)⟩ = Φ(k)δαβ {

s-wave CDW (checkerboard) 
p-wave CDW 
d-wave CDW (DDW) ...

⟨f†
α(k + Q)fβ(−k)⟩ = Φ(k) · σαβ { s-wave SDW (~Neel order)  

p-wave SDW...

They show up in dipolar  
Fermi gas!

|

|



Observation of d-form factor density waves (in BSCCO and Na-CCOC) 
Experiments: Kohsaka et al, Science 315, 1380 (2007). Fujita et al, PNAS 111, E3026 (2014). 
Theory: Metlitski & Sachdev, PRB 82, 075128 (2010); PRL 111, 027202 (2013); etc.

Observation of d-wave density waves?

STM
of DW order

in non-La
materials

Strange
metal

Y. Kohsaka et al., Science 315, 1380 (2007)

Q = (π/2, 0)
x

y

d-form factor density wave order

M. A. Metlitski and S. Sachdev, Phys. Rev. B 82, 075128 (2010).
S. Sachdev and R. LaPlaca, Phys. Rev. Lett. 111, 027202 (2013).

x

y

Plot of Pij =
〈
c†iαcjα

〉
for i = j, and i, j nearest neighbors.

Pij =

[∫

k
P(k)eik·(ri−rj)

]
eiQ·(ri+rj)/2 + c.c.

P(k) = eiφ [cos(kx)− cos(ky)] and Q = 2π(1/4, 0)

Unconventional DW order: d-form factor

M. A. Met litski and S. Sachdev, Phys. Rev. B 82, 075128 (2010).
S. Sachdev and R. LaPlaca, Phys. Rev. Let t . 111, 027202 (2013).

Q = (π/ 2,0)

Our prediction:
Density wave on

horizontal
bonds has a

phase-shift of π
relative to the
wave on vertical

bonds



Beyond weak coupling

Exact diagonalization (ED) yields the hopping correlation function 

It approaches 4δ2 in the limit of large |i-j|.
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Figure 3: Self-consistent mean field theory and exact diagonalization complement the FRG to
identify each phase, go beyond weak coupling, and study effects of finite temperature and trap potential.
a) Mean field phase diagram obtained for a 32 × 32 lattice with periodic boundary condition with φF = 0,
Vd = 0.5t. It is in good agreement with FRG. Shown on the left are representatives of the on-site density
ρii = ⟨a†

iai⟩, the nearest neighbor hopping ρij = ⟨a†
jai⟩ (with j = i + x̂ or j = i + ŷ), or the pairing gap

∆ij = − 1
2

∑
kl Vjikl⟨alak⟩. b) Schematic of the BOSp phase confirmed in mean field theory. c) Comparison

of the BOSp order parameter obtained from mean field theory and from exact diagonalization (ED).

is reached. The phase boundary is determined by comparing the free energy of different converged
solutions, F = Tr [(−t − µ1 + χ)ρ − ∆m∗]− 1

4

∑
ijkl Vijkl(2ρkiρlj−m∗

jimlk). µ is tuned to maintain
half-filling, and the lattice size L is varied to ensure that the results are not sensitive to L.

Exact diagonalization is carried out for the 2×8 and 4×4 lattice with periodic boundary condition
(the dimension of the Hilbert space is 12, 870). The ground state is obtained by the Lanczos algo-
rithm, and the kinetic correlation function C(i, j) = ⟨Ki,i+yKj,j+y⟩−⟨Ki,i+y⟩⟨Kj,j+y⟩ is computed,
where Ki,j ≡ (a†iaj + h.c.), see Fig. 3b. Long-range bond order is signaled by C(i, j) approaching
constant 4δ2, where δ is the bond modulation along y, for large |i− j|. Fig. 3c compares the results
from exact diagonalization and mean field theory. Mean field theory overestimates the magnitude
of δ for intermediate and large values of Vd/t. Exact diagonalization indicates that the bond order
is suppressed for Vd ≫ t. Thus, the best place to observe the bond order is around Vd/t ∼ 2.5 in
the case of φF = 0. We plan to investigate systems of larger size and carry out systematic finite
size scaling analysis.

2.5 Qualification of PI

PI has a broad grasp of cold atoms and condensed matter theory. He worked on nonequilib-
rium superconductivity (as a PhD student) and strongly correlated systems (in his first postdoc).
His research in the past 5 years has focused on the many-body physics of cold atoms, e.g., one-
dimensional and quasi-one-dimensional Fermi gases with spin imbalance [56, 57, 58], strongly in-
teracting fermions on higher orbital bands [59, 60, 61], and dipolar Fermi gases [32, 33, 35]. His
consistent publication record testifies his ability to lead independent research, to forge and manage
collaborations, and to formulate and solve technically challenging problems.

In concluding the first part of the proposal, we have argued that dipolar Fermi gas is a new
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range BOW order, Cij should asymptote to 4δ2 for large
separation between i and j (belonging to the same sub-
lattice).

     














FIG. 3: Solid line: order parameter 4δ2 of the BOW phase
predicted by simple mean field theory. Circle: kinetic corre-
lation function C(i, i + 4y) from ED of a 2 × 8 lattice. ED
indicates that BOW order is most robust for intermediate in-
teraction, Vd ∼ 2.5t. θE = 45◦.

We caution that in order to make definite statements
on the phase diagram, larger lattice sizes and finite size
scaling are required. Our ED results here are only in-
tended to provide some guidance to what happens at
large interaction strength, and the effect of quantum fluc-
tuation on the magnitude of δ. Fig. 3 shows the com-
parison of simple mean field theory and ED. First, mean
field theory overestimate the magnitude of δ for interme-
diate and large values of Vd/t. Secondly, ED indicates
that the BOW order is suppressed for Vd ≫ t. In the
limit of Vd ≫ t and half filling, the system is reduced
to a spin model with exchange coupling J1, J2, J3... We
have not explored this limit in detail.
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Vd = 0.5t. It is in good agreement with FRG. Shown on the left are representatives of the on-site density
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iai⟩, the nearest neighbor hopping ρij = ⟨a†
jai⟩ (with j = i + x̂ or j = i + ŷ), or the pairing gap
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kl Vjikl⟨alak⟩. b) Schematic of the BOSp phase confirmed in mean field theory. c) Comparison

of the BOSp order parameter obtained from mean field theory and from exact diagonalization (ED).
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half-filling, and the lattice size L is varied to ensure that the results are not sensitive to L.

Exact diagonalization is carried out for the 2×8 and 4×4 lattice with periodic boundary condition
(the dimension of the Hilbert space is 12, 870). The ground state is obtained by the Lanczos algo-
rithm, and the kinetic correlation function C(i, j) = ⟨Ki,i+yKj,j+y⟩−⟨Ki,i+y⟩⟨Kj,j+y⟩ is computed,
where Ki,j ≡ (a†iaj + h.c.), see Fig. 3b. Long-range bond order is signaled by C(i, j) approaching
constant 4δ2, where δ is the bond modulation along y, for large |i− j|. Fig. 3c compares the results
from exact diagonalization and mean field theory. Mean field theory overestimates the magnitude
of δ for intermediate and large values of Vd/t. Exact diagonalization indicates that the bond order
is suppressed for Vd ≫ t. Thus, the best place to observe the bond order is around Vd/t ∼ 2.5 in
the case of φF = 0. We plan to investigate systems of larger size and carry out systematic finite
size scaling analysis.

2.5 Qualification of PI

PI has a broad grasp of cold atoms and condensed matter theory. He worked on nonequilib-
rium superconductivity (as a PhD student) and strongly correlated systems (in his first postdoc).
His research in the past 5 years has focused on the many-body physics of cold atoms, e.g., one-
dimensional and quasi-one-dimensional Fermi gases with spin imbalance [56, 57, 58], strongly in-
teracting fermions on higher orbital bands [59, 60, 61], and dipolar Fermi gases [32, 33, 35]. His
consistent publication record testifies his ability to lead independent research, to forge and manage
collaborations, and to formulate and solve technically challenging problems.

In concluding the first part of the proposal, we have argued that dipolar Fermi gas is a new
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FIG. 2: Phase diagram of dipolar fermions on a square lattice at half filling obtained from FRG. It is shown on
the surface of a sphere as a function of the dipole orientation angle θ and φ for fixed interactions (a) Vd = 0.5, U = 0.1; and
(b) Vd = 0.5, U = 0.5 in units of t. Unconventional SDWs (SDWp and SDWs+d) are sandwiched between the CDW and BCS
superfluid phase. The FRG eigenwavefunction corresponding to a representative point (marked by “∗”) in each phase is shown
in the kx − ky polar plots with matching colors. Note that FRG predicts a mixed s+ d-wave (rather than pure d-wave) SDW.
As the on-site interaction is increased from U = 0.1 in (a) to U = 0.5 in (b), the SDWs+d phase expands and squeezes out the
neighboring phases. The s-wave component of SDWs+d increases with U , while the d-wave component diminishes.

for φ = 0, the dominant dipolar interaction is attractive.
The leading instability is towards formation of Cooper
pairs. Again, the precise orbital symmetry of the BCS
phase is determined by the value of φ.
We now determine the phase diagram of these intricate

competing orders in the weak coupling limit, {U, Vd} < t.
In particular, we prove the existence of unconventional
SDW phases for intermediate tilting angles. We use
the functional renormalization group (FRG) technique,
which takes an unbiased approach (without any a priori

guess) to isolate the most dominant instability among all
possible orders [8, 27–30]. The FRG used here is an SU(2)
symmetric version of that previously applied to treat
spinless dipolar fermions [8]. The key ingredients of the
FRG calculation are: (1) Derive and solve the renormal-
ization group flows for the generalized four-point vertex
between unequal spins, U⊥

l (k1,k2,k3), where k1,2(k3,4)
are incoming (outgoing) momenta in the vicinity of the
non-interacting Fermi surface, satisfying momentum con-
servation k1+k2 = k3+k4, and l is the renormalization

group flow parameter. The flow of equal spin vertex, U∥
l ,

is related to that of U⊥
l via the spin-rotation symmetry of

Ĥ . (2) We project out the interaction channels of interest
at each RG step,

UCDW
l (k1,k2) = (2 − X̂)U⊥

l (k1,k2,k1 +Q),

USDW
l (k1,k2) = −X̂U⊥

l (k1,k2,k1 +Q),

UBCS
l (k1,k2) = U⊥

l (k1,−k1,k2,−k2),

where the exchange operator X̂ interchanges the incom-

ing momenta. (3) Finally we identify the most dominant
instability of the Fermi surface from the most divergent
eigenvalue of the interaction matrix. The correspond-
ing eigenvector provides information about the orbital
symmetry of the incipient order parameter. The phase
diagram is shown in Fig. 2.

The phase diagram displays three types of phases:
CDW, SDW, and BCS superfluid. We first focus on the
case U < Vd in the vicinity of φ = 0 as shown in Fig. 2(a).
Consistent with our heuristic argument above, FRG con-
firms a checkerboard CDW (CDWs) for small θ, and a
spin-triplet, p-wave BCS (BCSp) superfluid at large θ.
For the intermediate regime, roughly between ϑc1 and
ϑc2, the flow for the SDW channel diverges rapidly, domi-
nating over the CDW and BCS instabilities on either side.
The SDW phase shows p-wave orbital symmetry, i.e. the
eigenvector of the SDWp phase (shown in Fig. 2) is essen-
tially of the form sin ky. This admits an interpretation of
SDWp as a particle-hole analog of triplet superconduc-
tivity/superfluidity within Nayak’s classification [3] for
generalized SDWν . The SDWp phase found here corre-
sponds to the class with ⟨â†α(k+Q)âβ(k)⟩ = S(k) ·σαβ ,
by identifying S(k) ∝ ŝ sin ky where Q = (±π,±π). The
position space representation implies the checkerboard
pattern of hopping amplitudes, ⟨â†i,αâj,β⟩; rj − ri = ŷ,
depicted in the schematic of Fig. 1(c).

Additional unconventional orders with ℓ ̸= 0 occur in
the vicinity of φ = 45◦, where the nearest-neighbor inter-
action along the lattice vectors x̂ and ŷ is nearly equal.
FRG predicts three more phases, CDWs+d, SDWs+d,

3
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superfluid phase. The FRG eigenwavefunction corresponding to a representative point (marked by “∗”) in each phase is shown
in the kx − ky polar plots with matching colors. Note that FRG predicts a mixed s+ d-wave (rather than pure d-wave) SDW.
As the on-site interaction is increased from U = 0.1 in (a) to U = 0.5 in (b), the SDWs+d phase expands and squeezes out the
neighboring phases. The s-wave component of SDWs+d increases with U , while the d-wave component diminishes.
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The p-wave spin density wave phase is sandwiched between the CDW 
and BCS superfluid phases. Its phase boundary depends on U.
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FIG. 3. Quantum phase diagram for quadrupolar fermions on a square lattice. (a) FRG phase diagram in the weak coupling
limit, V/t = 0.2, and at half filling shown as a function of the magnetic field direction F̂ = (θF ,φF ). The point marked with
“∗”, where 5 different phases seem to meet, corresponds to Vx̂, Vŷ, Vx̂+ŷ ≈ 0 as shown in Fig. 2 (b). (b) The orbital symmetry
of the CDW and BCS phases shown in (a), obtained from FRG. The px (py) wave CDW has the same orbital structure as the
px (py) wave BCS.

neighbors dominates, see Fig. 2. This happens for all
values of φF when θF ! 25◦, and also for φF ! 22◦

at large θF " 60◦, cf. Fig. 2. In addition, two novel
types of CDW, CDWpx

and CDWpy
, are present. They

correspond to a checkerboard modulation of the effective
hopping between nearest neighbors along the x and y di-
rection respectively, i.e., ⟨c†i cj⟩ with ri−rj = x̂ or ŷ, with
the average taken over the many-body ground state. We
refer to these phases as to bond order solids (BOS). In
comparison, the s-wave CDW order corresponds to mod-
ulations of ⟨c+i ci⟩. We refer to these phases as to bond
order solids (BOS). Furthermore, we find a small region
of CDWs+d that involves a mixture of extended s- and
d-waves. The individual contributions of the extended
s-wave and d-waves vary smoothly within the CDWs+d

region. Together they give rise to a checkerboardmodula-
tion of effective hopping between the next-nearest neigh-
bor sites. The CDWpx

, CDWpy
, and CDWs+d can be

thought of as a 2D generalization of the bond-order-wave
phase occurring in the extended Hubbard model in one
dimension [18]. BOS was recently shown to arise in 2D
for dipolar fermions [3]. Compared to dipolar systems,
BOS occupies a significantly larger region of the param-
eter space for quadrupolar interactions (e.g., it is sta-
bilized as soon as θF approaches 25◦). Moreover, the
angular dependence of quadrupolar interactions is sub-
stantially more complex, resulting in two BOS phases of
py and px symmetries, appearing at small and large θF ,
respectively. Interestingly, these two phases occur in the
regions where Vx̂ and Vŷ are comparable in magnitude
but opposite in sign, i.e., CDWpx(py) is stabilized when
Vx̂(ŷ) is repulsive while Vŷ(x̂) is attractive, cf. Fig. 2 (b).

Thus, quadrupolar Fermi gases are well suited for ex-
ploring the properties of nonzero angular momentum (i.e.
unconventional) density wave phases.
The remainder of the phase diagram is occupied by

two BCS phases. They roughly occur in regions where
both Vx̂ and Vŷ are attractive. Our FRG analysis shows
that the BCS phase can be stable even through the next-
nearest neighbor interaction is weakly repulsive. We find
that the symmetry of the BCS order parameter is px or
py, depending on whether Vx̂ or Vŷ is more attractive.
Along the line of θF ∼ 65◦ these two BCS phases are
degenerate. This raises the possibility of realizing px+ipy
topological superfluid order using quadrupolar gases. By
analogy with the proposal of Ref. [19], using an ac field
to periodically modulate the direction of (θF ,φF ), one
can lift the degeneracy and engineer the chiral px + ipy
state.
In conclusion, we have shown that ultracold Fermi

gases with quadrupole-quadrupole interactions can be
used to study unconventional BCS, CDW, and topologi-
cal phases, and gain insight into the physics of compet-
ing ground states. While we have focused on the specific
case of a square lattice at half-filling, the functional RG
methods of this work can be applied to study other fill-
ings and lattice geometries. Temperatures achieved for
degenerate Fermi gases of alkaline-earth atoms in experi-
ment are T = 0.26 TF and T = 0.37 TF respectively [12].
The optimal Tc for the CDW and BCS phases predicted
here is estimated to be on the order of 0.03 TF , for inter-
mediate couplings, V ∼ t. Thus these many-body phases
seem to be within experimental reach in the near future.
We note that quadrupole-quadrupole interactions are

3

FIG. 2. (a) Schematic representation of quadrupolar fermions
on a square lattice. Alignment of the quadrupoles is given by
the quantization axis of the external field F, pointing along
F̂ = (θF ,φF ). The nearest-neighbor interaction is repre-
sented by green and red solid lines, while the next-nearest
neighbor interaction is shown in blue. (b) 3D plot showing
the interactions Vx̂ (red), Vŷ (green), and Vx̂+ŷ (blue) as a
function of the angles (θF ,φF ); “∗” marks the point in the
vicinity of which both Vx̂,ŷ and Vx̂+ŷ change the sign.

unit of length and t as a unit of energy. As schemat-
ically shown in Fig. 2 (a), the interaction strength Vij

depends on the orientation of the vector connecting the
quadrupoles, r = ri − rj , relative to the field direction,

F̂ , via Vr ≡ Vij = ⟨ij|V qq |ij⟩ = V [3− 30(r̂ · F̂ )2 + 35(r̂ ·
F̂ )4]/r5. Thus, one can immediately observe that the in-
teraction between two quadrupoles can be tuned either
attractive or repulsive, by changing the orientation of the
external field F with respect to the interparticle radius-
vector r. Fig. 2 (b) shows the (θF ,φF )-dependence of
the interaction matrix element between the nearest- and
next-nearest neighbors. The richness of the quadrupolar
interaction becomes apparent in this figure. There are
several regions in which the signs and the relative mag-
nitudes of {Vx̂, Vŷ, Vx̂+ŷ} show distinctive characteristics.
For example, in the region (θF ! 25◦, 0◦ ≤ φF ≤ 45◦),
both nearest- and next-nearest neighbor interactions are
repulsive, while they all become attractive in the region
(30◦ ! θF ! 60◦,φF ∼ 45◦). Furthermore, one can iden-

tify finite regions where either one or two of {Vx̂, Vŷ,
Vx̂+ŷ} is attractive while the rest is repulsive.
Interactions of opposite sign can result in competition

between quantum phases of different symmetry, resulting
in frustration. Thus, fermions with dominant quadrupo-
lar interactions provide an interesting setup for studying
many-body physics with competing phases. For example,
in the vicinity of (90◦, 45◦) both Vx̂ and Vŷ are attractive,
while Vx̂+ŷ is repulsive (see Fig. 2). On general grounds,
one would expect a BCS type ground state resulting from
condensation of Cooper pairs due to the attractive Vx̂

and Vŷ couplings. However, the repulsive Vx̂+ŷ interac-
tion, if significant, may lead to the insurgence of some
other phase, and therefore needs to be quantitatively
accounted for. As another intriguing example, in the
vicinity of (40◦, 5◦), Vx̂ is strongly attractive while Vŷ is
strongly repulsive. As we show below, the ground state
in this region is neither a BCS state nor the conventional
CDW (such as checkerboard or CDWs). These two ex-
amples show that, due to anisotropy, the actual ground
state may be of an unexpected nature. Exposing the
true ground state thus demands a theory that is (i) unbi-
ased with respect to the initial ansatz – condensation of
particle-particle or particle-hole pairs; and (ii) includes
fluctuations.
Issue (ii) can be adequately addressed within the renor-

malization group (RG) analysis at weak couplings, where
the low energy physics near the Fermi surface is ex-
tracted by successively integrating out the high energy
degrees of freedom [16]. In order to satisfy criterion (i)
as well, we employ the exact (or “functional”) renor-
malization group (FRG) which keeps track of all the
interaction vertices, including both the particle-particle
and particle-hole channels, and treats all instabilities (in-
cipient orders) on equal footing [17]. Specifically, all
Feynman diagrams up to one-loop order are included
for calculating the flow of the most general 4-point ver-
tex function Uℓ(k1,k2,k3). Here k1,2,3 are momenta
on the Fermi surface, with k4 = k1 + k2 − k3, and ℓ
the FRG flow parameter starting with the initial value
ℓ = 0 for the bare quadrupolar interaction. The BCS and
CDW instabilities are indicated by the diverging flow of
the corresponding vertex functions Uℓ(k1,−k1,k2) and
Uℓ(k1,−k2,k1 + Q) respectively. Here Q = (±π,±π)
are the nesting vectors. The most divergent flow indi-
cates a broken symmetry phase, the order parameter of
which has an orbital symmetry given by the correspond-
ing eigenvector of the diverging vertex function. For the
example considered above, in the vicinity of (90◦, 45◦),
the system favors a BCS state with py orbital symmetry,
shown in Fig. 3 (b).
The FRG phase diagram, Fig. 3 (a), features sev-

eral different kinds of BCS and CDW phases. CDWs

is the familiar charge density wave phase with a checker-
board modulation of on-site densities, occurring in re-
gions where the repulsive interaction between nearest

Bond order
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k̂-direction, with k̂ being a unit vector 1, and r̂ ≡ r⃗/r.
The resulting potential is φ(r⃗) = q

4r3 (3 cos
2 θ− 1), where

cos θ ≡ k̂ · r̂. If a second quadrupole with the same
alignment k̂ is placed at location r⃗, the resulting interac-

tion energy is V qq
cl = q

4 (k̂ ·∇)(k̂ ·∇φ) = 3q2

16r5 (35 cos
4 θ −

30 cos2 θ+3). The functional form of this potential carries
over to the quantum description, however, the prefactor
of this interaction for two |J,M⟩ states has to be obtained
via a quantum definition of the quadrupole moment q2.
The latter is a spherical tensor of rank two with com-
ponents defined as q2,M = −

∑

k r
2
kC2,M (θk,φk), where

(rk, θk,φk) give the coordinates of the k-th electron of the
particle, and C2,M (θk,φk) =

√

4π/5Y2,M (θk,φk) are the
reduced spherical harmonics [8] (here written in atomic
units). In the angular momentum basis, |J,M⟩, with
M being the projection of the angular momentum, J,
onto the quantization axis, the quadrupole operator cou-
ples the states with ∆J = 0,±2, so to first order any
state with J > 0 possesses a nonzero quadrupole mo-
ment 2. Thus the value of the quadrupole moment can
be controlled by preparing the particles in a particular
|J,M⟩-state, or a combination thereof, using optical or
microwave fields. In quantum mechanical language, the
quadrupole interaction is

V qq =

√
70

r5

2
∑

α=−2

(−1)αC2,−α(θ,φ)[q
(1)
2 ⊗ q

(2)
2 ]4,α, (1)

where (r, θ,φ) gives the radius-vector between the par-

ticles, and [q(1)
2 ⊗ q

(2)
2 ]4,α is a spherical tensor of rank

four formed from two quadrupole moment tensors of rank
two. For both particles prepared in the same |J,M⟩ state,
Eq. (1) reduces to V qq = V (3− 30 cos2 θ + 35 cos4 θ)/r5,
with V = q23(J2+J−3M2)2/[4(4J2+4J−3)2], where q
is defined as q = 2⟨2, 2|q2,0|2, 2⟩, which coincides with the
classical definition [9]. We note that in the classical limit
of J → ∞, and for M = J , the prefactor V = 3q2/16
of the classical expression is recovered. The quadrupole-
quadrupole interaction can be attractive or repulsive de-
pending on the angle θ.
Among the particles for which the quadrupolar mo-

ment is known, the most promising candidates for the ex-
perimental realization of quadrupolar quantum gases are
metastable alkaline-earth atoms [9, 10] and homonuclear
diatomic molecules [11]. Alkaline-earth atoms, such as Sr
or Yb, can be prepared in metastable 3P o

2 states, whose
lifetime exceeds thousands of seconds [9, 10], by optical

1 In contrast to a dipole which is analogous to a single-headed
arrow (↑) pointing in a particular direction, a quadrupole corre-
sponds to a double-headed arrow (↕) not favoring one direction
over another, and therefore it can be aligned, but not oriented.

2 Note the difference with dipole moments which can be nonzero
only for states of indefinite parity (superposition of odd and even
J ’s)

excitation, cf. Fig. 1 (a). Both bosonic and fermionic iso-
topes of Sr and Yb have been brought to quantum degen-
eracy [12]. Furthermore, atoms in such metastable states
can be magnetically trapped [13]. Ultracold homonu-
clear molecules, such as Cs2 or Sr2, can be prepared in
the absolute ground state, 1Σ+

g (v = 0, J = 0), and then
transferred to a rotational state with J > 0, using a two-
photon Raman transition far-detuned from an electron-
ically excited state [11], cf. Fig. 1 (b). While homonu-
clear molecules are always bosons, fermionic quadrupo-
lar molecules can be prepared by photo- or magneto-
association of distinct isotopes of the same species [14].
For both atoms and molecules the degeneracy of a par-
ticular J level can be lifted by an external electric or
magnetic field, F, defining the laboratory z axis, and the
particles can be prepared in a particular M -component
possessing a permanent quadrupole moment. The typ-
ical “shapes” of quadrupolar states are exemplified in
Fig. 1 (c). Both atoms and molecules can be prepared in
the |2, 0⟩ (|2, 2⟩) states using two linearly (circularly) po-
larized photons; the quadrupole-quadrupole interaction
is equal in this cases and larger than for the |2, 1⟩ states.
The quadrupole moments for metastable alkaline-earth

atoms and homonuclear molecules are similarly of the
order of 10–40 a.u. [9–11], which gives an interaction
strength, V qq of Eq. (1), on the order of a few Hz at 266
nm lattice spacing. Furthermore, interactions of the or-
der of 1 kHz can be achieved for 100 nm lattice spacings
realizable with atoms trapped in nanoplasmonic struc-
tures [15]. We note that the dispersion (van der Waals)
interaction, V dis ∼ r−6, is 102−103 times smaller at typi-
cal optical lattice spacings [10], therefore the quadrupole-
quadrupole interaction dominates the physics of these
systems. Quantum gases can be trapped for tens of sec-
onds, so the observation of many-body phases generated
by these interactions is feasible via the standard tech-
niques, ranging from time-of-flight detection to noise cor-
relation and Bragg spectroscopy.
To illustrate the intriguing many-body effects that can

arise in these systems, we investigate the quantum phase
diagram of a system of interacting quadrupolar fermions
on a square lattice, at half-filling. We assume all parti-
cles to be prepared in the same state, |J,M⟩, where J

is the electronic (for atoms) or rotational (for molecules)
angular momentum, and M is the projection of J on the
direction F̂ = (θF ,φF ) in the laboratory frame given by
the external field F used to lift the M -degeneracy. The
particles are confined to a lattice with a lattice constant
aL, corresponding to the Hamiltonian:

H = −t
∑

⟨i,j⟩

c†i cj +
1

2

∑

i̸=j

Vijc
†
i cic

†
jcj , (2)

where t represents the nearest-neighbor hopping and ci is
the fermion annihilation operator at the i-th lattice site.
Throughout the remainder of the paper, we use aL as a
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tilting angles, the system is well described by Landau
Fermi liquid theory [18, 25]. For Θ > 0, the repulsion
between two dipoles in the xy plane is strongest when
their relative displacement vector is along the y direction
and weakest along the x direction. The anisotropy is
predicted to give rise to stripe formation for interaction
strengths beyond a critical value gc(Θ) [1, 25–28]. In this
phase the dipoles form stripes parallel to the x-axis to
minimise the repulsion, corresponding to a density mod-
ulation with wave vector qc = qcŷ as illustrated in Fig. 1.
AsΘ increases the dipolar interaction eventually becomes
partially attractive. A Fermi liquid to p-wave superfluid
phase transition is predicted to occur for tilting angles
greater than a critical angle Θs ≃ arcsin(2/3) ≃ 0.23π,
due to the attractive part of the dipolar interaction [30].

The zero temperature mean-field phase diagram shown
in Fig. 2 summarises the discussion given above. In this
phase diagram the critical coupling strength gc(Θ) for
stripe formation is obtained from a Hartree-Fock (HF)
calculation [1, 26] and the normal Fermi liquid to super-
fluid transition critical angle is determined by BCS the-
ory (see below). Although each of these three phases have
been studied extensively, an interesting question remains
unaddressed: what is the nature of the ground state in
the region of the phase diagram where the superfluid and
stripe phases overlap? In this paper, we provide an an-
swer to this question. We demonstrate that the system
in the density wave phase eventually becomes unstable
towards pairing as the tilting angle increases and the in-
teraction becomes more attractive. Importantly, the re-
sulting superfluid order does not exclude the stripe order,
thus making the system a supersolid as understood in the
sense mentioned above.

0 0.2 0.4 0.6 0.8 10

0.1

0.2

0.3

0.4

0.5

g

Θ
/π

Collapse

p-wave Superfluid

Normal Fermi Liquid Density Wave

Supersolid

Figure 2. Mean-field phase diagram of 2D dipolar Fermi gas.
The dashed line is Θ = arcsin(2/3) and the solid line just
above it is obtained from a more accurate calculation.

We use self-consistent HF theory to analyse the stripe
phase, as it is the only theory so far that allows us to
determine quantitatively properties of this phase. In the
stripe phase, the translational symmetry is broken in the
y direction, and ⟨ĉkĉ†k±qc

⟩ ≠ 0, where ĉk annihilates a

dipole with momentum k. This yields a modulated den-
sity n(ρ) = n0+n1 cos(qc ·ρ) where n1 is the stripe order
parameter. As described in detail in Ref. [1], the resulting
mean-field Hamiltonian can be diagonalised by an uni-
tary transformation γ̂jk̄ =

∑
G Uj,k̄+Gĉk̄+G, where k̄ is

restricted to the first Brillouin zone (BZ) −qc/2 < k̄·q̂c ≤
qc/2, G = lqc, l = 0,±1, · · · are the reciprocal lattice
vectors, and j is a band index. The diagonalised Hamil-
tonian takes the form ĤMF =

∑
jk̄ εjk̄γ̂

†
jk̄
γ̂jk̄, where γ̂jk̄

annihilates a quasiparticle ψjk̄(ρ) with energy εjk̄. The
most salient outcome of the HF analysis is that the Fermi
surface kF (φ) contains gapped regions around φ = ±π/2,
as well as gapless regions around φ = 0 and φ = π, see
Fig. 4. The gapped regions are a manifestation of the
stripe order, and the gap magnitude is roughly propor-
tional to ϵ0Fn1/n0.
The key fact for the present purpose is that the stripe

order still leaves gapless regions on the Fermi surface,
which opens up the intriguing possibility of superfluid
pairing. To explore this, we use BCS theory with the
Hamiltonian ĤBCS = ĤMF + ĤP. Here,

ĤP =
∑

jj′k̄k̄′

Vj′j(k̄′,−k̄)

2
⟨γ̂†

j′k̄′ γ̂
†
j′,−k̄′⟩γ̂jk̄γ̂j,−k̄ + h.c.

describes pairing between the time-reversed states, where
Vj′j(k̄′,−k̄) is the interaction between the quasiparti-
cles [31]. To derive a gap equation that is amenable to a
partial wave expansion, we switch to the “extended zone
scheme”, whereby a single particle state ψjk̄(ρ) in the
j’th band in the first BZ is mapped onto a state ψk(ρ)
in the j’th BZ in the standard way [31], where the vector
k is now unrestricted. The effective pairing interaction
Vj′j(k̄′,−k̄) shall be denoted by V(k,−k′). Pairing be-
tween time-reversed quasiparticles gives rise to the gap
parameter ∆k ≡

∑
k′ V(k,−k′)⟨γ̂−k′ γ̂k′⟩, which satisfies

the gap equation

∆k = −
∫

dk′

(2π)2
V(k,−k′)∆k′

(
1

2Ek′
− P

2ξk′

)
. (2)

Here ξk = εk − µ and Ek =
√

ξ2k + |∆k|2, where the
chemical potential µ is approximated by the value in the
stripe phase. The Cauchy principal value term P/2ξk′ in
(2) renders the gap equation well defined with no need for
a high momentum cut-off. Such a term can be introduced
by renormalizing the gap equation in terms of scattering
amplitude of two dipoles in a vacuum [25, 32, 33]. In the
absence of experimental data for dipole-dipole scattering
in 2D, one can simply regard it as a specific procedure to
provide a cut-off.
To solve the gap equation, we expand the gap param-

eter as ∆k =
∑′

n=1 ∆n(k) cosnφ where
∑′ restricts the

summation to odd indices, since ∆−k = −∆k for spin-
less Fermions. A more general expansion contains both
cosnφ and sinnφ terms. However, the cosnφ terms are
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where the sums Sα for α = 1, 2 are given by

Sα =
∞∑

N=1

Sα(N)/N2, (125)

with

S1(N) =
N∑

n=−N

e−n2/N , S2(N) =
N∑

n=−N+1

e−(n−1/2)2/N .

(126)
These sums can be calculated semi-analytically with the
result

δλ(B)
∗ = g2

(
−0.02− 0.01 sin2θ0 + 0.03 sin4θ0

)
. (127)

Adding the contributions of (109), (115), (118), and
(127) we obtain the correction to the eigenvalue λ0,

δλ0 = g2
(
0.52− 2.47 sin2θ0 + 2.83 sin4θ0

)

+ g2 ln(η)
(
0.25− 1.13 sin2θ0 + 1.28 sin4θ0

)
. (128)

In the third term on the RHS of (104) we express the
gap ∆(ξ′,φ′) via (102) and perform a numerical integra-
tion. We find that this term gives a contribution

(g/λ0)
2
(
−0.14 + 0.63 sin2θ0 − 0.71 sin4θ0

)
(129)

to ln(ϖ/ε(0)F ).
The combination of (104), (128) and (129) yields the

final expression for the critical temperature in the GM
approach (θ0 ! θc),

Tc ≈
2 eγε(0)F

π
f(θ0) η

g(θ0) exp
(
−π/g

∣∣4/3− 3 sin2θ0
∣∣),
(130)

where

f(θ0) = exp

[
0.52− 2.47 sin2θ0 + 2.83 sin4θ0
0.18− 0.81 sin2θ0 + 0.91 sin4θ0

]
, (131)

and

g(θ0) =
0.25− 1.13 sin2θ0 + 1.28 sin4θ0
0.18− 0.81 sin2θ0 + 0.91 sin4θ0

. (132)

Fig. 8 shows the critical temperature as a function of
the tilting angle for values of g and η that correspond
to a gas of polar KRb molecules. The corresponding
eigenfunction Φ0(φ) for the order parameter is given by
(99).

IX. SUMMARY AND CONCLUSION

In this paper, we studied various properties of a quasi-
2D dipolar Fermi gas. We found that the normal phase
is characterized by an anisotropic Fermi surface, which –
in order to minimize the interaction energy – is elongated

T
c
/n

K

θ0

0

1

2

3

4

0 π/4 π/2

FIG. 8. The critical temperature as a function of θ0 for g ≈
1.2 and η ≈ 0.2. These values correspond to a gas of KRb
molecules, with n2D = 4 ·108 cm−2 and ω0 = 2π ·100 kHz, see
discussion in Sec. IX.
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FIG. 9. (Color online) Phase diagram of the quasi-2D dipo-
lar Fermi gas at T = 0. For 0 ≤ g " 1.45 and small tilting
angles the system is a normal Fermi liquid (NFL). The tran-
sition to the superfluid phase (SF) occurs at the critical angle
θc ≈ 0.7217. In our perturbative approach, which is – strictly
speaking – valid only for g ≪ 1, this value is independent of
g. At moderately strong interactions there appear a density
wave phase (DW) in the lower part of the phase diagram and
a long wavelength instability (LWI) in the upper part.

along the projection of the dipoles on the plane of con-
finement (here: the x-axis). Consequently, the dispersion
relation of single-particle excitations is anisotropic too,
with an increased effective mass in the x-direction and a
decreased effective mass in the y-direction (see Fig. 2).

Long wavelength collective excitations (zero sound),
corresponding to deformations of the equilibrium Fermi
surface, can propagate through the medium only when
the tilting angle exceeds a value of θ0 ≈ 0.5, which de-
pends only weakly on g for (at least) 0.1 ≤ g ≤ 2. In
this regime we found two distinct modes, symmetric and
antisymmetric about the propagation direction, respec-

3

θ0

x

y

z

FIG. 1. (Color online) Fermionic dipoles confined to the xy-
plane. The dipoles are aligned in the xz-plane and form an
angle θ0 with the z-axis.

cloud, which is on the order of l0 =
√
!/mω0, is small as

compared to the mean interparticle separation in the xy-
plane. The latter quantity is proportional to the inverse

Fermi momentum p(0)F , which, in turn, is determined by

the area density n2D, p(0)F = !
√
4πn2D. Thus, the small

parameter characterizing the tight-confinement or quasi-

2D limit is η ≡ p(0)F l0/! ≪ 1. This condition implies that

the Fermi energy ε(0)F is much smaller than the trapping

potential level spacing, ε(0)F /!ω0 ≪ 1.

We also assume ultracold temperatures, T ≪ ε(0)F , such
that the average kinetic energy of particles is given by the

Fermi energy ε(0)F .
The Hamiltonian of this system reads

H =

∫
dr ψ̂†(r)

[
−

!2

2m
∆+

1

2
mω2

0z
2 − µ′

]
ψ̂(r)

+
1

2

∫
dr dr′ ψ̂†(r) ψ̂†(r′)Vd(r− r′) ψ̂(r′) ψ̂(r), (1)

where ψ̂(r) is the fermionic field operator, µ′ denotes the
chemical potential, and Vd(r) = (d2/r3)[1−3(r̂·d̂)2] is the
dipole-dipole interaction. Here we omit the contribution
of the short-range part of the interparticle interaction: In
the considered case of a single-component Fermi gas, it
results only in p-wave scattering, which is small assuming

that p(0)F r0/! ≪ 1, where r0 is the radius of the short-
range part of the interparticle interaction.
A characteristic length of the dipole-dipole interaction

is given by rd = md2/!2 ≫ r0. This is the length scale
below which the dipole-dipole interaction substantially
influences the relative wave function of two particles. We
assume rd ≪ l0, such that interparticle collisions are es-
sentially three-dimensional. This gives us another small

parameter g ≡ p(0)F rd/! ≪ 1.
Under the above conditions, the motion of particles

in the z-direction is limited to the ground state of the
confining potential φ0(z) – the lowest harmonic oscil-
lator (HO) level, and a single-particle wave function is
ψ(r) = ϕ(ρ)φ0(z), where ϕ(ρ) describes the in-plane
motion [ρ = (x, y)].

As a result, first order interaction effects (see Secs. V,
VI, and VII) can be described by an effective interaction

V0(ρ) ≡
∫

dz dz′ φ0(z)
2 Vd(ρ, z − z′)φ0(z

′)2 (2)

with the Fourier transform [p = (px, py)] [28]

V0(p) =
√
2π d2

l0
w
( pl0√

2!

) [
u(p) sin2θ0 − 2P2(cos θ0)

]
,

(3)

where u(p) ≡ (p2x − p2y)/p
2 and w(x) ≡ x ex

2
erfc(x).1

When p ≈ p(0)F , the argument of w
( pl0√

2!

)
is as small as

pl0/! ≈ η ≪ 1 and we have

V0(p) ≈ π d2p
!

[
u(p) sin2θ0 − 2P2(cos θ0)

]
. (4)

We note that in this limit the effective interaction is in-
dependent of the confinement length l0.
Processes of second order in the interaction (see

Sec. VIII), on the other hand, involve virtual transitions
to excited states φn(z) with n > 0 of the harmonic con-
fining potential. The matrix elements of the interaction
for these transitions, in momentum representation for the
in-plane motion, are

Vn1,n2,n3,n4(p) ≡
∫

dρ dz dz′ Vd(ρ, z − z′)

× e−ip·ρ/! φn1(z)φn2(z
′)φn3(z)φn4(z

′). (5)

For n1 = n2 = n3 = n4 = 0 we obtain the effective 2D
interaction (3). Note that although the relative magni-
tude of a single virtual excitation is as small as gη2 ≪ 1
(see App. C), the totality of these processes is essential
for the correct description of the contribution of short
distances ! l0 (or virtual energies " !ω0) to the inter-
particle scattering. We mention also, that within second
order the p-wave contribution due to the short-range part
of the interparticle interaction can still be neglected (see
Ref. [15] for discussion).

III. APPROACHING THE INTERMEDIATE
COUPLING REGIME

The considered problem is characterized by two param-

eters: g = p(0)F rd/! and η = p(0)F l0/!. The first parame-
ter describes the strength of the interparticle interaction
with respect to the mean kinetic energy: g ≪ 1 character-
izes the weakly interacting regime, while we have g " 1 in

1 This expression is unique up to a momentum independent addi-
tive constant, which depends on the regularization of the Fourier
integral at the origin. Such a constant, however, corresponds
to a short-range interaction and has no physical effect in a sin-
gle component Fermi gas because its contributions vanish upon
proper antisymmetrization. Therefore, we set this constant to
zero.
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Technical slide 1: Flow of effective action
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Expand Γ to quartic order,

∂k
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Fig. 1 (a) Flow equation of the self energy Σk and (b) the four-point vertex Γ(4)
k . The

propagators are dressed ones at scale k.

four-point vertex is obtained:
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where p is the center-of-mass momentum, and q, q′ are relative momenta. On the right hand

side of (11a) and (11b), the differential operator ∂̃k is defined to act only on the regulator

Rk.

Diagrammatic representation of (11) is given by Fig. 1. The first term on the ride-hand

side of (11b) describes particle-particle (PP) correlations, and it corresponds to the first

diagram of Fig. 1(b), while the second term describes particle-hole (PH) correlations, and

it corresponds to the second diagram of Fig. 1(b). Note that the PP diagram is the essen-

tial contribution forming Cooper pairs, PH contributions will only correct the value of the

transition temperature. In the f-FRG approach, Eqs. (11) start to entangle with each other

throughout the FRG flow k = ΛUV → k = 0.

3.1. BCS theory from f-FRG method

Let us first review briefly how the BCS theory is reproduced from the FRG method in the

weak coupling limit [28]. Let us consider the flow of the four-point vertex ignoring the self-

energy correction Σk. Also, let us take into account only the PP correlation on the right-hand

side of (11b). Then we find
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where we use the label “PP” to identify the approximation in question. A diagrammatic

representation of this equation is shown in Fig. 2(a). Since the bare coupling in our model

is a constant (see (1)), Γ(4)
k=ΛUV

does not depend on any momenta. Since the flow equation
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insert ion of a two-point vertex ∂kRk . Integrat ing (5) start ing from a large enough but oth-
erwise arbit rary scale (denoted by ΛUV ) down to k = 0, we can obtain Γ = Γk= 0. Since we
can obtain the dressed fermion propagator and 1PI vertex funct ions, all informat ion on
thermodynamics is available using fermionic FRG formalism.
To solve the flow equat ion (5), we consider the following vertex expansion of Γk :

Γk [ψ,ψ] =
∫ (T )

p
ψ(p)[G−1 − Σk ](p)ψ(p)

+
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p,q,q′
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p
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p
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p
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p
2 + q′) + O((ψψ)3), (7)

whereΣk and Γ(4)k are theself-energy and the four-point vertex, respect ively. In the following,
we truncate the expansion up to fourth order and study the flow equat ions of Σk and Γ(4)k
without the int roduct ion of auxiliary bosonic fields. (We call such an approach a fermionic
FRG method or f-FRG method.) The crit ical temperature Tc of the superfluid t ransit ion
will always be obtained from the high temperature side, which means that we will work
in the normal phase. To study the superfluid phase below Tc, one needs to int roduce an
explicit symmetry breaking term in the classical act ion. Otherwise, a second order phase
transit ion would occur in terms of k at a nonzero value (since the flow always crosses the
crit ical surface) leading to the divergence of the four-point funct ion and the breakdown of
the flow equat ion [30, 35].
Let us now discuss the actual choice of the IR regulator Rk , which needs to suppress low-

energy excitat ions of the system properly. In theweak coupling regime, where fermions form
a Fermi sphere, Rk must suppress both part icle and hole excitat ions around the Fermi level
defined through p2/ 2m = µ + σ0: Here σ0 is a constant part of the self-energy Σ0 near the
Fermi sphere. A suitable regulator for this purpose is Lit im’s opt imized regulator [36] with
a self-energy term [22];

∫ (T )

p
ψ(p)Rk (p)ψ(p) ≡

∫ (T )

p
ψ(p)

[ k2
2m sgn(ξ(p)) − ξ(p)

]
θ
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2m − |ξ(p)|

)
ψ(p), (8)

where ξ(p) ≡ p2

2m − µ − σ0 denotes the energy relat ive to the Fermi level. For a second-order
phase transit ion, thecrit ical point T = Tc can bedetermined from theThouless criterion [37]
by looking at thedivergenceof the fermion-fermion scat teringmatrix at the total momentum
p = 0. In our case, this reads

[
Γ(4)k= 0(p = 0)

]−1
= 0 at T = Tc. (9)

Our primary goal is to calculate the rat iosTc/ εF and µ/ εF as a funct ion of the dimension-
less constant 1/ (kFas): Here as is the scat tering length between fermions, kF ≡ (3π2n)1/ 3
with n being the fermion number density and εF ≡ k2F / 2m = (3π2n)2/ 3/ 2m. Note that the
number density n is related to T and µ through the number equat ion:

n = ⟨ψψ⟩ = 2
∫ (T )

p

−1
G−1(p) − Σ0(p)

. (10)

3. BCS+GMB theory from fermionic FRG method

Taking the vertex expansion (7) of the scale dependent 1PI effect ive act ion Γk [ψ,ψ] up to
n = 2 and applying the flow equat ion (5), a closed set of equat ions for the self-energy and

4/ 20

Add infrared regulator Rk to the action S, k being the sliding momentum scale, e.g.,  

Wetterich’s flow equation: 

Γk = ψ̄1[G
−1
0 − Σk +Rk]ψ2 + Γ(4)ψ̄1ψ̄2ψ3ψ4 + ...

Truncate the flow equation, 

Tanizaki et al, Prog. Theor. Exp. Phys. 043I01, (2014) 

∂kΓk = −1

2
∂kTr ln

[
Γ(2) +Rk

]

Rk (p) =

˜



Technical slide 2: parametrize the flow

In the limit of large k>>kF,  Γ is the bare interaction.

Discretize |q| and decompose Γ into angular momentum channels {m}.

V (p) = 2πp[cos2 φ sin2 θ − cos2 θ]d2Γk→Λ(q, q
′) = V (q− q′)

q = (|q|,φ)

Γk at the end of the flow k→0 contains information about the instability and Tc.

Γk(p; q, q
′) =

∑

m

Γm(p; |q|, |q′|)eim(φ−φ′)



Flow in the particle-particle channel: p-wave superfluidity
Renormalization flow in the particle-particle channel

! Take Σ = 0 and ignore
paricle-hole correlations to
get a simplified picture of
superfluid instability.

! we monitor the
renormalization flow for
different dipolar angle θ0
and dipolar interaction
strength ≡ g

! Divergence of Γk=0 signals
superfluid instability.
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Divergence of  Γ (i.e. zero of 1/Γ) signals the transition to superfluid.

• Neglected the self energy correction; 
• Neglected the particle-hole channel.
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The superfluid transition temperature

Remaining questions: 

1. How about the particle-hole channel? 
2. Self energy corrections (Fermi surface distortion, nematic phase…). 
3. Solving the full flow equation numerically. 

Crit ical temperature
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3. Magnetism of confined dipoles on lattice          
(preliminary results, very speculative)

Collaborator: 
Zhenyu Zhou (Pitt and GMU) 
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FIG. 1: (Color online) The ground state phase diagram for the spin-
1
2 AFM Heisenberg J1-J2 model on the square lattice, as deter-
mined by accurate DMRG calculations on long cylinders with Ly

up to 14. Changing the coupling parameter J2/J1, three different
phases are found: Néel antiferromagnet (AFM), topological quan-
tum spin liquid (QSL), and stripe AFM phase. ms(k0 = (π,π))
[ms(kx = (π, 0))] denotes the staggered magnetization in the Néel
AFM phase [stripe AFM phase], whose saturation value is 1/2. ∆S

and ∆T denote the spin singlet gap and spin triplet gap, respectively.

convincing demonstration of vanishing VBS order does, indi-
rectly, imply interesting QSL physics. It is, however, less im-
portant to characterizing and proving the existence of a QSL
than positive, direct evidence of long-range entanglement.

Most of the literature on the intermediate phase of the J1-
J2 model has focused on the possibility of symmetry breaking
VBS order. Many of these prior studied have suggested that
the intermediate state has VBS order. We note, however, that
all numerical results for the J1-J2 model are based either on
biased techniques (such as series expansion or coupled clus-
ter methods, or fixed node or related versions of Monte Carlo
adapted to avoid the sign problem which is present for unbi-
ased Monte Carlo in this system), or on exact diagonalization
of very small systems. Some theoretical motivation for the
possibility of VBS order comes from the theory of deconfined
quantum criticality28, which predicts that a continuous quan-
tum phase transition – a deconfined quantum critical point
(DQCP) – should occur between an ordered Neél state and
a plaquette or columnar VBS state, in some models. How-
ever, the existence of such a transition does not in any way
imply that it occurs for the J1-J2 model in question, or that
this particular model even harbors a VBS phase. Other theo-
retical motiviation for VBS order comes from its presence in
some large-N generalizations of the nearest-neighbor Heisen-
berg antiferromagnet. However, these large N studies are not
controllably close to the SU(2) case and moreover do not con-
sider second neighbor interactions. In short, we believe there
is very little compelling evidence for the existence of VBS
order in the isotropic S = 1/2 J1-J2 model to be found in
the prior literature. We will return to discuss VBS states in
Sec. VI A.

The only unbiased technique capable of treating generic
frustrated two dimensional spin systems of moderately large
size is the Density Matrix Renormalization Group (DMRG)

method.7,29–31 While the sizes that can be studied using the
DMRG are not as large as those accessibly by quantum Monte
Carlo (QMC) for unfrustrated models, they are still very large
and they are not limited by the sign problem, which prevents
application of QMC to most realistic physical models. More-
over, the DMRG has some advantages over QMC: it is intrin-
sically a zero temperature technique, and obtains a convenient
representation of the ground state wavefunction. Most impor-
tantly for our purposes, the DMRG is very efficient and conve-
nient for calculating the entanglement entropy, which we re-
turn to in some detail below. In this paper, we report the results
of extensive simulations (with truncation error ∼ 10−7) on nu-
merous cylinders of circumference Ly = 3− 14, and lengths
Lx ≥ 2Ly . In our simulations, we measure spin-spin corre-
lation functions, correlation functions and expectation values
of VBS order parameters, bulk singlet and triplet energy gaps,
and entanglement entropy. All results confirm the existence
of magnetic order for small and large J2, and that (see Fig. 1)
the ground state for 0.41 ≤ J2/J1 ≤ 0.62 is non-magnetic, in
very good agreement with the most accurate prior results from
series expansion and coupled cluster24 methods. Furthermore,
we find that the intermediate phase has a gap to both singlet
and triplet excitations and, within our uncertainty, no VBS or-
der in the 2D limit as extrapolated from the VBS correlation
functions. We carry out further checks for possible finite-size
effects due to the boundaries, to see if this might artificially
suppress VBS order, and see no indication that this is the case.

The latter results suggests a QSL state, based on negative
evidence: the apparent absence of VBS order. We find two
positive evidences that this suggestion is correct, and that the
state is a Z2 QSL. First, we find a non-zero TEE, γ, which
is a constant and universal reduction of the von Neumann en-
tanglement entropy, known to vanish in any gapped state with
short-range entanglement. Notably, we point out in Sec. IV
that discrete spontaneous symmetry breaking phases such as
valence bond solids have absolute ground states which are
Schrödinger cat states with a constant enhancement of the en-
tanglement entropy – i.e. an effect of opposite sign to the
TEE. Phases with non-zero γ and a gap to all excitations are
topological phases. Like conformal field theories in two di-
mensions, only discrete types of topological phases exist, with
discrete allowed values of γ (which plays a role somewhat
similar to the central charge in a conformal field theory). For
all points we have studied within the non-magnetic phase, the
value of γ is equal, within numerical uncertainty of 2%, to
ln(2), which is the minimal value possible for γ in a topolog-
ical phase with time-reversal symmetry. A topological entan-
glement entropy of γ = ln(2) implies either a Z2 QSL or a
“doubled semion” phase37. As there is, to our knowledge, no
theory suggesting the appearance of the semion phase in an
SU(2) invariant spin-1/2 model, we take this as strong evi-
dence for a Z2 QSL state. The second positive evidence for a
Z2 QSL is a remarkable odd/even effect, in which static VBS
order is entirely absent for even Ly but is observed directly in
the VBS expectation values for odd Ly . This is expected on
general theoretical grounds for a Z2 QSL, as we show in Ap-
pendix A 1. We compare the behavior of the numerically ob-
served static VBS order for odd circumference cylinders with

Hong-Chen Jiang, Hong Yao, and Leon Balents, PRB 86, 024424 (2012)

Quantum spin liquid in frustrated spin model: J1-J2 model

J1
J2H = J1

∑

⟨i,j⟩

S⃗i · S⃗j + J2
∑

⟨⟨i,j⟩⟩

S⃗i · S⃗j



Experiments 

Observation of dipolar spin-exchange 
interactions with lattice-confined polar 
molecules, 
B. Yan, S. A. Moses, B. Gadway, J. P. Covey, K. R. A. 
Hazzard, A. M. Rey, D. S. Jin & J. Ye, 
Nature 501, 521–525 (2013).

Nonequilibrium quantum magnetism in a dipolar lattice gas. 
A. de Paz, A. Sharma, A. Chotia, E. Maréchal, J. H. Huckans, P. Pedri, L. Santos, O. Gorceix, L. 
Vernac, and B. Laburthe-Tolra, 
Phys. Rev. Lett. 111, 185305  (2013)
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of the adiabatic transfer. The transfer to ms = −2 is
efficient provided that the ramp is longer than 1 ms, to
ensure adiabaticity, and no longer than 10 ms, to pre-
vent significant photon scattering. We recover the initial
atomic population in ms = −3 for a 1 to 5 ms long sym-
metric ramp, which proves adiabaticity.

FIG. 6: Characterization of the adiabaticity of the Raman
preparation. We show absorption images of the atomic sample after
Stern Gerlach separation of the Zeeman components following (left) a
non symmetric (with fast return to zero) and (right) a symmetric ramp
of the laser power. Provided an adequate duration for the ramp, we can
obtain in the first case an excited atomic sample with most (> 80%) of
the atoms transferred in ms = −2 , while in the second case we recover
a full polarized sample in ms = −3. The bottom curve shows the final
population in ms = −3 after the symmetric ramp as a function of the
ramp duration t: for t < 1 ms, the ramp is too fast and the transfer
in ms = −2 is not adiabatic; for t > 10 ms, photons can be scattered,
which alters the final state.

Effect of a transverse magnetic field In order
to confirm the validity of the Raman model to interpret
the state preparation, we have studied the influence of
the angle θ between the laser beam and the B field. We
plot on Fig. 7 the fractional population transferred in
ms = −3,−2,−1 at the end of the ramp, as a func-
tion of a B field component orthogonal to the laser Bx.
We kept the longitudinal component of the B field Bz

constant (with a corresponding Larmor frequency of 15
kHz). The laser power and wavelength were respectively
45 mW and 427.9 nm; the linear laser power ramp was
1.5 ms. We find a good agreement between experiment
results and our calculations provided a constant non zero
transverse component along the y axis, By = 5 kHz. For
the experimental parameters of this study, the Raman
ramp intensity is strong enough that some population is

FIG. 7: Test of the validity of the Raman model. We plot
the final population in ms = −1,−2,−3 as a function of a transverse
componentBx of the magnetic field, for a given value of the longitudinal
component (Bz=15 kHz). Points: experimental results. Full lines:
results of the calculations of our Raman model, assuming By = 5 kHz.

transferred as well to ms = −1.

S2.Description of the plaquette simulation for singlons
As mentioned in the main text, the spinor dynamics for
the case of maximally one atom per site (singlon gas) may
be described using a t-J-like model. In this section, we
discuss in more details some relevant issues concerning
this model and its numerical simulation.

FIG. 8: Schematics of the t − J model. We show in this picture
the different parameters included in our plaquette model. Our system
realizes in practice an anisotropic t − J model.

The coupling constants Vij between two sites i and j
in Eq. (3) of the paper depend on the vector separating
both sites, λ

2n, with n = (nz, nx), and may be evalu-
ated assuming a Gaussian dependence of the on-site wave
function

ψ0(r) =
1

π3/4
√

lxlylz
e−x2/2l2xe−y2/2l2ye−z2/2l2z (5)

where lj =
√

h̄/mωL
j , with ωL

j the effective on-site os-

cillator frequency in the j = x, y, z direction. Working
in momentum space, using convolution theorem and em-

4

occupied sites qm2
s. This shift may significantly hand-

icap inter-site spin-changing collisions. Interferometric
measurements (see S4) provide an upper value of 25 Hz
for q/h. Singly-occupied sites interact with each other
through the Heisenberg-like interaction (2), where the
coupling constants Vij are evaluated taking into account
the spatial extension of the on-site wave function, as dis-
cussed in the Supplementary Material (S2). We have an-
alyzed the exact quantum dynamics of the many-body
system for a 3 × 3 plaquette using exact diagonaliza-
tion employing periodic boundary conditions. In order
to evaluate the effect of the motion of residual holes left
behind in the preparation process, we consider among
the singly occupied sites one hole, initially localized at
one site. We find that hopping, although not fully negli-
gible, does not play a major role in our experiment, due
to the rather strong lattice employed. As shown in Fig.
2 the results of the plaquette calculation for q/h ≃ 15 Hz
are in very good agreement with our experimental data,
confirming that the observed spin dynamics results from
the Heisenberg-like interactions in eq.(3).

FIG. 3: Fast spin exchange dynamics due to contact inter-
actions. The experimental evolution of the different spin components
shows damped oscillations. For this specific data, the lattice depth
was reduced, corresponding to lattice band gaps of (ωL

x , ωL
y , ωL

z ) =
2π×(100, 50, 145) kHz. The value of the pseudo period for ms = −3,−2
is in good agreement with theory. Full lines are results of fit with
damped exponentials.

We now discuss the case where we do not empty doubly
occupied sites (doublons). As shown below this scenario
is characterized by the rich interplay between contact in-
teractions and DDI in the s = 3 spin gas. The system
consists of a core of doublons surrounded by a shell of sin-
glons, following the ”wedding cake” atomic distribution
characteristic of a trapped Mott state [35]. We operate
also in this case at a B field (≃ 10 mG) much larger
than the critical field for spontaneous demagnetization

FIG. 4: Slow spin exchange dynamics due to dipole-dipole
interactions. The experimental evolution of different spin components
shows oscillations on a few ms time scale. Lines are results of fits to
the data with damped exponentials.

[27] that precludes any spin dynamics when atoms are
prepared in ms = −3. The state preparation at t=0 is
identical to the singlon case, and the subsequent spin
dynamics is illustrated in Figs. 2, 3, and 4) . At a
short time scale, we observe fast spin oscillations (Fig.3),
which damp in a few hundred µs. Then a second and
slower dynamics occurs (Fig. 4), showing two to three
spin oscillations with a period of about 3 ms. After these
oscillations are damped, we observe a slow drift of pop-
ulations similar to the case of singlons, as shown in Fig.
2. All the observed spin dynamics occurs at constant
magnetization.
The fast spin oscillations shown in Fig. 3 result from

on-site spin dependent contact interactions. For an iso-
lated site with two atoms, the eigenstates are character-
ized by a total spin S and spin projection M along the B
field. A state of two atoms in ms = −2 in the same lat-
tice site constitutes a linear superposition of states with

M = −4 and S = 6 and 4,
√

6
11 |6,−4⟩ −

√

5
11 |4,−4⟩.

Thus a Rabi-like oscillation [36] is expected, with a period
corresponding to the beating of the two eigenfrequencies:

Tc =
h

n0|g6 − g4|
(4)

where n0 =
∫

d3r|ψ0(r)|4, with ψ0(r) the on-site wave

function, and gS = 4π h̄2

m aS [37], with m the mass of
the atoms and aS the s-wave scattering length associated
with the scattering channel with total spin S. For the
data in Fig. 3, n0 ≃ 6.3 1020 m−3. Employing the values
of a6 and a4 from Ref. [38], we then obtain a theoretical
oscillation period Tc ≃ 320± (50) µs, in good agreement
with the period of the oscillations of the populations in
ms = −3,−2 shown in Fig. 3, 280 ± (30) µs. These
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product of two such quantities is defined as Ǎ ⊗ B̌ = ei(∂
A
ϵ ∂B

t −∂A
t ∂B

ϵ )/2Ǎ(ϵ, t)B̌(ϵ, t). The kinetic
equation has to be solved in conjunction of the self-energy equations for ∆̌ and σ̌.

(3) Solution strategy. Given the complexity of the theory (disguised by its compact notation), PI
proposes to first build a qualitative understanding before solving the kinetic equation in successive
steps. Results from each step below will be checked against known results whenever possible.

➊ Classify the collective modes of ∆ from symmetry; find the selection rules for their coupling
to sound (distortions in distribution function f) following the example of 3He [112].

➋ Parametrize the self-energy equation for ∆̂R,A and σ̂R,A with forward scattering amplitudes
and pairing interactions, expanded in Legendre polynomials, using the mean field and FRG results
in A above as a guide. This is a crucial step to capture the unique features of dipolar superfluid.

➌ Find the solutions in bulk equilibrium, ǧ0, σ̌0, ∆̌0, in the absence of v̌, including the temper-
ature dependent gap ∆(kf , T ). Compare with mean field theory [59, 60, 61].

➍ Consider small deviation from equilibrium, ǧ = ǧ0+δǧ, ∆̌ = ∆̌0+δ∆̌ etc. Then the linearized
equation reads,

[ϵτ̌3 − ∆̌0 − σ̌0, δǧ]⊗ + ivF ·∇rǧ = [δ∆̌+ δσ̌, ǧ0]⊗,

with orthogonal condition {ǧ0, δǧ}⊗ = 0. Turn off ∆ by hand, solve the linearized equation to yield
sound modes in normal state.

➎ Solve for the spectra of order parameter collective modes within the superfluid phase, neglect-
ing coupling to sound modes. Check the anisotropy and renormalization due to Landau interactions.

➏ Solve for the coupled oscillations of f and ∆ to find the normal modes spectra, estimate the
damping of modes with frequency below the gap edge, summarize predictions for experiments.

(4) Time and personnel. PI’s expertise on quasiclassical theory (see publications [114, 115, 116,
117, 118]) makes him ideally suited for the proposed task. A graduate student will be trained to
carry out the proposed calculations with the help of PI. Undergraduate students will participate in
the numerical subtasks, such as solving the gap equation, numerical integration by quadratures, and
normal modes analysis. PI has argued the viability of this approach based on its previous success
in 3He and unconventional superconductors. In fact, the Wigner distribution function f(r,kf ),
related to gK here, has been used to investigate the thermodynamics and instability of normal
state dipolar Fermi gases [46, 47, 119]. Completing project B is estimated to take about 2 years.

(5) Impacts. Two big goals of quantum gas research are to observe the putative d-wave superfluid
in the Fermi Hubbard model, and to realize p-wave topological superfluid in Fermi gases with spin-
orbit coupling. Proposed research on project B will yield an efficient, accurate theoretical tool that
can be applied to investigate the non-trivial collective modes of these non-s-wave atomic superfluids
as well. In the longer term, PI plans to apply both the FRG and quasiclassical analysis to spin-orbit
coupled Fermi gases. The impact of this project is thus not confined to dipolar Fermi gases.

C. Magnetic order of strongly interacting dipoles beyond mean field theory.

This project is motivated by recent experiments realizing lattice spin models of dioplar bosons
(Cr atoms [37]) and fermions (KRb molecules [36]) described by Hamiltonians of the form

Hd =
J

2

∑

i ̸=j

f(ri − rj)(s
x
i s

x
j + syi s

y
j + ηszi s

z
j ).

Here si = (sxi , s
y
i , s

z
i ) is the spin at site i, η describes the anisotropy depending on the detailed
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implementat ion (e.g., η = 0 for the KRb experiment), f (r ) = [1− 3cos2( r̂ · d̂)](a/ r )3 characterizes
the long range, anisot ropic spin exchange due to dipolar interact ion, and a is the lat t ice constant .
Exact diagonalizat ion of dipolar fermions at half-filling on square lat t ice by PI [unpublished, see
Fig. 1(c)] also points to novel spin states at st rong coupling where the system reduces to the spin
model above. For general dipole orientat ion d̂, various spin exchanges, e.g., those along different
direct ions between the nearest and next nearest neighbors, compete with each other. Thus, similar
to frust rated magnets, mean field theories areunreliablewhile quantum MonteCarlo tends to suffer
from the sign problem. PI proposes to solveHd for s = 1/ 2 in two dimensions by using a new class
of promising approximat ion schemes to go beyond mean field theory to gain insights.

(1) Variational ansatz based on tensor product states. Density-matrix renormalizat ion group
has achieved great success in accurately predict ing the low energy propert ies of 1D strongly corre-
lated quantum systems [120, 121]. When viewed as a variat ional technique, its success is at t ributed
to the use of matrix product states (MPS) [121, 84]. Extending the idea to 2D spin models gave
birth to variat ional ansatz based on tensor product states, the higher dimension generalizat ion of
MPS [84]. One example is the projected entangled pair states (PEPS) that have been successfully
applied to 2D frust rated spin models [122, 123, 124]. In collaborat ion with a current postdoc
Dr. Zhenyu Zhou (not supported by this project ) who has previous research experience on tensor
product states [125], PI plans to solve Hd for s = 1/ 2 on the square lat t ice, by following the well
documented algorithms of PEPS as applied to the Shastry-Sutherland model [123] and truncat ing
the spin exchange in Hd up to r =

√
2a. For tensor-dimension D = 2, a typical workstat ion such as

iMac with 8GB memory in PI ’s group is sufficient for the proposed work. For a L = 10×10 system
with periodic boundary condit ions, the variat ional energy is est imated to converge (up to 10−4
error) within two days (3.4 GHz Intel Core i7). PI plans to first check the variat ional ground state
energy E0 obtained from PEPS against Lanczos exact diagonalizat ion results, and then perform
finite scaling of E0 and the magnet izat ion with respect to L and D . An undergraduate student
will be recruited and trained to parallelize the algorithm to study larger systems by migrat ing the
code from workstat ion to the ARGO cluster which has 64G up to 512G RAM on each node (see
Facilit ies, Equipments and Other Resources). The results will then be analyzed to yield a phase
diagram versus J and d̂. This sub-project will take 1 to 1.5 years.

(2) Tensor renormalization group (TRG). Tensor network states [126, 127, 128] also emerged
in recent years as a surprisingly efficient way to perform numerical coarse graining, i.e., real space
RG, of quantum lat t ice models with local interact ions [129, 130]. This is possible because their
part it ion funct ionscan bewrit ten as the t raceof a product of local tensors. A comprehensive review
of real space RG and recent TRG development can be found in Ref. [83]. In part icular, for a few
important models [131], TRG was shown to circumvent the infamous sign problem in Monte Carlo
simulat ions [132] with relat ively low computat ional cost . Applicat ion of TRG to the single- and
two-species Bose-Hubbard model by Zou et al. has yielded phase diagrams in excellent agreement
with Monte Carlo methods [133]. As a long term plan going beyond the PEPS variat ional ansatz
above, PI plans to learn this promising new technique and apply it to the t runcated spin model Hd
to assess its improvements over PEPS. A full analysis of Hd based on TRG however is outside the
scope of this proposal.

Project C will yield insights on a new classof lat t ice spin modelswith long rangeand anisot ropic
exchange that are unat tainable from mean field theories. It will also st imulate further technical
developments along the linesof tensor product states and TRG for novel phasesof quantum matter.
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product of two such quant it ies is defined as Ǎ ⊗ B̌ = ei (∂Aϵ ∂Bt −∂At ∂Bϵ )/ 2Ǎ(ϵ, t)B̌ (ϵ, t). The kinet ic
equat ion has to be solved in conjunct ion of the self-energy equat ions for ∆̌ and σ̌.

(3) Solution strategy. Given the complexity of the theory (disguised by its compact notat ion), PI
proposes to first build a qualitat ive understanding before solving the kinet ic equat ion in successive
steps. Results from each step below will be checked against known results whenever possible.

➊ Classify the collect ive modes of ∆ from symmetry; find the select ion rules for their coupling
to sound (distort ions in dist ribut ion funct ion f ) following the example of 3He [112].

➋ Parametrize the self-energy equat ion for ∆̂R,A and σ̂R,A with forward scat tering amplitudes
and pairing interact ions, expanded in Legendre polynomials, using themean field and FRG results
in A above as a guide. This is a crucial step to capture the unique features of dipolar superfluid.

➌ Find the solut ions in bulk equilibrium, ǧ0, σ̌0, ∆̌0, in the absence of v̌, including the temper-
ature dependent gap ∆(k f , T ). Compare with mean field theory [59, 60, 61].

➍ Consider small deviat ion from equilibrium, ǧ = ǧ0+ δǧ, ∆̌ = ∆̌0+ δ∆̌ etc. Then the linearized
equat ion reads,

[ϵτ̌3 − ∆̌0 − σ̌0, δǧ]⊗ + ivF ·∇r ǧ = [δ∆̌ + δσ̌, ǧ0]⊗,
with orthogonal condit ion { ǧ0, δǧ}⊗ = 0. Turn off ∆ by hand, solve the linearized equat ion to yield
sound modes in normal state.

➎ Solve for the spect ra of order parameter collect ivemodeswithin the superfluid phase, neglect -
ing coupling to sound modes. Check theanisot ropy and renormalizat ion due to Landau interact ions.

➏ Solve for the coupled oscillat ions of f and ∆ to find the normal modes spectra, est imate the
damping of modes with frequency below the gap edge, summarize predict ions for experiments.

(4) Time and personnel. PI ’s expert ise on quasiclassical theory (see publicat ions [114, 115, 116,
117, 118]) makes him ideally suited for the proposed task. A graduate student will be t rained to
carry out the proposed calculat ions with the help of PI. Undergraduate students will part icipate in
thenumerical subtasks, such assolving thegap equat ion, numerical integrat ion by quadratures, and
normal modes analysis. PI has argued the viability of this approach based on its previous success
in 3He and unconvent ional superconductors. In fact , the Wigner dist ribut ion funct ion f (r , k f ),
related to gK here, has been used to invest igate the thermodynamics and instability of normal
state dipolar Fermi gases [46, 47, 119]. Complet ing project B is est imated to take about 2 years.

(5) Impacts. Two big goalsof quantum gas research are to observe theputat ived-wavesuperfluid
in the Fermi Hubbard model, and to realize p-wave topological superfluid in Fermi gases with spin-
orbit coupling. Proposed research on project B will yield an efficient , accurate theoret ical tool that
can beapplied to invest igate thenon-t rivial collect ivemodesof thesenon-s-waveatomic superfluids
aswell. In the longer term, PI plans to apply both theFRG and quasiclassical analysis to spin-orbit
coupled Fermi gases. The impact of this project is thus not confined to dipolar Fermi gases.

C . M agnet ic order of st r ongly int eract ing dipoles beyond mean field t heor y .
This project is mot ivated by recent experiments realizing lat t ice spin models of dioplar bosons

(Cr atoms [37]) and fermions (KRb molecules [36]) described by Hamiltonians of the form

Hd =
J
2
∑

i ̸= j
f (r i − r j )(sxi sxj + syi s

y
j + ηszi szj ).

Here si = (sxi , s
y
i , szi ) is the spin at site i , η describes the anisot ropy depending on the detailed
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implementat ion (e.g., η = 0 for the KRb experiment), f (r ) = [1− 3cos2( r̂ · d̂)](a/ r )3 characterizes
the long range, anisot ropic spin exchange due to dipolar interact ion, and a is the lat t ice constant .
Exact diagonalizat ion of dipolar fermions at half-filling on square lat t ice by PI [unpublished, see
Fig. 1(c)] also points to novel spin states at st rong coupling where the system reduces to the spin
model above. For general dipole orientat ion d̂, various spin exchanges, e.g., those along different
direct ions between the nearest and next nearest neighbors, compete with each other. Thus, similar
to frust rated magnets, mean field theories areunreliablewhile quantum MonteCarlo tends to suffer
from the sign problem. PI proposes to solveHd for s = 1/ 2 in two dimensions by using a new class
of promising approximat ion schemes to go beyond mean field theory to gain insights.

(1) Variational ansatz based on tensor product states. Density-matrix renormalizat ion group
has achieved great success in accurately predict ing the low energy propert ies of 1D strongly corre-
lated quantum systems [120, 121]. When viewed as a variat ional technique, its success is at t ributed
to the use of matrix product states (MPS) [121, 84]. Extending the idea to 2D spin models gave
birth to variat ional ansatz based on tensor product states, the higher dimension generalizat ion of
MPS [84]. One example is the projected entangled pair states (PEPS) that have been successfully
applied to 2D frust rated spin models [122, 123, 124]. In collaborat ion with a current postdoc
Dr. Zhenyu Zhou (not supported by this project ) who has previous research experience on tensor
product states [125], PI plans to solve Hd for s = 1/ 2 on the square lat t ice, by following the well
documented algorithms of PEPS as applied to the Shastry-Sutherland model [123] and truncat ing
the spin exchange in Hd up to r =

√
2a. For tensor-dimension D = 2, a typical workstat ion such as

iMac with 8GB memory in PI ’s group is sufficient for the proposed work. For a L = 10×10 system
with periodic boundary condit ions, the variat ional energy is est imated to converge (up to 10−4
error) within two days (3.4 GHz Intel Core i7). PI plans to first check the variat ional ground state
energy E0 obtained from PEPS against Lanczos exact diagonalizat ion results, and then perform
finite scaling of E0 and the magnet izat ion with respect to L and D . An undergraduate student
will be recruited and trained to parallelize the algorithm to study larger systems by migrat ing the
code from workstat ion to the ARGO cluster which has 64G up to 512G RAM on each node (see
Facilit ies, Equipments and Other Resources). The results will then be analyzed to yield a phase
diagram versus J and d̂. This sub-project will take 1 to 1.5 years.

(2) Tensor renormalization group (TRG). Tensor network states [126, 127, 128] also emerged
in recent years as a surprisingly efficient way to perform numerical coarse graining, i.e., real space
RG, of quantum lat t ice models with local interact ions [129, 130]. This is possible because their
part it ion funct ionscan bewrit ten as the t raceof a product of local tensors. A comprehensive review
of real space RG and recent TRG development can be found in Ref. [83]. In part icular, for a few
important models [131], TRG was shown to circumvent the infamous sign problem in Monte Carlo
simulat ions [132] with relat ively low computat ional cost . Applicat ion of TRG to the single- and
two-species Bose-Hubbard model by Zou et al. has yielded phase diagrams in excellent agreement
with Monte Carlo methods [133]. As a long term plan going beyond the PEPS variat ional ansatz
above, PI plans to learn this promising new technique and apply it to the t runcated spin model Hd
to assess its improvements over PEPS. A full analysis of Hd based on TRG however is outside the
scope of this proposal.

Project C will yield insights on a new classof lat t ice spin modelswith long rangeand anisot ropic
exchange that are unat tainable from mean field theories. It will also st imulate further technical
developments along the linesof tensor product states and TRG for novel phasesof quantum matter.
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Consider S=1/2, η=1, and truncate exchange interactions to next nearest neighbor. 
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Competing exchange interaction
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16 sites, our calculation. 

Benchmarking the exact diagonalization: J1-J2 model

State of the art: 40 sites, # of basis: 430 909 650 
J. Richter and J. Schulenburg, Eur. Phys. J. B 73, 117–124 (2010) 
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FIG. 2. Squares of order parameter, g,&, and M, associated

with collinear and Neel states, respectively, vs J2 (J| 2.0).
Solid (open) squares and triangles denote results for N 20
(N 16) as explained in the figure.
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0.4 0.8 2.0

FIG. l. (a) Some representative energy levels (per site) of
the %=16 lattice at Jl 2.0. E+ is the ground state, E — is
the first excited state odd under a ir/2 lattice rotation, Eswi,
Esw2 are spin waves, and Ep, Eg are excited states whose phys-
ical meaning is explained in the text. (b) Same as (a) but for
jV 20.

of operators are evaluated in the actual ground state tak-
ing into account the crossing levels. We explicitly
checked that our qualitative predictions are unchanged if
instead of the actual ground state for N=20 we consider
the state E+ in calculating expectation values.

Now we analyze the physical meaning of our results.
First we concentrate on the near degeneracy between E+
and E — for J2/Ji )0.55 where classically the system
decouples into two independent Neel-ordered sublattices.
However, for large but finite J2, thermal and/or quan-
tum fluctuations crucially alter this picture. The J&
term that couples the two sublattices cannot be neglect-

ed. The basic detail is that the coupling between the
fluctuations of each sublattice staggered magnetization is
maximum when they are parallel or antiparallel. Expli-
cit calculations at large S have sho~n that the infinite
degeneracy of the classical ground state is removed and
the system eAectively prefers to be locked in a state
where the magnetizations have a relative angle of 0 or z.
This results in dominant configurations having alternat-
ing rows (or columns) of spins up and down (that we will
call "strip" or collinear states) that are connected by a
lattice rotation of m/2. However, the tunneling between
them is through a high-energy barrier and thus exponen-
tially suppressed. The barrier diverges in the thermo-
dynamic limit and a spontaneous breakdown of the
discrete lattice rotational symmetry occurs.

Our results in Fig. 1 clearly support this picture,
confirming the validity of the spin-wave calculations
even for S 2 . E+ and E —correspond to the even and
odd combinations of the two collinear states with a split-
ting caused by tunneling in our finite system. Analyzing
the wave functions we found that indeed the classical
collinear states have relatively large coefticients. In the
collinear states there is a spin-wave mode in the "stag-
gered" direction. They correspond to the states Esw2 of
Fig. 1. Another way to check the existence of collinear
states is by using the order parameter

o;=s; (s, „-+s, „- —s, „-
—s, „-). (2)

0; takes values +1 or —1 for the collinear states. It
vanishes for a classical Neel state. %'e have studied the
square of this order parameter, defined as g,&,=((N 'g;0;) ), where the sum is over even sites. If a
collinearlike state is the ground state in the bulk limit
then g,t, should stay approximately constant with in-
creasing N. In Fig. 2 we show our results for g,~,. For
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An example of the energy spectrum

-0.55

-0.5

-0.45

-0.4

-0.35

-0.3

-0.25

-0.2

 10  20  30  40  50  60  70

En
er

gy
 p

er
 s

ite

Theta (degrees)

"p35-en.dat"
"p35-en.dat" u 1:5
"p35-en.dat" u 1:6
"p35-en.dat" u 1:7

φ = 35o

Jx

Jy
J1
J2



 0

 0.005

 0.01

 0.015

 0.02

 0.025

 0.03

 0.035

 0.04

 0.045

 0.05

 10  20  30  40  50  60  70

E 1
 - 

E 0

Theta (degrees)

φ = 45o

35o

40o

30o

Excitation (spin) gap



“Order Parameter” 

 0

 10

 20

 30

 40

 50

 60

 10  20  30  40  50  60  70

O
rd

er
 P

ar
am

et
er

Theta (degrees)

"pipi.dat"
"zeropi.dat"
"pizero.dat"

M(π,π)

M (0,π)

M (π,0)

θ = 15o θ = 50o

θ = 35o

M (Q) =
∑

i ,j
⟨si · sj ⟩eiQ·(ri−rj )



Speculations

• This model can be highly, even maximally, frustrated; 

• It is closely related to J1-J2 model; but the physics is even richer; 

• Our numerical study (for small lattice) suggests a gaped quantum 
paramagnetic phase between the Neel and collinear ordered phase;  

• Numerics on larger size systems is required to resolve the phase diagram. 
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