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Astrophysics independence

Comparing two positive results: Drees and Shan; 0803.4477, 0809.1295

vmin space: PJF, Liu, Weiner; 1011.1915

Applications to CDMS, CoGeNT, COUPP, CRESST, DAMA, LUX, XENON,light 
DM, etc; 1103.3481, 1106.0743,1106.6241, 1107.0715, 
1107.0741,1110.5338,1304.6066, 1304.6183,....

Annual modulation: Herrero-Garcia et al.; 1112.1627, 1205.0134 

Including detector effects: Gelmini and Gondolo; 1202.6359

Extension to iDM: Bozorgnia et al.; 1305.3575

Extension to general interactions and kinematics: Del Nobile et al.; 1306.7273

Unbinned analysis: PJF, Kahn, McCullough; 1403.6830
.............
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Comparisons between positive signals and null results are discussed in Sec. 2.3. In Sec. 2.4,
we describe how the halo-independent information for one specific DM mass may be simply
and unambiguously mapped to other DM masses, avoiding the proliferation of limit plots and
calculations. The reader only interested in a short explanation of how to apply the methods
can proceed directly to Sec. 2.5 where all necessary calculation steps for setting limits and
for interpreting signals are briefly set out. In Sec. 3 the new unbinned halo-independent
methods are applied to the three anomalous events observed in the CDMS-Si detector and
compared to the current constraints from XENON10 and LUX. Finally, in Sec. 4 conclusions
and suggestions for areas of future development are presented. App. A contains a proof that
our method works equally well for both the idealized case of perfect energy resolution and
the more realistic case of finite experimental energy resolution.

2 Halo-Independent Analysis Methods

The di↵erential event rate2 at a direct detection experiment is
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where m� is the DM mass, mn the nucleon mass, µn� the nucleon-DM reduced mass, �n the
DM-nucleon scattering cross-section, ⇢� the local density, NA is Avogadro’s number, F (ER)
is the nuclear form factor which accounts for loss of coherence as the DM resolves sub-nuclear
distance scales, CT (A,Z) = (fp/fnZ + (A� Z)) is the usual coherent DM-nucleus coupling
factor, ✏(ER) is the detector e�ciency, and G(ER, E0

R) is the detector resolution function.
The velocity integral is

g(vmin) =
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v
d3v , (2.2)

where f(v) is the DM velocity distribution, and vE is the Earth’s velocity, both in the galactic
frame. We ignore the small time-dependence introduced by the Earth’s motion around the
Sun. For elastically scattering DM the minimum DM velocity required to produce a nuclear
recoil energy ER is

vmin(ER) =

s
mNER

2µ2
N�

, (2.3)

where µN� is the nucleus-DM reduced mass. As is now standard, the constant factors which
are common to all DM detectors are absorbed into a rescaled velocity integral

g̃(vmin) =
⇢��n
m�

g(vmin) . (2.4)

An observation critical to the halo-independent methods, first noted in [18, 19], is that
because the velocity integrand is positive definite, g̃(vmin) is a monotonically decreasing
function of vmin for any DM halo. This observation becomes very powerful in developing
halo-independent methods for the comparison of multiple experiments, as now described.

2Throughout this paper we consider only spin-independent coupling of DM to nuclei, the generalization of
these techniques to the spin-dependent case is straightforward.
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•Nuclear form factors, SI/SD + >2 others
•Atomic physics, detector response.
e.g. Leff, keVee → keVnr

[see talks from this 
workshop]

•Astrophysics
How is DM distributed in our neighbourhood?
So far we have only transited ~0.007pc, way below N-
body resolution
Baryons? SIDM? 
Dark disc?
Debris flow?
Gravitational focusing?

[Randall et al.] 

[Lisanti et al.] 

The uncertain world of direct detection
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FIG. 1: The regions in the elastic scattering cross section (per nucleon), mass plane in which dark matter provides a good fit to
the CoGeNT excess, compared to the region that can generate the annual modulation reported by DAMA at 90% confidence
(darker grey regions). In this figure, we have adopted v0 = 270 km/s and use two values of the galactic escape velocity:
vesc = 490 km/s (left) and vesc = 650 km/s (right). In calculating the DAMA region, we have neglected the lowest energy
bin (the effect of this is shown in later figures) and treated channeling as described in Ref. [26]. If a smaller fraction of events
are channeled in DAMA than is estimated in Ref. [26], the DAMA region will move upward, toward the yellow regions (near
σN ≈ 10−39.5 cm2, which include no effects of channeling), improving its agreement with CoGeNT. Also shown is the 90% C.L.
region in which the 2 events observed by CDMS can be produced. If the escape velocity of the galaxy is taken to be relatively
large, this region can also approach those implied by CoGeNT and DAMA. Constraints from the null results of XENON10 and
the CDMS silicon analysis are also shown. For the XENON10 constraint, we have used the lower estimate of the scintillation
efficiency (at 1σ) as described in Ref. [27].

events can be fit very well by a ∼10 GeV dark matter particle with an elastic scattering cross section of ∼ 7 × 1041

cm2. In Fig. 1, we confirm this conclusion, where we show the parameter space region in which elastically scattering
dark matter can accommodate the CoGeNT excess at 90% confidence. In this figure, we have used v0 = 270 km/s
and vesc = 490 km/s. Here, and throughout this paper, 90% (99%) confidence regions are defined as contours of
χ2 = χ2

min + 4.61 (9.21), while constraints from null experiments are defined as 90% limits based on the maximum
gap [28] method. To carry out this fit, we have assumed that the background is well described by an exponential plus
constant, and we have required bin-by-bin that the background not exceed the amplitude of the dark matter signal.
Without a constraint on dark matter signal to background, the entire spectrum is well fit by a pure exponential
background. Tighter constraints on the amplitude of the background will correspond to the dark matter signal region
shifting to larger cross sections. We fit the data in 0.05 keV-electron-equivalent (keVee) bins from threshold at 0.4
keVee to 1.8 keVee where the dark matter signal is negligible. Peaks in the data (consistent with a background from
radioactive tin) at 1.1 and 1.29 keVee are fit by Gaussians of relative height 0.4 and with width consistent with the
experimental resolution at those energies (0.0774 and 0.078 keVee respectively). We can see that for appropriate
choices of the halo model and the fraction of channeled events in DAMA, the CoGeNT region can be consistent at
90% C.L. with the DAMA signal and the null results XENON and CDMS-Si. Some consistency between the preferred
region for CDMS with DAMA and CoGeNT can also be found. We now turn to discussing in detail how this occurs.
The DAMA experiment [1] observes an annual modulation in their count rate, which can be parameterized as

Ri = R0
i + S1

i cos[ω(t− t0)]. (5)

The subscript i in this expression denotes different energy bins. The constant term R0
i is composed of both a signal

component coming from dark matter initiated processes, and a background component arising from other sources of
nuclear recoil: R0

i = b0i + S0
i . The expressions for S0

i and S1
i are obtained by integrating Eq. (4) over a given energy

bin.
Channeling is a potentially important but difficult-to-predict theoretical effect which can significantly change the

interpretation of DAMA’s signal, especially when comparing this signal to the results of other direct detection experi-

Dependence on details of velocity distribution

v

fHvL

MB

vmin =

s
mNER

2µ2
N�
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FIG. 1: The regions in the elastic scattering cross section (per nucleon), mass plane in which dark matter provides a good fit to
the CoGeNT excess, compared to the region that can generate the annual modulation reported by DAMA at 90% confidence
(darker grey regions). In this figure, we have adopted v0 = 270 km/s and use two values of the galactic escape velocity:
vesc = 490 km/s (left) and vesc = 650 km/s (right). In calculating the DAMA region, we have neglected the lowest energy
bin (the effect of this is shown in later figures) and treated channeling as described in Ref. [26]. If a smaller fraction of events
are channeled in DAMA than is estimated in Ref. [26], the DAMA region will move upward, toward the yellow regions (near
σN ≈ 10−39.5 cm2, which include no effects of channeling), improving its agreement with CoGeNT. Also shown is the 90% C.L.
region in which the 2 events observed by CDMS can be produced. If the escape velocity of the galaxy is taken to be relatively
large, this region can also approach those implied by CoGeNT and DAMA. Constraints from the null results of XENON10 and
the CDMS silicon analysis are also shown. For the XENON10 constraint, we have used the lower estimate of the scintillation
efficiency (at 1σ) as described in Ref. [27].

events can be fit very well by a ∼10 GeV dark matter particle with an elastic scattering cross section of ∼ 7 × 1041

cm2. In Fig. 1, we confirm this conclusion, where we show the parameter space region in which elastically scattering
dark matter can accommodate the CoGeNT excess at 90% confidence. In this figure, we have used v0 = 270 km/s
and vesc = 490 km/s. Here, and throughout this paper, 90% (99%) confidence regions are defined as contours of
χ2 = χ2

min + 4.61 (9.21), while constraints from null experiments are defined as 90% limits based on the maximum
gap [28] method. To carry out this fit, we have assumed that the background is well described by an exponential plus
constant, and we have required bin-by-bin that the background not exceed the amplitude of the dark matter signal.
Without a constraint on dark matter signal to background, the entire spectrum is well fit by a pure exponential
background. Tighter constraints on the amplitude of the background will correspond to the dark matter signal region
shifting to larger cross sections. We fit the data in 0.05 keV-electron-equivalent (keVee) bins from threshold at 0.4
keVee to 1.8 keVee where the dark matter signal is negligible. Peaks in the data (consistent with a background from
radioactive tin) at 1.1 and 1.29 keVee are fit by Gaussians of relative height 0.4 and with width consistent with the
experimental resolution at those energies (0.0774 and 0.078 keVee respectively). We can see that for appropriate
choices of the halo model and the fraction of channeled events in DAMA, the CoGeNT region can be consistent at
90% C.L. with the DAMA signal and the null results XENON and CDMS-Si. Some consistency between the preferred
region for CDMS with DAMA and CoGeNT can also be found. We now turn to discussing in detail how this occurs.
The DAMA experiment [1] observes an annual modulation in their count rate, which can be parameterized as

Ri = R0
i + S1

i cos[ω(t− t0)]. (5)

The subscript i in this expression denotes different energy bins. The constant term R0
i is composed of both a signal

component coming from dark matter initiated processes, and a background component arising from other sources of
nuclear recoil: R0

i = b0i + S0
i . The expressions for S0

i and S1
i are obtained by integrating Eq. (4) over a given energy

bin.
Channeling is a potentially important but difficult-to-predict theoretical effect which can significantly change the

interpretation of DAMA’s signal, especially when comparing this signal to the results of other direct detection experi-
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Direct Detection

The only way we have of probing our local DM 
distribution

The second possibility contains a dark matter form fac-
tor F�i (following the standard normalization convention
F�i(ER = 0) = 1) and commonly occurs in models of
composite dark matter [45–47]. Our formalism will han-
dle the factorizable forms, i.e., the first three of Eq. (10),
which incorporates the vast bulk of what has been consid-
ered in the literature. We will not, however, consider the
cross sections that contain completely arbitrary nonfac-
torizable velocity and recoil energy dependence [c.f., the
most general form written on the fourth line of Eq. (10)].

We now turn to the question of what can be inferred
from a signal in direct detection experiments using (8)
without making any assumptions about f1 or the dark
matter scattering cross section ⇤0. We will however,
make an assumption about the maximum dark matter
speed, vmax, and we will demonstrate how the derived
dark matter properties depend on this assumption.

IV. DECONVOLUTED SCATTERING RATE

Since the scattering rate (8) in any given direct de-
tection experiment is proportional to the nuclear form
factor, we first factor it out. This leads to a definition of
a new quantity, R, that we call the “deconvoluted scat-

tering rate” – deconvoluted of the nuclear form factor,

R ⇥ 1

F 2
N (ER)

dR

dER

=
⇧

i

NimN

⌃ vmax

vi,min

dvi vifi1(vi)⇤̄i(vi, ER). (11)

Some overall factors have been buried into a normaliza-
tion factor, Ni = NT ⇥�i/(µ

2
im�i). While there are im-

portant uncertainties in the determination of dark mat-
ter nuclear form factors from nuclear data [48], this is
not our concern. Errors on the deconvoluted scattering
rate ought to take into account nuclear form factor un-
certainties.
Next, taking a derivative with respect to ER we find

dR
dER

=
⇧

i

NimN

⇤⌃ vmax

vi,min

dvivifi1(vi)
d⇤̄i(vi, ER)

dER

�vi,min
dvi,min

dER
fi1(vi,min)⇤̄(vi,min, ER)

⇥
. (12)

For arbitrary 2 ⌅ 2 kinematics (elastic or inelastic), we
can replace

vi,min
dvi,min

dER
=

m2
NE2

R � µ2
i �

2
i

4mNµ2
iE

2
R

. (13)

This is as far as we can go with a general signal from an
ensemble of WIMPs with arbitrary cross sections.
For a single WIMP with a factorizable cross section,

Eq. (11) can be used to solve for f1(v) (see also [49–52]):

f1(vmin(ER)) = � 4µ2E2
R

m2
NE2

R � µ2�2
1

N⇤0(vmin(ER))F 2
�(ER)

⇤
dR
dER

�R 1

F 2
�(ER)

dF 2
�(ER)

dER

⌅
. (14)

This result allows us to gain information on the velocity
distribution of dark matter evaluated at the minimum
velocity to scatter for a given recoil energy ER. With
scattering data over the range Emin

R < ER < Emax
R , we

obtain information on the velocity distribution f(v) over
a range of v: vmin(Emin

R ) < v < vmin(Emax
R ).

For an ensemble of WIMPs, ⌅i, without dark matter
form factors, the inversion result can be written as

dR
dER

=
⇧

i

wi(v, ER)fi1(v) , (15)

where the velocity distributions of the WIMPs are
“weighted” by the factors

wi(v, ER) = �1

4

�
m2

N

µ2
i

� �2i
E2

R

⇥
Ni⇤i0(v) (16)

For an ensemble of WIMPs with form factors, no simple
closed form can be written.

V. f-CONDITION

There is valuable information that can be extracted
from Eqs. (14) and (15). We know the velocity distribu-
tion of dark matter must be positive for all v,

f(v) ⇤ 0 , (17)

which we call the “f -condition”. Using this condition,
the right-hand side of Eq. (14) must be positive. Simi-
larly the f -condition also places constraints on the terms
appearing in Eq. (15).
Consider the case of single WIMP with standard elas-

tic scattering without a dark matter form factor, � = 0
and F 2

�(ER) = 1. From Eq. (14) we conclude that the de-
convoluted scattering rate is always a decreasing function
of ER.
A more striking consequence is reached if a rising de-

convoluted scattering rate is ever observed. Should there
be a range of data where the deconvoluted scattering rate

4

Is a signal a measurement of particle physics or 
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[PF, Kribs, Tait; see also, Drees and Shan, A. Peter, ...]

f-condition:

The second possibility contains a dark matter form fac-
tor F�i (following the standard normalization convention
F�i(ER = 0) = 1) and commonly occurs in models of
composite dark matter [45–47]. Our formalism will han-
dle the factorizable forms, i.e., the first three of Eq. (10),
which incorporates the vast bulk of what has been consid-
ered in the literature. We will not, however, consider the
cross sections that contain completely arbitrary nonfac-
torizable velocity and recoil energy dependence [c.f., the
most general form written on the fourth line of Eq. (10)].

We now turn to the question of what can be inferred
from a signal in direct detection experiments using (8)
without making any assumptions about f1 or the dark
matter scattering cross section ⇤0. We will however,
make an assumption about the maximum dark matter
speed, vmax, and we will demonstrate how the derived
dark matter properties depend on this assumption.

IV. DECONVOLUTED SCATTERING RATE

Since the scattering rate (8) in any given direct de-
tection experiment is proportional to the nuclear form
factor, we first factor it out. This leads to a definition of
a new quantity, R, that we call the “deconvoluted scat-
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im�i). While there are im-

portant uncertainties in the determination of dark mat-
ter nuclear form factors from nuclear data [48], this is
not our concern. Errors on the deconvoluted scattering
rate ought to take into account nuclear form factor un-
certainties.
Next, taking a derivative with respect to ER we find
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This is as far as we can go with a general signal from an
ensemble of WIMPs with arbitrary cross sections.
For a single WIMP with a factorizable cross section,

Eq. (11) can be used to solve for f1(v) (see also [49–52]):
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This result allows us to gain information on the velocity
distribution of dark matter evaluated at the minimum
velocity to scatter for a given recoil energy ER. With
scattering data over the range Emin

R < ER < Emax
R , we

obtain information on the velocity distribution f(v) over
a range of v: vmin(Emin

R ) < v < vmin(Emax
R ).

For an ensemble of WIMPs, ⌅i, without dark matter
form factors, the inversion result can be written as

dR
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=
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where the velocity distributions of the WIMPs are
“weighted” by the factors
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For an ensemble of WIMPs with form factors, no simple
closed form can be written.

V. f-CONDITION

There is valuable information that can be extracted
from Eqs. (14) and (15). We know the velocity distribu-
tion of dark matter must be positive for all v,

f(v) ⇤ 0 , (17)

which we call the “f -condition”. Using this condition,
the right-hand side of Eq. (14) must be positive. Simi-
larly the f -condition also places constraints on the terms
appearing in Eq. (15).
Consider the case of single WIMP with standard elas-

tic scattering without a dark matter form factor, � = 0
and F 2

�(ER) = 1. From Eq. (14) we conclude that the de-
convoluted scattering rate is always a decreasing function
of ER.
A more striking consequence is reached if a rising de-

convoluted scattering rate is ever observed. Should there
be a range of data where the deconvoluted scattering rate
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Direct Detection

The only way we have of probing our local DM 
distribution

The second possibility contains a dark matter form fac-
tor F�i (following the standard normalization convention
F�i(ER = 0) = 1) and commonly occurs in models of
composite dark matter [45–47]. Our formalism will han-
dle the factorizable forms, i.e., the first three of Eq. (10),
which incorporates the vast bulk of what has been consid-
ered in the literature. We will not, however, consider the
cross sections that contain completely arbitrary nonfac-
torizable velocity and recoil energy dependence [c.f., the
most general form written on the fourth line of Eq. (10)].

We now turn to the question of what can be inferred
from a signal in direct detection experiments using (8)
without making any assumptions about f1 or the dark
matter scattering cross section ⇤0. We will however,
make an assumption about the maximum dark matter
speed, vmax, and we will demonstrate how the derived
dark matter properties depend on this assumption.

IV. DECONVOLUTED SCATTERING RATE

Since the scattering rate (8) in any given direct de-
tection experiment is proportional to the nuclear form
factor, we first factor it out. This leads to a definition of
a new quantity, R, that we call the “deconvoluted scat-

tering rate” – deconvoluted of the nuclear form factor,
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=
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Some overall factors have been buried into a normaliza-
tion factor, Ni = NT ⇥�i/(µ

2
im�i). While there are im-

portant uncertainties in the determination of dark mat-
ter nuclear form factors from nuclear data [48], this is
not our concern. Errors on the deconvoluted scattering
rate ought to take into account nuclear form factor un-
certainties.
Next, taking a derivative with respect to ER we find
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can replace
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=
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This is as far as we can go with a general signal from an
ensemble of WIMPs with arbitrary cross sections.
For a single WIMP with a factorizable cross section,

Eq. (11) can be used to solve for f1(v) (see also [49–52]):

f1(vmin(ER)) = � 4µ2E2
R

m2
NE2

R � µ2�2
1

N⇤0(vmin(ER))F 2
�(ER)

⇤
dR
dER

�R 1

F 2
�(ER)

dF 2
�(ER)

dER

⌅
. (14)

This result allows us to gain information on the velocity
distribution of dark matter evaluated at the minimum
velocity to scatter for a given recoil energy ER. With
scattering data over the range Emin

R < ER < Emax
R , we

obtain information on the velocity distribution f(v) over
a range of v: vmin(Emin

R ) < v < vmin(Emax
R ).

For an ensemble of WIMPs, ⌅i, without dark matter
form factors, the inversion result can be written as
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=
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where the velocity distributions of the WIMPs are
“weighted” by the factors
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For an ensemble of WIMPs with form factors, no simple
closed form can be written.

V. f-CONDITION

There is valuable information that can be extracted
from Eqs. (14) and (15). We know the velocity distribu-
tion of dark matter must be positive for all v,

f(v) ⇤ 0 , (17)

which we call the “f -condition”. Using this condition,
the right-hand side of Eq. (14) must be positive. Simi-
larly the f -condition also places constraints on the terms
appearing in Eq. (15).
Consider the case of single WIMP with standard elas-

tic scattering without a dark matter form factor, � = 0
and F 2

�(ER) = 1. From Eq. (14) we conclude that the de-
convoluted scattering rate is always a decreasing function
of ER.
A more striking consequence is reached if a rising de-

convoluted scattering rate is ever observed. Should there
be a range of data where the deconvoluted scattering rate
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Here we use the reduced mass defined with respect to the
incoming particles,

µ ⇤ m�mN

m� +mN
. (1)

The recoil energy of the collision is ER = q2/2m�
N with

q2 = p2 + p�2 � 2p p� cos ⇥com . (2)

The recoil of energy ER, velocity v and cos ⇥lab are related
by,

v2

2
��

m�

m��
� v

m�

m��

⇣
2mN �ER cos ⇥lab

�
⌃
ER

⌅
1 +

mN �

m��

⇧
+ �� + �N

⌥
= 0 . (3)

Define � ⇤ �� + �N . If � > 0, we can safely perform an
expansion in �/m ⌅ 1 to obtain

vmin =
1⌥

2mNER

⌅
mNER

µ
+ �

⇧
. (4)

which taking �N ⇧ 0 is the well-known result for in-
elastic dark matter (iDM) [40–42]. By “safe” we mean
that our upper bound on vmin, which is in the far non-
relativistic regime, automatically implies |�| ⌅ m�,mN

to allow scattering to be kinematically possible.
Up to higher order terms in �/m, we obtain an expres-

sion for the recoil energy

E2
R + 2ER

µ

mN
(� � µv2 cos2 ⇥lab) +

µ2

m2
N

�2 = 0 (5)

The recoil energy is unique for a given fixed scattering
relative velocity v and nucleus recoil angle ⇥lab and can
be solved by the usual quadratic formula,

ER =
µ

mN

⇤�
µv2 cos2 ⇥lab � �

⇥
(6)

±(µv2 cos2 ⇥lab)
1/2
�
µv2 cos2 ⇥lab � 2�

⇥1/2✏
.

This result has the well known feature that the smallest
recoil energies come from maximizing v2 cos2 ⇥lab, corre-
sponding physically to head-on collisions at the highest
velocities available.

III. EVENT DISTRIBUTIONS

Our basic assumptions consist of assuming the scat-
tering process is o⇥ only one type of nuclei. We will,
however, remain general with respect to the possibility of
multiple WIMPs with di⇥erent masses, abundances, and
cross sections. One might think it requires a large coin-
cidence to have several dark matter particles with cross
sections large enough to produce events in an experiment.
However, there are well known counterexamples where it
can be natural to have the abundance of particles to be

independent of their mass (and thus, have several candi-
dates of di⇥erent masses with similar abundances, using
for example the WIMPless miracle [43]).
The event rate of dark matter scattering [44], di⇥eren-

tial in ER, is determined by

dR

dER
=
�

i

NT ⇤�i

m�i

� vmax

vi,min

d3⇧vi fi(⇧vi(t))
d⌅i|⇧vi|
dER

, (7)

where the sum is over di⇥erent species of WIMPs, mN ⌃
Amp is the nucleus mass with mp the proton mass and
A the atomic number. The recoil energy depends on the
kinematics of the collision, as described above. Given
our assumption of no significant time variation in the
rate, f(⇧vi(t)) ⇧ f(⇧vi), and thus we are e⇥ectively ne-
glecting the Earth’s motion around the Sun. This is a
reasonable approximation so long we are probing veloci-
ties larger than Earth’s velocity in the Sun’s frame, i.e.,
vmax � 30 km/s. Typically the maximum speed is taken
to be vmax = vearth + vesc, the galactic escape velocity
boosted into the Earth frame. However, vmax is ulti-
mately determined by the (unknown) details of the dark
matter velocity distribution in Earth frame.
Given our assumption of no direction dependent signal,

we can carry out the angular integral in Eq. (7), reduc-
ing it to a one dimensional integral where we introduce
the quantity1 f1(v) =

�
d�f(⇧v). The di⇥erential rate

becomes

dR

dER
=
�

i

NT ⇤�imN

µ2
im�i

F 2
N (ER)

⇥
� vmax

vi,min

dvi vifi1(vi)⌅̄i(vi, ER) , (8)

where we have written

d⌅i

dER
= F 2

N (ER)
mN

µiv2i
⌅̄i(vi, ER) (9)

in terms of the nuclear form factor F 2
N (ER). There are

several possible forms for the scattering cross section
⌅̄i(v, ER), depending on the interaction,

⌅̄i(v, ER) =

�
↵↵⌦

↵↵ 

⌅i0

⌅i0F 2
�i
(ER)

⌅i0(v)F 2
�i
(ER)

⌅i0(v, ER)

. (10)

The di⇥erent forms for ⌅̄ correspond to functional forms
of known dark matter scattering that contain velocity
and/or recoil energy dependence. The first possibility,
a constant independent of v and ER is the well-known
isotropic (s-wave) cross section that results at lowest
order in the non-relativistic expansion from many dark
matter models.

1 The velocity distribution is normalized such that
�
d3vf(v) = 1.
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The second possibility contains a dark matter form fac-
tor F�i (following the standard normalization convention
F�i(ER = 0) = 1) and commonly occurs in models of
composite dark matter [45–47]. Our formalism will han-
dle the factorizable forms, i.e., the first three of Eq. (10),
which incorporates the vast bulk of what has been consid-
ered in the literature. We will not, however, consider the
cross sections that contain completely arbitrary nonfac-
torizable velocity and recoil energy dependence [c.f., the
most general form written on the fourth line of Eq. (10)].

We now turn to the question of what can be inferred
from a signal in direct detection experiments using (8)
without making any assumptions about f1 or the dark
matter scattering cross section ⇤0. We will however,
make an assumption about the maximum dark matter
speed, vmax, and we will demonstrate how the derived
dark matter properties depend on this assumption.

IV. DECONVOLUTED SCATTERING RATE

Since the scattering rate (8) in any given direct de-
tection experiment is proportional to the nuclear form
factor, we first factor it out. This leads to a definition of
a new quantity, R, that we call the “deconvoluted scat-
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tion factor, Ni = NT ⇥�i/(µ

2
im�i). While there are im-

portant uncertainties in the determination of dark mat-
ter nuclear form factors from nuclear data [48], this is
not our concern. Errors on the deconvoluted scattering
rate ought to take into account nuclear form factor un-
certainties.
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This is as far as we can go with a general signal from an
ensemble of WIMPs with arbitrary cross sections.
For a single WIMP with a factorizable cross section,

Eq. (11) can be used to solve for f1(v) (see also [49–52]):
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This result allows us to gain information on the velocity
distribution of dark matter evaluated at the minimum
velocity to scatter for a given recoil energy ER. With
scattering data over the range Emin

R < ER < Emax
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obtain information on the velocity distribution f(v) over
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For an ensemble of WIMPs, ⌅i, without dark matter
form factors, the inversion result can be written as
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For an ensemble of WIMPs with form factors, no simple
closed form can be written.

V. f-CONDITION

There is valuable information that can be extracted
from Eqs. (14) and (15). We know the velocity distribu-
tion of dark matter must be positive for all v,

f(v) ⇤ 0 , (17)

which we call the “f -condition”. Using this condition,
the right-hand side of Eq. (14) must be positive. Simi-
larly the f -condition also places constraints on the terms
appearing in Eq. (15).
Consider the case of single WIMP with standard elas-

tic scattering without a dark matter form factor, � = 0
and F 2

�(ER) = 1. From Eq. (14) we conclude that the de-
convoluted scattering rate is always a decreasing function
of ER.
A more striking consequence is reached if a rising de-

convoluted scattering rate is ever observed. Should there
be a range of data where the deconvoluted scattering rate

4

(Deconvoluted) rate is a monotonically decreasing function, or 
there is non-standard particle physics e.g. inelastic or an 
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distribution

The second possibility contains a dark matter form fac-
tor F�i (following the standard normalization convention
F�i(ER = 0) = 1) and commonly occurs in models of
composite dark matter [45–47]. Our formalism will han-
dle the factorizable forms, i.e., the first three of Eq. (10),
which incorporates the vast bulk of what has been consid-
ered in the literature. We will not, however, consider the
cross sections that contain completely arbitrary nonfac-
torizable velocity and recoil energy dependence [c.f., the
most general form written on the fourth line of Eq. (10)].

We now turn to the question of what can be inferred
from a signal in direct detection experiments using (8)
without making any assumptions about f1 or the dark
matter scattering cross section ⇤0. We will however,
make an assumption about the maximum dark matter
speed, vmax, and we will demonstrate how the derived
dark matter properties depend on this assumption.
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This is as far as we can go with a general signal from an
ensemble of WIMPs with arbitrary cross sections.
For a single WIMP with a factorizable cross section,

Eq. (11) can be used to solve for f1(v) (see also [49–52]):
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This result allows us to gain information on the velocity
distribution of dark matter evaluated at the minimum
velocity to scatter for a given recoil energy ER. With
scattering data over the range Emin

R < ER < Emax
R , we

obtain information on the velocity distribution f(v) over
a range of v: vmin(Emin
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R ).

For an ensemble of WIMPs, ⌅i, without dark matter
form factors, the inversion result can be written as
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=
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For an ensemble of WIMPs with form factors, no simple
closed form can be written.

V. f-CONDITION

There is valuable information that can be extracted
from Eqs. (14) and (15). We know the velocity distribu-
tion of dark matter must be positive for all v,

f(v) ⇤ 0 , (17)

which we call the “f -condition”. Using this condition,
the right-hand side of Eq. (14) must be positive. Simi-
larly the f -condition also places constraints on the terms
appearing in Eq. (15).
Consider the case of single WIMP with standard elas-

tic scattering without a dark matter form factor, � = 0
and F 2

�(ER) = 1. From Eq. (14) we conclude that the de-
convoluted scattering rate is always a decreasing function
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A more striking consequence is reached if a rising de-

convoluted scattering rate is ever observed. Should there
be a range of data where the deconvoluted scattering rate
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Here we use the reduced mass defined with respect to the
incoming particles,

µ ⇤ m�mN

m� +mN
. (1)

The recoil energy of the collision is ER = q2/2m�
N with

q2 = p2 + p�2 � 2p p� cos ⇥com . (2)

The recoil of energy ER, velocity v and cos ⇥lab are related
by,
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2
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2mN �ER cos ⇥lab
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⌃
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⌅
1 +

mN �

m��

⇧
+ �� + �N
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Define � ⇤ �� + �N . If � > 0, we can safely perform an
expansion in �/m ⌅ 1 to obtain

vmin =
1⌥

2mNER

⌅
mNER

µ
+ �

⇧
. (4)

which taking �N ⇧ 0 is the well-known result for in-
elastic dark matter (iDM) [40–42]. By “safe” we mean
that our upper bound on vmin, which is in the far non-
relativistic regime, automatically implies |�| ⌅ m�,mN

to allow scattering to be kinematically possible.
Up to higher order terms in �/m, we obtain an expres-

sion for the recoil energy

E2
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(� � µv2 cos2 ⇥lab) +

µ2

m2
N
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The recoil energy is unique for a given fixed scattering
relative velocity v and nucleus recoil angle ⇥lab and can
be solved by the usual quadratic formula,
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⇥
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±(µv2 cos2 ⇥lab)
1/2
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µv2 cos2 ⇥lab � 2�

⇥1/2✏
.

This result has the well known feature that the smallest
recoil energies come from maximizing v2 cos2 ⇥lab, corre-
sponding physically to head-on collisions at the highest
velocities available.

III. EVENT DISTRIBUTIONS

Our basic assumptions consist of assuming the scat-
tering process is o⇥ only one type of nuclei. We will,
however, remain general with respect to the possibility of
multiple WIMPs with di⇥erent masses, abundances, and
cross sections. One might think it requires a large coin-
cidence to have several dark matter particles with cross
sections large enough to produce events in an experiment.
However, there are well known counterexamples where it
can be natural to have the abundance of particles to be

independent of their mass (and thus, have several candi-
dates of di⇥erent masses with similar abundances, using
for example the WIMPless miracle [43]).
The event rate of dark matter scattering [44], di⇥eren-

tial in ER, is determined by
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where the sum is over di⇥erent species of WIMPs, mN ⌃
Amp is the nucleus mass with mp the proton mass and
A the atomic number. The recoil energy depends on the
kinematics of the collision, as described above. Given
our assumption of no significant time variation in the
rate, f(⇧vi(t)) ⇧ f(⇧vi), and thus we are e⇥ectively ne-
glecting the Earth’s motion around the Sun. This is a
reasonable approximation so long we are probing veloci-
ties larger than Earth’s velocity in the Sun’s frame, i.e.,
vmax � 30 km/s. Typically the maximum speed is taken
to be vmax = vearth + vesc, the galactic escape velocity
boosted into the Earth frame. However, vmax is ulti-
mately determined by the (unknown) details of the dark
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Given our assumption of no direction dependent signal,

we can carry out the angular integral in Eq. (7), reduc-
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the quantity1 f1(v) =

�
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in terms of the nuclear form factor F 2
N (ER). There are

several possible forms for the scattering cross section
⌅̄i(v, ER), depending on the interaction,
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The di⇥erent forms for ⌅̄ correspond to functional forms
of known dark matter scattering that contain velocity
and/or recoil energy dependence. The first possibility,
a constant independent of v and ER is the well-known
isotropic (s-wave) cross section that results at lowest
order in the non-relativistic expansion from many dark
matter models.

1 The velocity distribution is normalized such that
�
d3vf(v) = 1.
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Is a signal a measurement of particle physics or 
astrophysics?

The second possibility contains a dark matter form fac-
tor F�i (following the standard normalization convention
F�i(ER = 0) = 1) and commonly occurs in models of
composite dark matter [45–47]. Our formalism will han-
dle the factorizable forms, i.e., the first three of Eq. (10),
which incorporates the vast bulk of what has been consid-
ered in the literature. We will not, however, consider the
cross sections that contain completely arbitrary nonfac-
torizable velocity and recoil energy dependence [c.f., the
most general form written on the fourth line of Eq. (10)].

We now turn to the question of what can be inferred
from a signal in direct detection experiments using (8)
without making any assumptions about f1 or the dark
matter scattering cross section ⇤0. We will however,
make an assumption about the maximum dark matter
speed, vmax, and we will demonstrate how the derived
dark matter properties depend on this assumption.

IV. DECONVOLUTED SCATTERING RATE

Since the scattering rate (8) in any given direct de-
tection experiment is proportional to the nuclear form
factor, we first factor it out. This leads to a definition of
a new quantity, R, that we call the “deconvoluted scat-

tering rate” – deconvoluted of the nuclear form factor,
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=
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Some overall factors have been buried into a normaliza-
tion factor, Ni = NT ⇥�i/(µ

2
im�i). While there are im-

portant uncertainties in the determination of dark mat-
ter nuclear form factors from nuclear data [48], this is
not our concern. Errors on the deconvoluted scattering
rate ought to take into account nuclear form factor un-
certainties.
Next, taking a derivative with respect to ER we find
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For arbitrary 2 ⌅ 2 kinematics (elastic or inelastic), we
can replace

vi,min
dvi,min

dER
=
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. (13)

This is as far as we can go with a general signal from an
ensemble of WIMPs with arbitrary cross sections.
For a single WIMP with a factorizable cross section,

Eq. (11) can be used to solve for f1(v) (see also [49–52]):

f1(vmin(ER)) = � 4µ2E2
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This result allows us to gain information on the velocity
distribution of dark matter evaluated at the minimum
velocity to scatter for a given recoil energy ER. With
scattering data over the range Emin

R < ER < Emax
R , we

obtain information on the velocity distribution f(v) over
a range of v: vmin(Emin

R ) < v < vmin(Emax
R ).

For an ensemble of WIMPs, ⌅i, without dark matter
form factors, the inversion result can be written as

dR
dER

=
⇧

i

wi(v, ER)fi1(v) , (15)

where the velocity distributions of the WIMPs are
“weighted” by the factors

wi(v, ER) = �1
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For an ensemble of WIMPs with form factors, no simple
closed form can be written.

V. f-CONDITION

There is valuable information that can be extracted
from Eqs. (14) and (15). We know the velocity distribu-
tion of dark matter must be positive for all v,

f(v) ⇤ 0 , (17)

which we call the “f -condition”. Using this condition,
the right-hand side of Eq. (14) must be positive. Simi-
larly the f -condition also places constraints on the terms
appearing in Eq. (15).
Consider the case of single WIMP with standard elas-

tic scattering without a dark matter form factor, � = 0
and F 2

�(ER) = 1. From Eq. (14) we conclude that the de-
convoluted scattering rate is always a decreasing function
of ER.
A more striking consequence is reached if a rising de-

convoluted scattering rate is ever observed. Should there
be a range of data where the deconvoluted scattering rate
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“Deconvoluted” rate

[PF, Kribs, Tait; see also, Drees and Shan, A. Peter, ...]

f-condition:

The second possibility contains a dark matter form fac-
tor F�i (following the standard normalization convention
F�i(ER = 0) = 1) and commonly occurs in models of
composite dark matter [45–47]. Our formalism will han-
dle the factorizable forms, i.e., the first three of Eq. (10),
which incorporates the vast bulk of what has been consid-
ered in the literature. We will not, however, consider the
cross sections that contain completely arbitrary nonfac-
torizable velocity and recoil energy dependence [c.f., the
most general form written on the fourth line of Eq. (10)].

We now turn to the question of what can be inferred
from a signal in direct detection experiments using (8)
without making any assumptions about f1 or the dark
matter scattering cross section ⇤0. We will however,
make an assumption about the maximum dark matter
speed, vmax, and we will demonstrate how the derived
dark matter properties depend on this assumption.

IV. DECONVOLUTED SCATTERING RATE

Since the scattering rate (8) in any given direct de-
tection experiment is proportional to the nuclear form
factor, we first factor it out. This leads to a definition of
a new quantity, R, that we call the “deconvoluted scat-

tering rate” – deconvoluted of the nuclear form factor,
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Some overall factors have been buried into a normaliza-
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im�i). While there are im-

portant uncertainties in the determination of dark mat-
ter nuclear form factors from nuclear data [48], this is
not our concern. Errors on the deconvoluted scattering
rate ought to take into account nuclear form factor un-
certainties.
Next, taking a derivative with respect to ER we find
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can replace
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This is as far as we can go with a general signal from an
ensemble of WIMPs with arbitrary cross sections.
For a single WIMP with a factorizable cross section,

Eq. (11) can be used to solve for f1(v) (see also [49–52]):
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This result allows us to gain information on the velocity
distribution of dark matter evaluated at the minimum
velocity to scatter for a given recoil energy ER. With
scattering data over the range Emin

R < ER < Emax
R , we

obtain information on the velocity distribution f(v) over
a range of v: vmin(Emin

R ) < v < vmin(Emax
R ).

For an ensemble of WIMPs, ⌅i, without dark matter
form factors, the inversion result can be written as

dR
dER

=
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wi(v, ER)fi1(v) , (15)

where the velocity distributions of the WIMPs are
“weighted” by the factors

wi(v, ER) = �1
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For an ensemble of WIMPs with form factors, no simple
closed form can be written.

V. f-CONDITION

There is valuable information that can be extracted
from Eqs. (14) and (15). We know the velocity distribu-
tion of dark matter must be positive for all v,

f(v) ⇤ 0 , (17)

which we call the “f -condition”. Using this condition,
the right-hand side of Eq. (14) must be positive. Simi-
larly the f -condition also places constraints on the terms
appearing in Eq. (15).
Consider the case of single WIMP with standard elas-

tic scattering without a dark matter form factor, � = 0
and F 2

�(ER) = 1. From Eq. (14) we conclude that the de-
convoluted scattering rate is always a decreasing function
of ER.
A more striking consequence is reached if a rising de-

convoluted scattering rate is ever observed. Should there
be a range of data where the deconvoluted scattering rate
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(Deconvoluted) rate is a monotonically decreasing function, or 
there is non-standard particle physics e.g. inelastic or an 

increasing DM form factor
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•Cannot determine anything about DM from a single 
positive result

•Assuming an escape velocity can place a lower bound on 
DM mass, but no upper bound

•Luckily we have other complementary searches, and 
multiple direct detection expts.
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dR

dER

=
NT MT ρ

2mχµ2

∫ vmax

vmin

d3"v
f("v, "vE)

v
σ(ER)

Direct Detection without bias

g(v)

vmin =

√

MT ER

2µ2

Recoil energy uniquely determines 
minimum DM velocity

dR

dER
=

NTMTF 2
N (Er)

2µ2

⇢�

m�
g(v)

[PF, Liu, Weiner]
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This brings to the central point of our e�orts: to make a comparison between two ex-

periments one must first determine whether the vmin space probed by the two experiments

overlaps. As a matter of practical course, a given experiment has a lower energy threshold

Emin, which can be translated into a lower bound on the vmin range. If experiment 1 has

data for the di�erential rate of DM scattering in their experiment, dR1/dER at energies E(1)
i

this can be used to predict a rate at energy E(2)
i at experiment 2, dR2/dER, or vice versa if

experiment 2 has the signal. Thus, we have

[E(1)
low, E

(1)
low] �⇥ [vlowmin, v

high
min ] �⇥ [E(2)

low, E
(2)
high], (6)

where

[E(2)
low, E

(2)
high] =

µ2
2M

(1)
T

µ2
1M

(2)
T

[E(1)
low, E

(1)
high]. (7)

We can invert (1) to solve for g(vmin) limited to the range vmin ⇤ [vlowmin,1, v
high
min,2]

g(vmin) =
2m�µ2

NA�mp ⇥ ⇤(ER)

dR1

dE1
(8)

This then allows us to explicitly state the expected rate for experiment two, again 2 re-

stricted to the energy range dictated by the appropriate velocity range i.e. E ⇤ [E(2)
low, E

(2)
high].

Analogous to the energy mapping above, we have a rate mapping,

dR1

dE1
�⇥ g(vmin) �⇥ dR2

dE2
, (9)

with

dR2

dER
(E2) =

�(2)µ2
1

�(1)µ2
2

⇤2(E2)

⇤1

�
µ2
1 M

(2)
T

µ2
2M

(1)
T

E2

⇥ dR1

dER

⇤
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌅
. (10)

Equations (7), (8) and (10) are the central results of this paper. They make no astrophysical

assumptions, but only rely upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing

this scenario, but the analysis for SD is similar. In this (SI) case we can use (5) to rewrite

2 Since g(v), by its definition, is a monotonically decreasing function of vmin, one can in principle go to

lower energies as well, but one may only place a lower bound on the predicted rate, rather than make a

true prediction.
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Solve for g(v)
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where we have introduced a target specific coe⇥cient
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⇥2
. (12)

In certain situations di�erential rates may not be available and instead it is only possible

to compare total rates, this is the situation at present with CRESST. In general the total

rate at a particular experiment with energy — and corresponding velocity — thresholds of

(Elow, vlowmin) and (Ehigh, v
high
min ), can be expressed as,
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where �(ER) an an energy-dependent e⇥ciency. To compare two experiments, we must

extract the energy dependent terms from the integral. So while we make no assumptions

about g(v), we evaluate the form factor at a value Ē2 = Ē1µ2
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1 (Ē1) is minimized or maximized, depending on whether we are

considering a putative signal or constraint. Thus comparisons of rates at two experiments

may then be simply compared by taking ratios of CT with the form factor evaluated at the
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�2(Ē2)F 2

2 (Ē2)
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In order to determine what comparisons can be made between experiments, we must ex-

amine the relevant velocity space they probe. We re-emphasize that the signal at energy

Elow < E < Ehigh is sensitive to all particles with velocity greater than vmin(E,MN ,M�)

through the integral g(vmin). A separate experiment with threshold Ẽ will o�er constraints

independent of astrophysics if the resulting minimum velocity ṽ < v2. The optimal limits are

reached when ṽ < v1. We illustrate this in Fig. 1 for an ensemble of experiments, some with

6

(10) in a simple form

dR2

dER
(E2) =

C(2)
T

C(1)
T

F 2
2 (E2)

F 2
1

⇤
µ2
1 M

(2)
T

µ2
2M

(1)
T

E2

⌅ dR1

dER

⇧
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌃
, (11)

where we have introduced a target specific coe⇥cient

C(i)
T = ⇥(i)

�
fp Z

(i) + fn (A
(i) � Z(i))

⇥2
. (12)

In certain situations di�erential rates may not be available and instead it is only possible

to compare total rates, this is the situation at present with CRESST. In general the total

rate at a particular experiment with energy — and corresponding velocity — thresholds of

(Elow, vlowmin) and (Ehigh, v
high
min ), can be expressed as,

R =
2NA⇤mp

m�

⇥

MT

⌥ vhigh

vlow

dv �(ER)⌅(ER(v))vg(v) . (13)

For the particular case of SI on which we are focused this becomes,

R =

⇤
2NA⇤ ⌅pmp

m� µ2
n� f

2
p

⌅⇤
µ2CT

MT

⌅⌥ vhigh

vlow

dv �(ER)F
2(ER(v))vg(v) , (14)

where �(ER) an an energy-dependent e⇥ciency. To compare two experiments, we must

extract the energy dependent terms from the integral. So while we make no assumptions

about g(v), we evaluate the form factor at a value Ē2 = Ē1µ2
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This brings to the central point of our e�orts: to make a comparison between two ex-

periments one must first determine whether the vmin space probed by the two experiments

overlaps. As a matter of practical course, a given experiment has a lower energy threshold

Emin, which can be translated into a lower bound on the vmin range. If experiment 1 has

data for the di�erential rate of DM scattering in their experiment, dR1/dER at energies E(1)
i

this can be used to predict a rate at energy E(2)
i at experiment 2, dR2/dER, or vice versa if

experiment 2 has the signal. Thus, we have

[E(1)
low, E

(1)
low] �⇥ [vlowmin, v

high
min ] �⇥ [E(2)

low, E
(2)
high], (6)

where

[E(2)
low, E

(2)
high] =
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2M
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T
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(2)
T

[E(1)
low, E

(1)
high]. (7)

We can invert (1) to solve for g(vmin) limited to the range vmin ⇤ [vlowmin,1, v
high
min,2]

g(vmin) =
2m�µ2

NA�mp ⇥ ⇤(ER)

dR1

dE1
(8)

This then allows us to explicitly state the expected rate for experiment two, again 2 re-

stricted to the energy range dictated by the appropriate velocity range i.e. E ⇤ [E(2)
low, E

(2)
high].

Analogous to the energy mapping above, we have a rate mapping,

dR1

dE1
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dE2
, (9)

with
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Equations (7), (8) and (10) are the central results of this paper. They make no astrophysical

assumptions, but only rely upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing

this scenario, but the analysis for SD is similar. In this (SI) case we can use (5) to rewrite

2 Since g(v), by its definition, is a monotonically decreasing function of vmin, one can in principle go to

lower energies as well, but one may only place a lower bound on the predicted rate, rather than make a

true prediction.
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not observe a signal. As described in [18], and Sec. 2.1, the most conservative limit on the
velocity integral at a specific value of vmin = vref , denoted g̃(vref ), may be determined by
considering limits on the function g̃(vmin) = g̃(vref )⇥(vref � vmin).

Calculating limits on g̃(vmin) in this way, and the best-fit values and confidence intervals
for g̃i suggested by a DM hint using the method above, leads to plots such as Fig. 2, showing
experimental limits and the best-fit values and confidence envelope for the velocity integral.
It should be emphasized that the envelope of g̃(vmin) does not imply that any curve passing
through the envelope will have a log-likelihood value of L  Lmin +�L, but it does imply
that there exists a curve which passes through any single point in the envelope within a
confidence interval satisfying L  Lmin +�L. Furthermore, no curve with L  Lmin +�L
lies outside the envelope.

The most important information in any such plot is the interplay between the limits
curve and the preferred envelope in the velocity integral. Consider a point on the lowest
boundary of the envelope in g̃(vmin) at a point v0min, denoted g̃�(v0min). The halo which
leads to this value of g̃(v0min) at v0min, but would predict the smallest possible number of
events in any detector, corresponds to g̃(vmin) = g̃�(v0min)⇥(v0min � vmin). However, it is
precisely this halo shape which has been constrained by the null experiment. Hence, if a
single point along the lowest boundary of the preferred envelope for g̃(vmin) is excluded by a
null experiment then there is no halo within �L of the minimum of the likelihood for which
the hint could be consistent with the null experiment. In other words, it is excluded by the
null experiment independent of any uncertainties in the DM halo.

2.4 Varying m�

The halo-independent methods are clearly of great value in comparing experimental results
whilst avoiding the significant uncertainties in the velocity distribution of the DM. One
perceived weakness of this approach is that it appears the calculations must be performed
under the hypothesis of a single DM mass, m�, and to consider a di↵erent DM mass m0

� the
entire calculation must be repeated again, leading to a proliferation of plots when presenting
the results. However, assuming the detector is built from a single material, once limits and
best-fit velocity integrals have been calculated for a single DM mass m�, it is simple to map
them to the analogous quantities for a di↵erent mass m0

�.
Let us first consider the energy of a scattering event. The minimum DM velocity

required is given by Eq. (2.3) which, for a specific scattering energy, immediately gives the
relationship between vmin(ER) for a DM mass m� and v0min(ER) for a DM mass m0

�,

v0min(ER) =
µN�

µN�0
vmin(ER) , (2.16)

mapping a point on the vmin axes for m� to a point on the v0min axes for m0
� while preserv-

ing the ordering of the scattering events. It should be noted that this mapping is nucleus-
dependent, and shifts limits and hints from di↵erent detectors by di↵ering amounts. Further-
more, as halo-independent limits and best-fit points are calculated assuming a flat velocity
integral between any neighboring events, the total number of events predicted between any
two events only changes by a global normalization factor. This normalization can be found
from Eqs. (2.1) and (2.4), where it is clear that under a change in the DM mass, m� ! m0

�,
the required normalization of g̃, whether as a best-fit point, or a point on an exclusion curve,
will be shifted to

g̃0 =
µ2
n�0

µ2
n�

g̃ . (2.17)

– 8 –
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Benefits of using vmin space
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FIG. 7: Comparing the prediction for g̃ as determined by CDMS-Si to the constraint from LUX

for particular parameters. The solid curves are for a threshold of 3 keV and the dashed for 2 keV,

the red curves correspond to ✏LY = 0.8 and the green to ✏LY = 0.2, the grey dot-dashed curve is

the MB prediction, normalised to agree with the prediction from the lowest energy bin.

updated silicon analyses. For instance, while going just below the 7 keV threshold for a 2

GeV WIMP should show a sizeable signal at CDMS-Si, for 4 GeV it is essentially zero, and

again for 6 GeV is sizable, but significantly smaller than the very light case. In contrast, all

exothermic scenarios will produce a sizable signal above 2 and 3 keV for germanium, which

should be testable at the upcoming SuperCDMS runs, if backgrounds remain low enough.

18

A more direct comparison of data than sigma-m plots
Easy to derive from data
For eDM (and single target expts.) need only show for 
one mass
Ultimately allows for measurements of g(v)
Consistency of g(v) determines allowed DM params.
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updated silicon analyses. For instance, while going just below the 7 keV threshold for a 2

GeV WIMP should show a sizeable signal at CDMS-Si, for 4 GeV it is essentially zero, and

again for 6 GeV is sizable, but significantly smaller than the very light case. In contrast, all

exothermic scenarios will produce a sizable signal above 2 and 3 keV for germanium, which

should be testable at the upcoming SuperCDMS runs, if backgrounds remain low enough.
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A more direct comparison of data than sigma-m plots
Easy to derive from data
For eDM (and single target expts.) need only show for 
one mass
Ultimately allows for measurements of g(v)
Consistency of g(v) determines allowed DM params.

[18], which is based on Lindhard theory with k = 0.11, to determine the S1 and S2 signals.

With Leff and Qy as determined in [18] we can convert a nuclear recoil energy into a mean

expected S1 and S2 signal. Taking into account Poisson fluctuations around these means,

the response of the PMTs and analysis cuts of S1 > 2 P.E. (with the requirement that

at least 2 PMTs detect more than 0.25 P.E. within 100ns of each other) and S2 > 200

P.E.[49] we can determine the e�ciency to see nuclear recoils. The results of this simulation

for ✏LY = 0.8, 0.4, 0.2, along with the e�ciency presented in [8] are shown Figure 1. Our

simulation shows excellent agreement with the results presented by LUX, Figure 1. The

results presented in [8] make the conservative assumption that the e�ciency goes to zero

below recoil energy of 3 keV. We investigate how the bounds are strengthened if the e�ciency

has the more physically reasonable behaviour shown in Figure 1, although we will not

consider recoil energies below 2 keV.

Using our simulation of the detector it is also possible to determine the most likely energy

of the event that passes the cuts. We simulate the distribution of (S1, S2) for a given nuclear

recoil energy, fit this distribution to a multivariate gaussian, and then find the distribution

for which the observed event is closest to the mean. Since LUX only presents S1 and S2b for

the observed event we assume the full S2 signal is twice as large as S2b, thus the observed

event has (S1, S2) ⇡ (3.2, 360). We estimate the most likely recoil energy for the observed

event is ⇠ 6 keV, for all three versions of the e�ciency.

III. ASTROINDEPENDENT TECHNIQUES

The di↵erential scattering rate (1) can be written as the product of a detector indepen-

dent function and a detector dependent term. Thus, any direct detection result can be

reinterpreted as an observation of, or constraint on, the detector independent quantity,

g̃(vmin) =
⇢�p

m�
g(vmin) (4)

where g(vmin) =
R vesc
vmin

d3vf(v)/v is the dependence of the rate on the integral of the DM ve-

locity distribution. To compare these detector independent quantities between experiments

an assumption has to be made about the DM mass. Equivalently, by going through this

vmin-space [19] and comparing g̃(vmin) it is possible to compare the results of two experiments

without making assumptions about the local DM velocity distribution, a poorly determined

6
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Speed distribution is positive semidefinite

g(v)

The second possibility contains a dark matter form fac-
tor F�i (following the standard normalization convention
F�i(ER = 0) = 1) and commonly occurs in models of
composite dark matter [45–47]. Our formalism will han-
dle the factorizable forms, i.e., the first three of Eq. (10),
which incorporates the vast bulk of what has been consid-
ered in the literature. We will not, however, consider the
cross sections that contain completely arbitrary nonfac-
torizable velocity and recoil energy dependence [c.f., the
most general form written on the fourth line of Eq. (10)].

We now turn to the question of what can be inferred
from a signal in direct detection experiments using (8)
without making any assumptions about f1 or the dark
matter scattering cross section ⇤0. We will however,
make an assumption about the maximum dark matter
speed, vmax, and we will demonstrate how the derived
dark matter properties depend on this assumption.

IV. DECONVOLUTED SCATTERING RATE

Since the scattering rate (8) in any given direct de-
tection experiment is proportional to the nuclear form
factor, we first factor it out. This leads to a definition of
a new quantity, R, that we call the “deconvoluted scat-

tering rate” – deconvoluted of the nuclear form factor,

R ⇥ 1

F 2
N (ER)

dR

dER

=
⇧

i

NimN

⌃ vmax

vi,min

dvi vifi1(vi)⇤̄i(vi, ER). (11)

Some overall factors have been buried into a normaliza-
tion factor, Ni = NT ⇥�i/(µ

2
im�i). While there are im-

portant uncertainties in the determination of dark mat-
ter nuclear form factors from nuclear data [48], this is
not our concern. Errors on the deconvoluted scattering
rate ought to take into account nuclear form factor un-
certainties.
Next, taking a derivative with respect to ER we find

dR
dER

=
⇧

i

NimN

⇤⌃ vmax

vi,min

dvivifi1(vi)
d⇤̄i(vi, ER)

dER

�vi,min
dvi,min

dER
fi1(vi,min)⇤̄(vi,min, ER)

⇥
. (12)

For arbitrary 2 ⌅ 2 kinematics (elastic or inelastic), we
can replace

vi,min
dvi,min

dER
=

m2
NE2

R � µ2
i �

2
i

4mNµ2
iE

2
R

. (13)

This is as far as we can go with a general signal from an
ensemble of WIMPs with arbitrary cross sections.
For a single WIMP with a factorizable cross section,

Eq. (11) can be used to solve for f1(v) (see also [49–52]):

f1(vmin(ER)) = � 4µ2E2
R

m2
NE2

R � µ2�2
1

N⇤0(vmin(ER))F 2
�(ER)

⇤
dR
dER

�R 1

F 2
�(ER)

dF 2
�(ER)

dER

⌅
. (14)

This result allows us to gain information on the velocity
distribution of dark matter evaluated at the minimum
velocity to scatter for a given recoil energy ER. With
scattering data over the range Emin

R < ER < Emax
R , we

obtain information on the velocity distribution f(v) over
a range of v: vmin(Emin

R ) < v < vmin(Emax
R ).

For an ensemble of WIMPs, ⌅i, without dark matter
form factors, the inversion result can be written as

dR
dER

=
⇧

i

wi(v, ER)fi1(v) , (15)

where the velocity distributions of the WIMPs are
“weighted” by the factors

wi(v, ER) = �1

4

�
m2

N

µ2
i

� �2i
E2

R

⇥
Ni⇤i0(v) (16)

For an ensemble of WIMPs with form factors, no simple
closed form can be written.

V. f-CONDITION

There is valuable information that can be extracted
from Eqs. (14) and (15). We know the velocity distribu-
tion of dark matter must be positive for all v,

f(v) ⇤ 0 , (17)

which we call the “f -condition”. Using this condition,
the right-hand side of Eq. (14) must be positive. Simi-
larly the f -condition also places constraints on the terms
appearing in Eq. (15).
Consider the case of single WIMP with standard elas-

tic scattering without a dark matter form factor, � = 0
and F 2

�(ER) = 1. From Eq. (14) we conclude that the de-
convoluted scattering rate is always a decreasing function
of ER.
A more striking consequence is reached if a rising de-

convoluted scattering rate is ever observed. Should there
be a range of data where the deconvoluted scattering rate

4

Integral monotonically decreases
d

dv
g(vmin)  0

“Least” monotonic 
function is a step 
function ⇥(v1 � vmin)

g(vmin)
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FIG. 1. Some examples of the relationship between velocity distribution (LH plots) and observed recoil spectrum, dR/dER,
(red dashed in RH plots) and deconvoluted spectrum, R, (blue solid in RH plots). The dark matter mass is taken to be 100
GeV with elastic scattering o↵ xenon.

elastic scattering, the result is particularly simple,

µ
min

=

s
m

N

E
R

2v2
max

, (19)

demonstrating that the strongest lower bound on the
dark matter mass comes from the highest recoil energy
events at the maximum dark matter velocity (in Earth
frame). We illustrate this bound in Fig. 2, by showing
the bound on mmin

�

as a function of v
max

for four possible
values of the maximum recoil energy from a distribution
of events where dark matter scatters o↵ xenon. In the
next section, we will see that the analogous constraints
on mmin

�

for inelastic dark matter depends on the inelas-
tic threshold.

The deconvoluted scattering rate, Eq. (14), takes on
the simple form in eDM,

f
1

(v) = � 4E
R

m2

N

N �̃
0

(v)

dR
dE

R

. (20)

The positivity of f(v) (and �̃
0

(v)) means that for elastic
scattering the spectrum of recoil events must be a mono-
tonically decreasing function of energy. If this is not ob-
served, we can immediately rule out elastic scattering,
completely independently of any assumptions about how
it couples to nuclei or how it is distributed in our galaxy.
We now discuss what can be determined if indeed a

falling spectrum is observed. As a surrogate for experi-
mental data, and to demonstrate our technique, we gen-
erate pseudo-data for a 100 GeV WIMP elastically scat-

6
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Using this, (1) becomes

dR

dE
R

=
N

T

M
T

⇢

2m
�

µ2
�(E

R

) g1⇥(v1 � v
min

(E
R

)) . (A2)

For a given WIMP mass m
�

, the overall scaling is now proportional to e.g., ⇢�g1/m�

in

the SI case, rather than simply ⇢�/m
�

as in the standard case where g is specified. For a

given v1, one can then place a limit on this combination using the existing estimator.

In short: to calculate the appropriate limits on g(v), one should use whatever technique

one was intending to use for the standard analysis, but now replace the Maxwellian g(v)

with the step function form. For any given m
�

, one places a limit on ⇢�g1/m�

as one would

have on ⇢�/m
�

, or, � for fixed ⇢ and m
�

, precisely as before.
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Measuring g(v)

This brings to the central point of our e�orts: to make a comparison between two ex-

periments one must first determine whether the vmin space probed by the two experiments

overlaps. As a matter of practical course, a given experiment has a lower energy threshold

Emin, which can be translated into a lower bound on the vmin range. If experiment 1 has

data for the di�erential rate of DM scattering in their experiment, dR1/dER at energies E(1)
i

this can be used to predict a rate at energy E(2)
i at experiment 2, dR2/dER, or vice versa if

experiment 2 has the signal. Thus, we have

[E(1)
low, E

(1)
low] �⇥ [vlowmin, v

high
min ] �⇥ [E(2)

low, E
(2)
high], (6)

where

[E(2)
low, E

(2)
high] =

µ2
2M

(1)
T

µ2
1M

(2)
T

[E(1)
low, E

(1)
high]. (7)

We can invert (1) to solve for g(vmin) limited to the range vmin ⇤ [vlowmin,1, v
high
min,2]

g(vmin) =
2m�µ2

NA�mp ⇥ ⇤(ER)

dR1

dE1
(8)

This then allows us to explicitly state the expected rate for experiment two, again 2 re-

stricted to the energy range dictated by the appropriate velocity range i.e. E ⇤ [E(2)
low, E

(2)
high].

Analogous to the energy mapping above, we have a rate mapping,

dR1

dE1
�⇥ g(vmin) �⇥ dR2

dE2
, (9)

with

dR2

dER
(E2) =

�(2)µ2
1

�(1)µ2
2

⇤2(E2)

⇤1

�
µ2
1 M

(2)
T

µ2
2M

(1)
T

E2

⇥ dR1

dER

⇤
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌅
. (10)

Equations (7), (8) and (10) are the central results of this paper. They make no astrophysical

assumptions, but only rely upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing

this scenario, but the analysis for SD is similar. In this (SI) case we can use (5) to rewrite

2 Since g(v), by its definition, is a monotonically decreasing function of vmin, one can in principle go to

lower energies as well, but one may only place a lower bound on the predicted rate, rather than make a

true prediction.

5

Convert binned recoil events into measurements in vmin 
space

Some potential problems:

Loss of information
How to treat resolution, efficiencies
Particularly a problem early on, with low statistics

[see eg Gelmini and Gondolo]
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Figure 2. The CDMS-Si and XENON10/100 results translated into vmin-space. The upper panels
show the case m� = 9 GeV for two choices of binning. In the left (right) panel the bin width is 2 keV
(3 keV). The choice of binning does not alter our conclusions. For all the cases considered, the region
of vmin-space probed by CDMS-Si is constrained by XENON10/100.

3 Analysing the experiments in vmin-space

We have seen that many parameters need to be specified before a theoretical prediction for
the number of scattering events in a direct detection experiment can be compared with the
observed number. While a parameter such as the local DM density a↵ects all experiments
in the same way, other parameters can change the number of events in one experiment
while having no impact on another experiment. A useful technique to gain insight into this
involves mapping the experimental result into v

min

-space [35]. If experiments probe di↵erent
regions of this space, they will be a↵ected di↵erently by varying parameters such as the local
escape velocity v

esc

; conversely, if experiments probe the same region of v
min

-space, then
modifying such parameters cannot improve agreement between the experiments. We first
apply this technique in the usual way to astrophysical parameters, before applying it also to
momentum-dependent interactions. Our discussion and notation closely follow [36].

3.1 Varying astrophysical parameters

After substituting the usual parameterisation of the cross-section for spin-independent scat-
tering from Eq. (2.5) into Eq. (2.1), we see that direct detection experiments do not di-

– 6 –

Frandsen et al.
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3 Analysing the experiments in vmin-space

We have seen that many parameters need to be specified before a theoretical prediction for
the number of scattering events in a direct detection experiment can be compared with the
observed number. While a parameter such as the local DM density a↵ects all experiments
in the same way, other parameters can change the number of events in one experiment
while having no impact on another experiment. A useful technique to gain insight into this
involves mapping the experimental result into v

min

-space [35]. If experiments probe di↵erent
regions of this space, they will be a↵ected di↵erently by varying parameters such as the local
escape velocity v

esc

; conversely, if experiments probe the same region of v
min

-space, then
modifying such parameters cannot improve agreement between the experiments. We first
apply this technique in the usual way to astrophysical parameters, before applying it also to
momentum-dependent interactions. Our discussion and notation closely follow [36].

3.1 Varying astrophysical parameters

After substituting the usual parameterisation of the cross-section for spin-independent scat-
tering from Eq. (2.5) into Eq. (2.1), we see that direct detection experiments do not di-
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Fig. 2. Measurements of and bounds on ⌘̃c2 for m = 7 GeV/c2. The left and right columns are for isospin-conserving and isospin-
violating interactions, respectively. The top, middle and bottom rows show measurements and bounds for the unmodulated component
⌘̃0

c

2, for the modulated component ⌘̃1
c
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from the plots on the top row. The dashed gray lines in the top left panel show the SHM ⌘̃0
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2 (lower line) for
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= 1 ⇥ 10�40 cm2, which provides a good fit to the CDMS-II-Si data.
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Address all these issues at once:
Extended (log) likelihood

Comparisons between positive signals and null results are discussed in Sec. 2.3. In Sec. 2.4,
we describe how the halo-independent information for one specific DM mass may be simply
and unambiguously mapped to other DM masses, avoiding the proliferation of limit plots and
calculations. The reader only interested in a short explanation of how to apply the methods
can proceed directly to Sec. 2.5 where all necessary calculation steps for setting limits and
for interpreting signals are briefly set out. In Sec. 3 the new unbinned halo-independent
methods are applied to the three anomalous events observed in the CDMS-Si detector and
compared to the current constraints from XENON10 and LUX. Finally, in Sec. 4 conclusions
and suggestions for areas of future development are presented. App. A contains a proof that
our method works equally well for both the idealized case of perfect energy resolution and
the more realistic case of finite experimental energy resolution.

2 Halo-Independent Analysis Methods

The di↵erential event rate2 at a direct detection experiment is

dR

dER
=

NA⇢��nmn

2m�µ2
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Z
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R)) , (2.1)

where m� is the DM mass, mn the nucleon mass, µn� the nucleon-DM reduced mass, �n the
DM-nucleon scattering cross-section, ⇢� the local density, NA is Avogadro’s number, F (ER)
is the nuclear form factor which accounts for loss of coherence as the DM resolves sub-nuclear
distance scales, CT (A,Z) = (fp/fnZ + (A� Z)) is the usual coherent DM-nucleus coupling
factor, ✏(ER) is the detector e�ciency, and G(ER, E0

R) is the detector resolution function.
The velocity integral is

g(vmin) =

Z 1

vmin

f(v + vE)

v
d3v , (2.2)

where f(v) is the DM velocity distribution, and vE is the Earth’s velocity, both in the galactic
frame. We ignore the small time-dependence introduced by the Earth’s motion around the
Sun. For elastically scattering DM the minimum DM velocity required to produce a nuclear
recoil energy ER is

vmin(ER) =

s
mNER

2µ2
N�

, (2.3)

where µN� is the nucleus-DM reduced mass. As is now standard, the constant factors which
are common to all DM detectors are absorbed into a rescaled velocity integral

g̃(vmin) =
⇢��n
m�

g(vmin) . (2.4)

An observation critical to the halo-independent methods, first noted in [18, 19], is that
because the velocity integrand is positive definite, g̃(vmin) is a monotonically decreasing
function of vmin for any DM halo. This observation becomes very powerful in developing
halo-independent methods for the comparison of multiple experiments, as now described.

2Throughout this paper we consider only spin-independent coupling of DM to nuclei, the generalization of
these techniques to the spin-dependent case is straightforward.
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energy resolution this is of the utmost importance. But even for detectors with poor energy
resolution there is information in the positions of the events and maintaining that information
means employing methods which avoid binning the data.

The Method

A method commonly used in fitting a model with free parameters to unbinned data is the
extended maximum likelihood method [24] which is desirable over the standard likelihood
method as the normalization of a given rate is taken into account. When applied to a DM
direct detection experiment which has observed NO events, in the energy range [Emin, Emax],
the extended likelihood is

L =
e�NE

NO!

NOY

i=1

dRT

dER

����
ER=Ei

, (2.6)

where dRT /dER contains signal and background components and

NE =

Z Emax

Emin

dRT

dER
dER , (2.7)

is the total number of events expected for a given set of parameters. We may compare di↵erent
parameter choices by considering the log-likelihood, L = �2 log(L) which is minimized for
a good fit and grows with decreasing quality of fit. Discarding constants irrelevant to the
fitting procedure we have

L/2 = NE �
NOX
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log
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. (2.8)

Using the DM rate, in terms of g̃(vmin), as presented in Eq. (2.1), and including a background
component
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where the first term accounts for the (small) estimated backgrounds and the last term the DM
signal. There now appears to be a barrier to calculating L since there are an infinite set of
possible DM halos to consider as one must also make a choice of the form of g̃(vmin(ER)) not
only at each event, but over the whole range of measurable energies since the total number
of events is calculated as the integral over this energy range.

For simplicity let us first consider the case with perfect energy resolution G(ER, E0
R) =

�(ER � E0
R). A given set of events corresponds to a set of NO hypothetical values of

g̃i ⌘ g̃(vmin(Ei)) as well as the form of g̃(vmin(ER)) interpolating between the g̃i. How-
ever, Eq. (2.8) penalizes against the total number of events predicted, since L increases as
NE increases. Thus, since g̃(vmin(ER)) is monotonically decreasing, the best fit out of all
possible DM halos is the one which minimizes the total number of events predicted in any
interval Ei�1 < ER < Ei between events. This is accomplished by choosing a constant value
g̃(vmin(Ei�1 < ER  Ei)) = g̃i,3 which is illustrated in Fig. 1.

3We define E0 to be the lower threshold of the experiment, Emin.
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see also [Feldstein, Kahlhoefer]
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Comparisons between positive signals and null results are discussed in Sec. 2.3. In Sec. 2.4,
we describe how the halo-independent information for one specific DM mass may be simply
and unambiguously mapped to other DM masses, avoiding the proliferation of limit plots and
calculations. The reader only interested in a short explanation of how to apply the methods
can proceed directly to Sec. 2.5 where all necessary calculation steps for setting limits and
for interpreting signals are briefly set out. In Sec. 3 the new unbinned halo-independent
methods are applied to the three anomalous events observed in the CDMS-Si detector and
compared to the current constraints from XENON10 and LUX. Finally, in Sec. 4 conclusions
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An observation critical to the halo-independent methods, first noted in [18, 19], is that
because the velocity integrand is positive definite, g̃(vmin) is a monotonically decreasing
function of vmin for any DM halo. This observation becomes very powerful in developing
halo-independent methods for the comparison of multiple experiments, as now described.
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vmin(ER) =

s
mNER

2µ2
N�

, (2.3)

where µN� is the nucleus-DM reduced mass. As is now standard, the constant factors which
are common to all DM detectors are absorbed into a rescaled velocity integral

g̃(vmin) =
⇢��n
m�

g(vmin) . (2.4)

An observation critical to the halo-independent methods, first noted in [18, 19], is that
because the velocity integrand is positive definite, g̃(vmin) is a monotonically decreasing
function of vmin for any DM halo. This observation becomes very powerful in developing
halo-independent methods for the comparison of multiple experiments, as now described.

2Throughout this paper we consider only spin-independent coupling of DM to nuclei, the generalization of
these techniques to the spin-dependent case is straightforward.
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method as the normalization of a given rate is taken into account. When applied to a DM
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is the total number of events expected for a given set of parameters. We may compare di↵erent
parameter choices by considering the log-likelihood, L = �2 log(L) which is minimized for
a good fit and grows with decreasing quality of fit. Discarding constants irrelevant to the
fitting procedure we have
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Using the DM rate, in terms of g̃(vmin), as presented in Eq. (2.1), and including a background
component

dRT

dER
=

dRBG

dER
+

dRDM

dER
(2.9)

=
dRBG

dER
+

NAmn

2µ2
n�

C2
T (A,Z)

Z
dE0

RG(ER, E
0
R)✏(E

0
R)F

2(E0
R)g̃(vmin(E

0
R)) (2.10)

where the first term accounts for the (small) estimated backgrounds and the last term the DM
signal. There now appears to be a barrier to calculating L since there are an infinite set of
possible DM halos to consider as one must also make a choice of the form of g̃(vmin(ER)) not
only at each event, but over the whole range of measurable energies since the total number
of events is calculated as the integral over this energy range.

For simplicity let us first consider the case with perfect energy resolution G(ER, E0
R) =

�(ER � E0
R). A given set of events corresponds to a set of NO hypothetical values of

g̃i ⌘ g̃(vmin(Ei)) as well as the form of g̃(vmin(ER)) interpolating between the g̃i. How-
ever, Eq. (2.8) penalizes against the total number of events predicted, since L increases as
NE increases. Thus, since g̃(vmin(ER)) is monotonically decreasing, the best fit out of all
possible DM halos is the one which minimizes the total number of events predicted in any
interval Ei�1 < ER < Ei between events. This is accomplished by choosing a constant value
g̃(vmin(Ei�1 < ER  Ei)) = g̃i,3 which is illustrated in Fig. 1.

3We define E0 to be the lower threshold of the experiment, Emin.
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Minimize L whilst preserving monotonicity
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Figure 1: A schematic representation of all halo possibilities for g̃(vmin). If an experiment
observes a number of events consistent with DM scattering, in this case three events of energy
Ei, then hypothetical values of g̃(ṽi�1 < vmin  ṽi) = g̃i may be chosen where the positions
of the steps ṽi are given by vmin(Ei) in the case of perfect energy resolution, and are allowed
to float as free parameters if the energy resolution is non-zero. The solid blue curve will
always minimize the extended log-likelihood, both in the case of perfect energy resolution
and also with resolution e↵ects included as demonstrated in App. A. Conversely the dashed
red curve corresponds to the worst possible fit out of all halos, which is infinitely bad if the
velocity integral between vlow and v1 is taken to infinity. Here, vlow (vhigh) is the velocity
that corresponds to the low (high) energy threshold of the experiment. To determine the
range of halos implied by the DM candidate events the parameters g̃i and ṽi may be varied,
consistently choosing the solid blue curve in the likelihood, in order to determine the best-fit
values and confidence intervals for g̃i.

This form of g̃(vmin) is quite robust. Indeed, in App. A we prove using variational
techniques that the best-fit g̃(vmin) is still a sum of NO step functions even in the case of
a very general resolution function; the only di↵erence is that the positions ṽi of the steps
may now shift to the right of their position in the scenario with perfect energy resolution,
evi � vmin(Ei). Thus, in all cases of interest, the form of the velocity integral which minimizes
the extended likelihood for NO observed events is a sum of at most NO step functions,4

whose 2NO free parameters (heights and positions) may be determined numerically in a
straightforward manner, or analytically in the case of perfect energy resolution.

To calculate the log-likelihood it helps to define
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, (2.11)

the di↵erential background rate evaluated at the energy of each event Ei, and
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4Two step functions of the same height are equivalent to one step function, so in practice there may be
fewer than NO steps.
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Taking the method out of the bin

Comparisons between positive signals and null results are discussed in Sec. 2.3. In Sec. 2.4,
we describe how the halo-independent information for one specific DM mass may be simply
and unambiguously mapped to other DM masses, avoiding the proliferation of limit plots and
calculations. The reader only interested in a short explanation of how to apply the methods
can proceed directly to Sec. 2.5 where all necessary calculation steps for setting limits and
for interpreting signals are briefly set out. In Sec. 3 the new unbinned halo-independent
methods are applied to the three anomalous events observed in the CDMS-Si detector and
compared to the current constraints from XENON10 and LUX. Finally, in Sec. 4 conclusions
and suggestions for areas of future development are presented. App. A contains a proof that
our method works equally well for both the idealized case of perfect energy resolution and
the more realistic case of finite experimental energy resolution.

2 Halo-Independent Analysis Methods

The di↵erential event rate2 at a direct detection experiment is
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where m� is the DM mass, mn the nucleon mass, µn� the nucleon-DM reduced mass, �n the
DM-nucleon scattering cross-section, ⇢� the local density, NA is Avogadro’s number, F (ER)
is the nuclear form factor which accounts for loss of coherence as the DM resolves sub-nuclear
distance scales, CT (A,Z) = (fp/fnZ + (A� Z)) is the usual coherent DM-nucleus coupling
factor, ✏(ER) is the detector e�ciency, and G(ER, E0

R) is the detector resolution function.
The velocity integral is

g(vmin) =

Z 1

vmin

f(v + vE)

v
d3v , (2.2)

where f(v) is the DM velocity distribution, and vE is the Earth’s velocity, both in the galactic
frame. We ignore the small time-dependence introduced by the Earth’s motion around the
Sun. For elastically scattering DM the minimum DM velocity required to produce a nuclear
recoil energy ER is

vmin(ER) =

s
mNER

2µ2
N�

, (2.3)

where µN� is the nucleus-DM reduced mass. As is now standard, the constant factors which
are common to all DM detectors are absorbed into a rescaled velocity integral

g̃(vmin) =
⇢��n
m�

g(vmin) . (2.4)

An observation critical to the halo-independent methods, first noted in [18, 19], is that
because the velocity integrand is positive definite, g̃(vmin) is a monotonically decreasing
function of vmin for any DM halo. This observation becomes very powerful in developing
halo-independent methods for the comparison of multiple experiments, as now described.

2Throughout this paper we consider only spin-independent coupling of DM to nuclei, the generalization of
these techniques to the spin-dependent case is straightforward.
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Note added

While this work was in final preparation Ref. [29] was made public. While also concerned
with halo-independent analyses Ref. [29] is based on event binning and is thus complementary
to the method proposed here using unbinned methods.
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A Optimal halos and finite energy resolution

For an experiment with finite energy resolution G(ER, E0
R), one may worry that due to

smearing e↵ects, the halo integral which minimizes the log-likelihood is no longer a sum
of step functions, but perhaps a more complicated function whose many free parameters
preclude a simple numerical minimization of the kind described in Sec. 2.5. Here we present
a proof to the contrary – for any physically reasonable resolution function, the only e↵ects
of smearing are to shift slightly the positions of the steps of g̃(ER) away from the measured
energies Ei, and possibly to merge some of the steps. In particular, the optimal halo integral
is still a sum of at most NO step functions.

Although we have in mind Gaussian smearing, this analysis holds for any reason-
able form of the resolution function. We define a physically reasonable resolution function
G(ER, E0

R) to have the following properties:

(i)
R
G(ER, E0

R)dE
0
R = 1 for any ER.

(ii) As a function of E0
R for fixed ER, G(ER, E0

R) has a single local maximum at E0
R = ER

and no other local extrema.

(iii) For ER 6= E0
R, either G(ER, E0

R) = 0 or @G(ER, E0
R)/@E

0
R 6= 0.

Property (i) simply states that the resolution function is normalized and doesn’t change
the total number of events. Property (ii) states that G has a single peak where the detected
energy equals the true energy, and no other structure. Property (iii) is a technical assumption
which will be used in the arguments below, and states that if G is flat on some interval, it
must vanish. A normalized Gaussian resolution function G(ER, E0

R) / e�(ER�E0
R)2/2�2

clearly
satisfies all three properties,6 as does a delta function G(ER, E0

R) = �(ER � E0
R). Certain

6A Gaussian with an energy-dependent width �(ER) also satisfies these properties as long as the form of
�(ER) is physically reasonable. For example �(ER) ⇠ 1/

p
ER in the XENON experiment, and G(ER, E

0
R)

satisfies property (ii) as long as the region of ER close to zero is avoided.
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KKT - “Lagrange multipliers”
models for energy resolution may violate property (iii), for example a “top hat” shape where
G(ER, E0

R) is constant in some interval about ER and zero everywhere else, but one may
always assume some infinitesimal deviations from flatness which otherwise has no measurable
e↵ect.

To simplify the notation, we write the di↵erential scattering rate (2.1) as

dR

dER
=

Z
dE0

R G(ER, E
0
R)K(E0

R)g̃(E
0
R), (A.1)

where we have absorbed the form factor, e�ciency, and all prefactors into K(E0
R). For

reasonable choices of the form factor and e�ciency functions, K(E0
R) > 0 for all E0

R within
the experimental sensitivity, and in addition dK/dE0

R is small. We have also written g̃(E0
R)

as a function of E0
R directly rather than vmin. Note however that since vmin is a monotonic

function of E0
R, g̃(E

0
R) is also monotonic function of E0

R. Consider now the expression for the
log-likelihood (2.8), written in the suggestive form

L[g̃] =

Z
dE0

R K(E0
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◆
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Property (i) above ensures the resolution function G does not appear in the first integral.
We can now view the log-likelihood minimization as a variational problem: minimize

the functional L[g̃] with respect to the function g̃(E0
R), subject to the monotonicity con-

straint dg̃/dE0
R  0. The subject of variational problems with inequality constraints may

be somewhat unfamiliar to physicists, but is well-known in economics and related fields;
the solution is given by the Karush-Kuhn-Tucker conditions [30, 31], which generalize the
concept of Lagrange multipliers. In a similar fashion to imposing an equality constraint
with a Lagrange multiplier, we can impose the inequality constraint by introducing an aux-
iliary function q(E0

R) and modifying the log-likelihood, L[g̃] ! L[g̃] +
R
dE0

R
dg̃
dE0

R
q(E0

R). The

solution that minimizes the log-likelihood while satisfying the monotonicity constraint will
satisfy

�L

�g̃
� dq

dE0
R

= 0 , (A.3)

dg̃

dE0
R

 0 , (A.4)

q(E0
R) � 0 , (A.5)

Z
dE0

R

dg̃

dE0
R

q(E0
R) = 0 . (A.6)

Eq. (A.3) is the familiar equation resulting from varying the modified functional with respect
to g̃, and Eq. (A.4) is the desired monotonicity constraint. Eq. (A.6) is a complementarity
condition which ensures that the shift in L vanishes on the solution, just as the extra Lagrange
multiplier term vanishes on the solution in the case of equality constraints. When combined
with Eqs. (A.4) and (A.5), Eq. (A.6) enforces that at every point E0

R, either dg̃/dE0
R = 0

(saturating the inequality constraint), or q(E0
R) = 0.

Suppose that the solution g̃(E0
R) had a nonzero derivative everywhere on some open

interval (a, b). Then by Eq. (A.6), q = 0 on (a, b), and hence dq/dE0
R = 0 since q is constant.
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Eq. (A.3) is the familiar equation resulting from varying the modified functional with respect
to g̃, and Eq. (A.4) is the desired monotonicity constraint. Eq. (A.6) is a complementarity
condition which ensures that the shift in L vanishes on the solution, just as the extra Lagrange
multiplier term vanishes on the solution in the case of equality constraints. When combined
with Eqs. (A.4) and (A.5), Eq. (A.6) enforces that at every point E0

R, either dg̃/dE0
R = 0

(saturating the inequality constraint), or q(E0
R) = 0.

Suppose that the solution g̃(E0
R) had a nonzero derivative everywhere on some open

interval (a, b). Then by Eq. (A.6), q = 0 on (a, b), and hence dq/dE0
R = 0 since q is constant.

Thus, Eq. (A.3) becomes �L/�g̃ = 0, or taking the functional derivative explicitly,7

NOX
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�i
= 1, (A.7)

where

�i = µi +

Z
dE00

R G(Ei, E
00
R)K(E00

R)g̃(E
00
R) , (A.8)

is the total di↵erential event rate at Ei. But the left-hand side of Eq. (A.7) depends on E0
R

through G(Ei, E0
R) while the right-hand side is constant; by property (iii), this is impossible.8

7We have divided out by K(E0
R) which is legitimate so long as we are considering (a, b) 2 [Emin, Emax].

8If G(Ei, E
0
R) = 0 for all i and for all E0

R 2 (a, b), then clearly Eq. (A.7) can’t be satisfied.
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Note added

While this work was in final preparation Ref. [29] was made public. While also concerned
with halo-independent analyses Ref. [29] is based on event binning and is thus complementary
to the method proposed here using unbinned methods.
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A Optimal halos and finite energy resolution

For an experiment with finite energy resolution G(ER, E0
R), one may worry that due to

smearing e↵ects, the halo integral which minimizes the log-likelihood is no longer a sum
of step functions, but perhaps a more complicated function whose many free parameters
preclude a simple numerical minimization of the kind described in Sec. 2.5. Here we present
a proof to the contrary – for any physically reasonable resolution function, the only e↵ects
of smearing are to shift slightly the positions of the steps of g̃(ER) away from the measured
energies Ei, and possibly to merge some of the steps. In particular, the optimal halo integral
is still a sum of at most NO step functions.

Although we have in mind Gaussian smearing, this analysis holds for any reason-
able form of the resolution function. We define a physically reasonable resolution function
G(ER, E0

R) to have the following properties:

(i)
R
G(ER, E0

R)dE
0
R = 1 for any ER.

(ii) As a function of E0
R for fixed ER, G(ER, E0

R) has a single local maximum at E0
R = ER

and no other local extrema.

(iii) For ER 6= E0
R, either G(ER, E0

R) = 0 or @G(ER, E0
R)/@E

0
R 6= 0.

Property (i) simply states that the resolution function is normalized and doesn’t change
the total number of events. Property (ii) states that G has a single peak where the detected
energy equals the true energy, and no other structure. Property (iii) is a technical assumption
which will be used in the arguments below, and states that if G is flat on some interval, it
must vanish. A normalized Gaussian resolution function G(ER, E0

R) / e�(ER�E0
R)2/2�2

clearly
satisfies all three properties,6 as does a delta function G(ER, E0

R) = �(ER � E0
R). Certain

6A Gaussian with an energy-dependent width �(ER) also satisfies these properties as long as the form of
�(ER) is physically reasonable. For example �(ER) ⇠ 1/

p
ER in the XENON experiment, and G(ER, E

0
R)

satisfies property (ii) as long as the region of ER close to zero is avoided.
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KKT - “Lagrange multipliers”
models for energy resolution may violate property (iii), for example a “top hat” shape where
G(ER, E0

R) is constant in some interval about ER and zero everywhere else, but one may
always assume some infinitesimal deviations from flatness which otherwise has no measurable
e↵ect.

To simplify the notation, we write the di↵erential scattering rate (2.1) as

dR

dER
=

Z
dE0

R G(ER, E
0
R)K(E0

R)g̃(E
0
R), (A.1)

where we have absorbed the form factor, e�ciency, and all prefactors into K(E0
R). For

reasonable choices of the form factor and e�ciency functions, K(E0
R) > 0 for all E0

R within
the experimental sensitivity, and in addition dK/dE0

R is small. We have also written g̃(E0
R)

as a function of E0
R directly rather than vmin. Note however that since vmin is a monotonic

function of E0
R, g̃(E

0
R) is also monotonic function of E0

R. Consider now the expression for the
log-likelihood (2.8), written in the suggestive form

L[g̃] =
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Property (i) above ensures the resolution function G does not appear in the first integral.
We can now view the log-likelihood minimization as a variational problem: minimize

the functional L[g̃] with respect to the function g̃(E0
R), subject to the monotonicity con-

straint dg̃/dE0
R  0. The subject of variational problems with inequality constraints may

be somewhat unfamiliar to physicists, but is well-known in economics and related fields;
the solution is given by the Karush-Kuhn-Tucker conditions [30, 31], which generalize the
concept of Lagrange multipliers. In a similar fashion to imposing an equality constraint
with a Lagrange multiplier, we can impose the inequality constraint by introducing an aux-
iliary function q(E0

R) and modifying the log-likelihood, L[g̃] ! L[g̃] +
R
dE0

R
dg̃
dE0

R
q(E0

R). The

solution that minimizes the log-likelihood while satisfying the monotonicity constraint will
satisfy

�L

�g̃
� dq

dE0
R

= 0 , (A.3)

dg̃

dE0
R

 0 , (A.4)

q(E0
R) � 0 , (A.5)

Z
dE0

R

dg̃

dE0
R

q(E0
R) = 0 . (A.6)

Eq. (A.3) is the familiar equation resulting from varying the modified functional with respect
to g̃, and Eq. (A.4) is the desired monotonicity constraint. Eq. (A.6) is a complementarity
condition which ensures that the shift in L vanishes on the solution, just as the extra Lagrange
multiplier term vanishes on the solution in the case of equality constraints. When combined
with Eqs. (A.4) and (A.5), Eq. (A.6) enforces that at every point E0

R, either dg̃/dE0
R = 0

(saturating the inequality constraint), or q(E0
R) = 0.

Suppose that the solution g̃(E0
R) had a nonzero derivative everywhere on some open

interval (a, b). Then by Eq. (A.6), q = 0 on (a, b), and hence dq/dE0
R = 0 since q is constant.
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Eq. (A.3) is the familiar equation resulting from varying the modified functional with respect
to g̃, and Eq. (A.4) is the desired monotonicity constraint. Eq. (A.6) is a complementarity
condition which ensures that the shift in L vanishes on the solution, just as the extra Lagrange
multiplier term vanishes on the solution in the case of equality constraints. When combined
with Eqs. (A.4) and (A.5), Eq. (A.6) enforces that at every point E0
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Suppose that the solution g̃(E0
R) had a nonzero derivative everywhere on some open

interval (a, b). Then by Eq. (A.6), q = 0 on (a, b), and hence dq/dE0
R = 0 since q is constant.

Thus, Eq. (A.3) becomes �L/�g̃ = 0, or taking the functional derivative explicitly,7
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While this work was in final preparation Ref. [29] was made public. While also concerned
with halo-independent analyses Ref. [29] is based on event binning and is thus complementary
to the method proposed here using unbinned methods.
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A Optimal halos and finite energy resolution

For an experiment with finite energy resolution G(ER, E0
R), one may worry that due to

smearing e↵ects, the halo integral which minimizes the log-likelihood is no longer a sum
of step functions, but perhaps a more complicated function whose many free parameters
preclude a simple numerical minimization of the kind described in Sec. 2.5. Here we present
a proof to the contrary – for any physically reasonable resolution function, the only e↵ects
of smearing are to shift slightly the positions of the steps of g̃(ER) away from the measured
energies Ei, and possibly to merge some of the steps. In particular, the optimal halo integral
is still a sum of at most NO step functions.

Although we have in mind Gaussian smearing, this analysis holds for any reason-
able form of the resolution function. We define a physically reasonable resolution function
G(ER, E0

R) to have the following properties:

(i)
R
G(ER, E0

R)dE
0
R = 1 for any ER.

(ii) As a function of E0
R for fixed ER, G(ER, E0

R) has a single local maximum at E0
R = ER

and no other local extrema.

(iii) For ER 6= E0
R, either G(ER, E0

R) = 0 or @G(ER, E0
R)/@E

0
R 6= 0.

Property (i) simply states that the resolution function is normalized and doesn’t change
the total number of events. Property (ii) states that G has a single peak where the detected
energy equals the true energy, and no other structure. Property (iii) is a technical assumption
which will be used in the arguments below, and states that if G is flat on some interval, it
must vanish. A normalized Gaussian resolution function G(ER, E0

R) / e�(ER�E0
R)2/2�2

clearly
satisfies all three properties,6 as does a delta function G(ER, E0

R) = �(ER � E0
R). Certain

6A Gaussian with an energy-dependent width �(ER) also satisfies these properties as long as the form of
�(ER) is physically reasonable. For example �(ER) ⇠ 1/

p
ER in the XENON experiment, and G(ER, E

0
R)

satisfies property (ii) as long as the region of ER close to zero is avoided.
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models for energy resolution may violate property (iii), for example a “top hat” shape where
G(ER, E0

R) is constant in some interval about ER and zero everywhere else, but one may
always assume some infinitesimal deviations from flatness which otherwise has no measurable
e↵ect.

To simplify the notation, we write the di↵erential scattering rate (2.1) as

dR

dER
=

Z
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R G(ER, E
0
R)K(E0

R)g̃(E
0
R), (A.1)

where we have absorbed the form factor, e�ciency, and all prefactors into K(E0
R). For

reasonable choices of the form factor and e�ciency functions, K(E0
R) > 0 for all E0

R within
the experimental sensitivity, and in addition dK/dE0

R is small. We have also written g̃(E0
R)

as a function of E0
R directly rather than vmin. Note however that since vmin is a monotonic

function of E0
R, g̃(E

0
R) is also monotonic function of E0

R. Consider now the expression for the
log-likelihood (2.8), written in the suggestive form
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Property (i) above ensures the resolution function G does not appear in the first integral.
We can now view the log-likelihood minimization as a variational problem: minimize

the functional L[g̃] with respect to the function g̃(E0
R), subject to the monotonicity con-

straint dg̃/dE0
R  0. The subject of variational problems with inequality constraints may

be somewhat unfamiliar to physicists, but is well-known in economics and related fields;
the solution is given by the Karush-Kuhn-Tucker conditions [30, 31], which generalize the
concept of Lagrange multipliers. In a similar fashion to imposing an equality constraint
with a Lagrange multiplier, we can impose the inequality constraint by introducing an aux-
iliary function q(E0

R) and modifying the log-likelihood, L[g̃] ! L[g̃] +
R
dE0

R
dg̃
dE0

R
q(E0

R). The

solution that minimizes the log-likelihood while satisfying the monotonicity constraint will
satisfy

�L

�g̃
� dq

dE0
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= 0 , (A.3)

dg̃

dE0
R

 0 , (A.4)

q(E0
R) � 0 , (A.5)

Z
dE0

R

dg̃

dE0
R

q(E0
R) = 0 . (A.6)

Eq. (A.3) is the familiar equation resulting from varying the modified functional with respect
to g̃, and Eq. (A.4) is the desired monotonicity constraint. Eq. (A.6) is a complementarity
condition which ensures that the shift in L vanishes on the solution, just as the extra Lagrange
multiplier term vanishes on the solution in the case of equality constraints. When combined
with Eqs. (A.4) and (A.5), Eq. (A.6) enforces that at every point E0

R, either dg̃/dE0
R = 0

(saturating the inequality constraint), or q(E0
R) = 0.

Suppose that the solution g̃(E0
R) had a nonzero derivative everywhere on some open

interval (a, b). Then by Eq. (A.6), q = 0 on (a, b), and hence dq/dE0
R = 0 since q is constant.
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concept of Lagrange multipliers. In a similar fashion to imposing an equality constraint
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Eq. (A.3) is the familiar equation resulting from varying the modified functional with respect
to g̃, and Eq. (A.4) is the desired monotonicity constraint. Eq. (A.6) is a complementarity
condition which ensures that the shift in L vanishes on the solution, just as the extra Lagrange
multiplier term vanishes on the solution in the case of equality constraints. When combined
with Eqs. (A.4) and (A.5), Eq. (A.6) enforces that at every point E0
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interval (a, b). Then by Eq. (A.6), q = 0 on (a, b), and hence dq/dE0
R = 0 since q is constant.

Thus, Eq. (A.3) becomes �L/�g̃ = 0, or taking the functional derivative explicitly,7
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where
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is the total di↵erential event rate at Ei. But the left-hand side of Eq. (A.7) depends on E0
R

through G(Ei, E0
R) while the right-hand side is constant; by property (iii), this is impossible.8

7We have divided out by K(E0
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8If G(Ei, E
0
R) = 0 for all i and for all E0

R 2 (a, b), then clearly Eq. (A.7) can’t be satisfied.
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models for energy resolution may violate property (iii), for example a “top hat” shape where
G(ER, E0

R) is constant in some interval about ER and zero everywhere else, but one may
always assume some infinitesimal deviations from flatness which otherwise has no measurable
e↵ect.

To simplify the notation, we write the di↵erential scattering rate (2.1) as
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reasonable choices of the form factor and e�ciency functions, K(E0
R) > 0 for all E0
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the experimental sensitivity, and in addition dK/dE0

R is small. We have also written g̃(E0
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as a function of E0
R directly rather than vmin. Note however that since vmin is a monotonic
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Property (i) above ensures the resolution function G does not appear in the first integral.
We can now view the log-likelihood minimization as a variational problem: minimize

the functional L[g̃] with respect to the function g̃(E0
R), subject to the monotonicity con-

straint dg̃/dE0
R  0. The subject of variational problems with inequality constraints may

be somewhat unfamiliar to physicists, but is well-known in economics and related fields;
the solution is given by the Karush-Kuhn-Tucker conditions [30, 31], which generalize the
concept of Lagrange multipliers. In a similar fashion to imposing an equality constraint
with a Lagrange multiplier, we can impose the inequality constraint by introducing an aux-
iliary function q(E0

R) and modifying the log-likelihood, L[g̃] ! L[g̃] +
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dE0
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dg̃
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q(E0

R). The
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Eq. (A.3) is the familiar equation resulting from varying the modified functional with respect
to g̃, and Eq. (A.4) is the desired monotonicity constraint. Eq. (A.6) is a complementarity
condition which ensures that the shift in L vanishes on the solution, just as the extra Lagrange
multiplier term vanishes on the solution in the case of equality constraints. When combined
with Eqs. (A.4) and (A.5), Eq. (A.6) enforces that at every point E0

R, either dg̃/dE0
R = 0

(saturating the inequality constraint), or q(E0
R) = 0.

Suppose that the solution g̃(E0
R) had a nonzero derivative everywhere on some open

interval (a, b). Then by Eq. (A.6), q = 0 on (a, b), and hence dq/dE0
R = 0 since q is constant.
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Thus, Eq. (A.3) becomes �L/�g̃ = 0, or taking the functional derivative explicitly,7

NOX

i=1

G(Ei, E0
R)

�i
= 1, (A.7)

where

�i = µi +

Z
dE00

R G(Ei, E
00
R)K(E00

R)g̃(E
00
R) , (A.8)

is the total di↵erential event rate at Ei. But the left-hand side of Eq. (A.7) depends on E0
R

through G(Ei, E0
R) while the right-hand side is constant; by property (iii), this is impossible.8

This proves that g̃(E0
R) must be flat except at isolated points eEj ; in other words, it is a sum

of step functions.
To determine the number and position of the points eEj , we can read Eq. (A.3) as a

di↵erential equation for q:

dq

dE0
R

= K(E0
R)

 
1�

NOX

i=1

G(Ei, E0
R)

�i

!
. (A.9)

The solution to this equation depends on the �i, which in turn depend on the full solution
function g̃(E0

R), so we cannot integrate this equation directly. In fact this turns out not to
be necessary.

By the complementarity condition, we must have q( eEj) = 0, but to preserve the posi-
tivity condition (A.5), we must also have

dq

dE0
R

����
eEj

= 0,
d2q

dE02
R

����
eEj

� 0 (A.10)

at the roots eEj of q. Taking the derivative of Eq. (A.9), and using the assumption dK/dE0
R ⇡

0, the condition on the second derivative becomes

�
NOX

i=1

1

�i

@G(Ei, E0
R)

@E0
R

����
E0

R= eEj

& 0. (A.11)

By property (ii), G(Ei, E0
R) will be peaked at E0

R = Ei, so for E0
R close but not equal to Ei,

the ith term in the sum should dominate. The derivative of a peaked function is negative to
the right of the peak, so to satisfy the inequality, we must have eEj > Ei. In other words, the
positions of the steps shift to the right slightly.

The positions eEj are given by solving dq/dE0
R| eEj

= 0, which we already used as Eq. (A.7)

to derive the shape of eg. Reading (A.7) now as an algebraic equation for E0
R, the left-hand

side is a sum of NO peaked functions, weighted by various factors �i. A function of this form
will cross a horizontal line at most 2NO times, but only NO of these solutions will satisfy the
convexity condition (A.11) and could qualify as roots of q. For su�ciently large �i, the peak
of G(Ei, E0

R) may dip below the line of height 1, so there may be fewer than NO solutions; the
same is true if two peaks are close enough to one another to merge together. Furthermore,
it may be the case that both conditions (A.10) are satisfied at eEj , but q( eEj) 6= 0, in which

7We have divided out by K(E0
R) which is legitimate so long as we are considering (a, b) 2 [Emin, Emax].

8If G(Ei, E
0
R) = 0 for all i and for all E0

R 2 (a, b), then clearly Eq. (A.7) can’t be satisfied.
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Assume g(E) is not flat over some range.  Then,

with

 g(v) must be flat except at individual points i.e. steps

models for energy resolution may violate property (iii), for example a “top hat” shape where
G(ER, E0

R) is constant in some interval about ER and zero everywhere else, but one may
always assume some infinitesimal deviations from flatness which otherwise has no measurable
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By the complementarity condition, we must have q( eEj) = 0, but to preserve the posi-
tivity condition (A.5), we must also have
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at the roots eEj of q. Taking the derivative of Eq. (A.9), and using the assumption dK/dE0
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By property (ii), G(Ei, E0
R) will be peaked at E0

R = Ei, so for E0
R close but not equal to Ei,

the ith term in the sum should dominate. The derivative of a peaked function is negative to
the right of the peak, so to satisfy the inequality, we must have eEj > Ei. In other words, the
positions of the steps shift to the right slightly.

The positions eEj are given by solving dq/dE0
R| eEj

= 0, which we already used as Eq. (A.7)

to derive the shape of eg. Reading (A.7) now as an algebraic equation for E0
R, the left-hand

side is a sum of NO peaked functions, weighted by various factors �i. A function of this form
will cross a horizontal line at most 2NO times, but only NO of these solutions will satisfy the
convexity condition (A.11) and could qualify as roots of q. For su�ciently large �i, the peak
of G(Ei, E0

R) may dip below the line of height 1, so there may be fewer than NO solutions; the
same is true if two peaks are close enough to one another to merge together. Furthermore,
it may be the case that both conditions (A.10) are satisfied at eEj , but q( eEj) 6= 0, in which

7We have divided out by K(E0
R) which is legitimate so long as we are considering (a, b) 2 [Emin, Emax].

8If G(Ei, E
0
R) = 0 for all i and for all E0

R 2 (a, b), then clearly Eq. (A.7) can’t be satisfied.
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is the total di↵erential event rate at Ei. But the left-hand side of Eq. (A.7) depends on E0
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through G(Ei, E0
R) while the right-hand side is constant; by property (iii), this is impossible.8
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Assume g(E) is not flat over some range.  Then,

with

const.

depends on E’

 g(v) must be flat except at individual points i.e. steps

models for energy resolution may violate property (iii), for example a “top hat” shape where
G(ER, E0

R) is constant in some interval about ER and zero everywhere else, but one may
always assume some infinitesimal deviations from flatness which otherwise has no measurable
e↵ect.

To simplify the notation, we write the di↵erential scattering rate (2.1) as

dR

dER
=

Z
dE0

R G(ER, E
0
R)K(E0

R)g̃(E
0
R), (A.1)

where we have absorbed the form factor, e�ciency, and all prefactors into K(E0
R). For

reasonable choices of the form factor and e�ciency functions, K(E0
R) > 0 for all E0

R within
the experimental sensitivity, and in addition dK/dE0

R is small. We have also written g̃(E0
R)

as a function of E0
R directly rather than vmin. Note however that since vmin is a monotonic

function of E0
R, g̃(E

0
R) is also monotonic function of E0

R. Consider now the expression for the
log-likelihood (2.8), written in the suggestive form
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Property (i) above ensures the resolution function G does not appear in the first integral.
We can now view the log-likelihood minimization as a variational problem: minimize

the functional L[g̃] with respect to the function g̃(E0
R), subject to the monotonicity con-

straint dg̃/dE0
R  0. The subject of variational problems with inequality constraints may

be somewhat unfamiliar to physicists, but is well-known in economics and related fields;
the solution is given by the Karush-Kuhn-Tucker conditions [30, 31], which generalize the
concept of Lagrange multipliers. In a similar fashion to imposing an equality constraint
with a Lagrange multiplier, we can impose the inequality constraint by introducing an aux-
iliary function q(E0

R) and modifying the log-likelihood, L[g̃] ! L[g̃] +
R
dE0

R
dg̃
dE0

R
q(E0

R). The

solution that minimizes the log-likelihood while satisfying the monotonicity constraint will
satisfy

�L

�g̃
� dq

dE0
R

= 0 , (A.3)

dg̃

dE0
R

 0 , (A.4)

q(E0
R) � 0 , (A.5)

Z
dE0

R

dg̃

dE0
R

q(E0
R) = 0 . (A.6)

Eq. (A.3) is the familiar equation resulting from varying the modified functional with respect
to g̃, and Eq. (A.4) is the desired monotonicity constraint. Eq. (A.6) is a complementarity
condition which ensures that the shift in L vanishes on the solution, just as the extra Lagrange
multiplier term vanishes on the solution in the case of equality constraints. When combined
with Eqs. (A.4) and (A.5), Eq. (A.6) enforces that at every point E0

R, either dg̃/dE0
R = 0

(saturating the inequality constraint), or q(E0
R) = 0.

Suppose that the solution g̃(E0
R) had a nonzero derivative everywhere on some open

interval (a, b). Then by Eq. (A.6), q = 0 on (a, b), and hence dq/dE0
R = 0 since q is constant.

– 14 –

Wednesday, 10 December 14



KKT 
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through G(Ei, E0
R) while the right-hand side is constant; by property (iii), this is impossible.8

This proves that g̃(E0
R) must be flat except at isolated points eEj ; in other words, it is a sum

of step functions.
To determine the number and position of the points eEj , we can read Eq. (A.3) as a
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The solution to this equation depends on the �i, which in turn depend on the full solution
function g̃(E0

R), so we cannot integrate this equation directly. In fact this turns out not to
be necessary.

By the complementarity condition, we must have q( eEj) = 0, but to preserve the posi-
tivity condition (A.5), we must also have
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at the roots eEj of q. Taking the derivative of Eq. (A.9), and using the assumption dK/dE0
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0, the condition on the second derivative becomes

�
NOX

i=1

1

�i

@G(Ei, E0
R)

@E0
R

����
E0

R= eEj

& 0. (A.11)

By property (ii), G(Ei, E0
R) will be peaked at E0

R = Ei, so for E0
R close but not equal to Ei,

the ith term in the sum should dominate. The derivative of a peaked function is negative to
the right of the peak, so to satisfy the inequality, we must have eEj > Ei. In other words, the
positions of the steps shift to the right slightly.

The positions eEj are given by solving dq/dE0
R| eEj

= 0, which we already used as Eq. (A.7)

to derive the shape of eg. Reading (A.7) now as an algebraic equation for E0
R, the left-hand

side is a sum of NO peaked functions, weighted by various factors �i. A function of this form
will cross a horizontal line at most 2NO times, but only NO of these solutions will satisfy the
convexity condition (A.11) and could qualify as roots of q. For su�ciently large �i, the peak
of G(Ei, E0

R) may dip below the line of height 1, so there may be fewer than NO solutions; the
same is true if two peaks are close enough to one another to merge together. Furthermore,
it may be the case that both conditions (A.10) are satisfied at eEj , but q( eEj) 6= 0, in which

7We have divided out by K(E0
R) which is legitimate so long as we are considering (a, b) 2 [Emin, Emax].

8If G(Ei, E
0
R) = 0 for all i and for all E0

R 2 (a, b), then clearly Eq. (A.7) can’t be satisfied.
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Assume g(E) is not flat over some range.  Then,

with

const.

depends on E’

 g(v) must be flat except at individual points i.e. steps

models for energy resolution may violate property (iii), for example a “top hat” shape where
G(ER, E0

R) is constant in some interval about ER and zero everywhere else, but one may
always assume some infinitesimal deviations from flatness which otherwise has no measurable
e↵ect.

To simplify the notation, we write the di↵erential scattering rate (2.1) as

dR

dER
=

Z
dE0

R G(ER, E
0
R)K(E0

R)g̃(E
0
R), (A.1)

where we have absorbed the form factor, e�ciency, and all prefactors into K(E0
R). For

reasonable choices of the form factor and e�ciency functions, K(E0
R) > 0 for all E0

R within
the experimental sensitivity, and in addition dK/dE0

R is small. We have also written g̃(E0
R)

as a function of E0
R directly rather than vmin. Note however that since vmin is a monotonic

function of E0
R, g̃(E

0
R) is also monotonic function of E0

R. Consider now the expression for the
log-likelihood (2.8), written in the suggestive form
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Property (i) above ensures the resolution function G does not appear in the first integral.
We can now view the log-likelihood minimization as a variational problem: minimize

the functional L[g̃] with respect to the function g̃(E0
R), subject to the monotonicity con-

straint dg̃/dE0
R  0. The subject of variational problems with inequality constraints may

be somewhat unfamiliar to physicists, but is well-known in economics and related fields;
the solution is given by the Karush-Kuhn-Tucker conditions [30, 31], which generalize the
concept of Lagrange multipliers. In a similar fashion to imposing an equality constraint
with a Lagrange multiplier, we can impose the inequality constraint by introducing an aux-
iliary function q(E0

R) and modifying the log-likelihood, L[g̃] ! L[g̃] +
R
dE0

R
dg̃
dE0

R
q(E0

R). The

solution that minimizes the log-likelihood while satisfying the monotonicity constraint will
satisfy

�L

�g̃
� dq

dE0
R

= 0 , (A.3)

dg̃

dE0
R

 0 , (A.4)

q(E0
R) � 0 , (A.5)

Z
dE0

R

dg̃

dE0
R

q(E0
R) = 0 . (A.6)

Eq. (A.3) is the familiar equation resulting from varying the modified functional with respect
to g̃, and Eq. (A.4) is the desired monotonicity constraint. Eq. (A.6) is a complementarity
condition which ensures that the shift in L vanishes on the solution, just as the extra Lagrange
multiplier term vanishes on the solution in the case of equality constraints. When combined
with Eqs. (A.4) and (A.5), Eq. (A.6) enforces that at every point E0

R, either dg̃/dE0
R = 0

(saturating the inequality constraint), or q(E0
R) = 0.

Suppose that the solution g̃(E0
R) had a nonzero derivative everywhere on some open

interval (a, b). Then by Eq. (A.6), q = 0 on (a, b), and hence dq/dE0
R = 0 since q is constant.

– 14 –

Reducio ad absurdum

Wednesday, 10 December 14



KKT 

Can determine the positions of the steps

This proves that g̃(E0
R) must be flat except at isolated points eEj ; in other words, it is a sum

of step functions.
To determine the number and position of the points eEj , we can read Eq. (A.3) as a

di↵erential equation for q:

dq

dE0
R

= K(E0
R)
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The solution to this equation depends on the �i, which in turn depend on the full solution
function g̃(E0

R), so we cannot integrate this equation directly. In fact this turns out not to
be necessary.

By the complementarity condition, we must have q( eEj) = 0, but to preserve the posi-
tivity condition (A.5), we must also have

dq

dE0
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= 0,
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at the roots eEj of q. Taking the derivative of Eq. (A.9), and using the assumption dK/dE0
R ⇡

0, the condition on the second derivative becomes
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By property (ii), G(Ei, E0
R) will be peaked at E0

R = Ei, so for E0
R close but not equal to Ei,

the ith term in the sum should dominate. The derivative of a peaked function is negative to
the right of the peak, so to satisfy the inequality, we must have eEj > Ei. In other words, the
positions of the steps shift to the right slightly.

The positions eEj are given by solving dq/dE0
R| eEj

= 0, which we already used as Eq. (A.7)

to derive the shape of eg. Reading (A.7) now as an algebraic equation for E0
R, the left-hand

side is a sum of NO peaked functions, weighted by various factors �i. A function of this form
will cross a horizontal line at most 2NO times, but only NO of these solutions will satisfy the
convexity condition (A.11) and could qualify as roots of q. For su�ciently large �i, the peak
of G(Ei, E0

R) may dip below the line of height 1, so there may be fewer than NO solutions; the
same is true if two peaks are close enough to one another to merge together. Furthermore,
it may be the case that both conditions (A.10) are satisfied at eEj , but q( eEj) 6= 0, in which

case there would be no step at eEj . We conclude that in the case of physically reasonable
G(ER, E0

R), the optimal halo integral g̃(ER) is given by a sum of at most NO step functions.
Rather than integrate Eq. (A.9), one may simply use this knowledge to perform at most

a 2NO-parameter numerical minimization of the log-likelihood subject to the monotonicity
constraint on g̃.
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The solution to this equation depends on the �i, which in turn depend on the full solution
function g̃(E0

R), so we cannot integrate this equation directly. In fact this turns out not to
be necessary.

By the complementarity condition, we must have q( eEj) = 0, but to preserve the posi-
tivity condition (A.5), we must also have
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at the roots eEj of q. Taking the derivative of Eq. (A.9), and using the assumption dK/dE0
R ⇡

0, the condition on the second derivative becomes
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By property (ii), G(Ei, E0
R) will be peaked at E0

R = Ei, so for E0
R close but not equal to Ei,

the ith term in the sum should dominate. The derivative of a peaked function is negative to
the right of the peak, so to satisfy the inequality, we must have eEj > Ei. In other words, the
positions of the steps shift to the right slightly.

The positions eEj are given by solving dq/dE0
R| eEj

= 0, which we already used as Eq. (A.7)

to derive the shape of eg. Reading (A.7) now as an algebraic equation for E0
R, the left-hand

side is a sum of NO peaked functions, weighted by various factors �i. A function of this form
will cross a horizontal line at most 2NO times, but only NO of these solutions will satisfy the
convexity condition (A.11) and could qualify as roots of q. For su�ciently large �i, the peak
of G(Ei, E0

R) may dip below the line of height 1, so there may be fewer than NO solutions; the
same is true if two peaks are close enough to one another to merge together. Furthermore,
it may be the case that both conditions (A.10) are satisfied at eEj , but q( eEj) 6= 0, in which

case there would be no step at eEj . We conclude that in the case of physically reasonable
G(ER, E0

R), the optimal halo integral g̃(ER) is given by a sum of at most NO step functions.
Rather than integrate Eq. (A.9), one may simply use this knowledge to perform at most

a 2NO-parameter numerical minimization of the log-likelihood subject to the monotonicity
constraint on g̃.
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not observe a signal. As described in [18], and Sec. 2.1, the most conservative limit on the
velocity integral at a specific value of vmin = vref , denoted g̃(vref ), may be determined by
considering limits on the function g̃(vmin) = g̃(vref )⇥(vref � vmin).

Calculating limits on g̃(vmin) in this way, and the best-fit values and confidence intervals
for g̃i suggested by a DM hint using the method above, leads to plots such as Fig. 2, showing
experimental limits and the best-fit values and confidence envelope for the velocity integral.
It should be emphasized that the envelope of g̃(vmin) does not imply that any curve passing
through the envelope will have a log-likelihood value of L  Lmin +�L, but it does imply
that there exists a curve which passes through any single point in the envelope within a
confidence interval satisfying L  Lmin +�L. Furthermore, no curve with L  Lmin +�L
lies outside the envelope.

The most important information in any such plot is the interplay between the limits
curve and the preferred envelope in the velocity integral. Consider a point on the lowest
boundary of the envelope in g̃(vmin) at a point v0min, denoted g̃�(v0min). The halo which
leads to this value of g̃(v0min) at v0min, but would predict the smallest possible number of
events in any detector, corresponds to g̃(vmin) = g̃�(v0min)⇥(v0min � vmin). However, it is
precisely this halo shape which has been constrained by the null experiment. Hence, if a
single point along the lowest boundary of the preferred envelope for g̃(vmin) is excluded by a
null experiment then there is no halo within �L of the minimum of the likelihood for which
the hint could be consistent with the null experiment. In other words, it is excluded by the
null experiment independent of any uncertainties in the DM halo.

2.4 Varying m�

The halo-independent methods are clearly of great value in comparing experimental results
whilst avoiding the significant uncertainties in the velocity distribution of the DM. One
perceived weakness of this approach is that it appears the calculations must be performed
under the hypothesis of a single DM mass, m�, and to consider a di↵erent DM mass m0

� the
entire calculation must be repeated again, leading to a proliferation of plots when presenting
the results. However, assuming the detector is built from a single material, once limits and
best-fit velocity integrals have been calculated for a single DM mass m�, it is simple to map
them to the analogous quantities for a di↵erent mass m0

�.
Let us first consider the energy of a scattering event. The minimum DM velocity

required is given by Eq. (2.3) which, for a specific scattering energy, immediately gives the
relationship between vmin(ER) for a DM mass m� and v0min(ER) for a DM mass m0

�,

v0min(ER) =
µN�

µN�0
vmin(ER) , (2.16)

mapping a point on the vmin axes for m� to a point on the v0min axes for m0
� while preserv-

ing the ordering of the scattering events. It should be noted that this mapping is nucleus-
dependent, and shifts limits and hints from di↵erent detectors by di↵ering amounts. Further-
more, as halo-independent limits and best-fit points are calculated assuming a flat velocity
integral between any neighboring events, the total number of events predicted between any
two events only changes by a global normalization factor. This normalization can be found
from Eqs. (2.1) and (2.4), where it is clear that under a change in the DM mass, m� ! m0

�,
the required normalization of g̃, whether as a best-fit point, or a point on an exclusion curve,
will be shifted to

g̃0 =
µ2
n�0

µ2
n�

g̃ . (2.17)
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Figure 2. The CDMS-Si and XENON10/100 results translated into vmin-space. The upper panels
show the case m� = 9 GeV for two choices of binning. In the left (right) panel the bin width is 2 keV
(3 keV). The choice of binning does not alter our conclusions. For all the cases considered, the region
of vmin-space probed by CDMS-Si is constrained by XENON10/100.

3 Analysing the experiments in vmin-space

We have seen that many parameters need to be specified before a theoretical prediction for
the number of scattering events in a direct detection experiment can be compared with the
observed number. While a parameter such as the local DM density a↵ects all experiments
in the same way, other parameters can change the number of events in one experiment
while having no impact on another experiment. A useful technique to gain insight into this
involves mapping the experimental result into v

min

-space [35]. If experiments probe di↵erent
regions of this space, they will be a↵ected di↵erently by varying parameters such as the local
escape velocity v

esc

; conversely, if experiments probe the same region of v
min

-space, then
modifying such parameters cannot improve agreement between the experiments. We first
apply this technique in the usual way to astrophysical parameters, before applying it also to
momentum-dependent interactions. Our discussion and notation closely follow [36].

3.1 Varying astrophysical parameters

After substituting the usual parameterisation of the cross-section for spin-independent scat-
tering from Eq. (2.5) into Eq. (2.1), we see that direct detection experiments do not di-
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Figure 2: Halo-independent interpretation of the CDMS-Si events versus constraints from
XENON10 and LUX assuming elastic, spin-independent scattering with equal couplings to
protons and neutrons (left panel) and with couplings tuned to maximally suppress the sen-
sitivity of xenon experiments (right panel). The preferred envelope and constraints are both
calculated at 90%. The best-fit halo is inconsistent with the LUX results and only a small
section of the lower boundary of the preferred halo envelope for CDMS-Si is compatible with
the null LUX results, meaning that only a small range of DM halos are compatible with
the LUX results for which the extended likelihood is within �L of the best-fit halo. If the
DM-nucleon couplings are tuned to maximally suppress scattering on xenon, the best-fit DM
interpretation is still inconsistent with the LUX results, however the range of viable halos is
increased. The curve for the SHM is also shown, giving a good fit to the CDMS-Si data as
well as a curve for the best-fit halo which minimizes the extended likelihood.

halo-independent unbinned comparison between the CDMS-Si excess and the recent LUX
results.

The S2-only XENON10 analysis [27] is used, with the ionization yield Qy also taken
from [27]. We take the detector resolution function G(ER, E0

R) to be a Gaussian with energy-
dependent width �ER = ER/

p
ERQy(ER). The acceptance is 95%, and the exposure is 15

kg days. Yellin’s ‘Pmax’ method [28] is used to set limits.
The LUX collaboration have recently announced results from the first run [6]. The

estimated LUX background distributions are not yet publicly available, making a profile
likelihood ratio (PLR) test statistic analysis impossible. In [29] it was shown that for light
DM the vast majority of nuclear recoil events would actually lie below the mean of the AmBe
and Cf-252 nuclear recoil calibration band. The reason for this is that for a given low S2
signal the S1 signal is likely to have appeared above threshold due to a Poisson fluctuation.
As there are no events in the region expected for light DM scattering (or equivalently low
energy events) the DM event detection e�ciency provided in [6] can be used to calculate the
total number of expected events for a light DM candidate and then a Poisson upper limit
can be set for zero observed events. We find excellent agreement with the estimated limits
from [8] and good agreement with the o�cial LUX results for the light DM region.

For CDMS-Si three events were found in 140.2 kg days of data [5]. We take the detector
resolution functionG(ER, E0

R) to be a Gaussian and assume a conservative detector resolution
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Figure 3: The same as Fig. 2 with the mapping of Eq. (2.16) and Eq. (2.17) employed to
calculate the halo-independent limits for m� = 7 GeV and m� = 10 GeV directly from the
limits for m� = 9 GeV shown in Fig. 2.

will be crucial to confirm or refute this possibility with a separate independent experiment
which uses di↵erent techniques and a di↵erent target nucleus. Previously developed halo-
independent methods significantly reduce the systematic errors in such a comparison by
eliminating the uncertainties due to the unknown DM velocity distribution. In this work these
methods have been extended to enable a halo-independent analysis of candidate DM events
without having to resort to event binning, which is inappropriate for a small number events
and for detectors with good energy resolution, as would be expected in the circumstances of
an emerging DM discovery. This method was developed for the simplest scenario of elastically
scattering DM, however it would be interesting to extend it to include non-minimal scenarios
such as inelastic or exothermic DM, or non-isotropic scattering.

The method we have described uses the standard approach of minimizing the extended
likelihood, which has the advantage of being a well known technique in the field and thus
straightforward for experimental collaborations to implement. Furthermore, it has the feature
that results from multiple experiments can be straightforwardly added to the likelihood to
carry out a combined analysis, although we have not studied such combinations here. This is
true for both excesses and limits. It would be interesting to see if other statistical techniques,
which do not require binning, give similar results. In addition to being straightforward for the
experimental collaborations to implement, and reducing one of the systematic uncertainties
that plague the interpretation of their results, we reemphasize that this does not come at
the expense of complicating the presentation of their results. For DM scattering elastically
in a detector with a single target, the results need only be presented for a single DM mass
as this contains all necessary information; the extension to other masses is straightforward
to calculate from the results for a single mass. In addition this method provides a halo-
independent analogue of the usual comparison between limits and preferred regions.

Finally, as a test example we applied our technique to the recent results from CDMS and
LUX. In accordance with expectations an unbinned halo-independent analysis of the three
anomalous CDMS-Si events shows that for elastic, spin-independent scattering the CMDS-Si
events are in tension with the null results from the LUX detector. If a DM interpretation
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Figure 4. Two examples for modifications of the momentum- and velocity-dependence of the di↵eren-
tial cross-section. Left: Long-range interactions, which enhance the cross-section for small momentum
transfer. Right: Anapole interactions, which suppress the cross-section for small momentum transfer
and small velocity (note the change of vertical scale).

confirm this expectation for the case of anapole interactions, which lead to a di↵erential
scattering cross-section [47]:
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Our results are shown in the right panel of Fig. 4. As expected, because of the momentum-
and velocity-suppression, the CDMS-Si favoured parameter region and the XENON10/100
bounds are moved to much larger cross-sections, but their relative position remains un-
changed. For the anapole operator we do in fact observe a slight shift of the CDMS-Si region
compared to the XENON10/100 bounds. This shift can be traced back to the fact that for
anapole interactions DM particles couple to protons only leading to a factor of Z2 rather
than A2 in the cross-section. We explore the e↵ect of di↵erent DM couplings to protons and
neutrons in more detail in the next section.

4 Reducing the tension between CDMS-Si and XENON10/100

As we have seen CDMS-Si and XENON10/100 cannot be brought into better agreement
by modifying either the DM velocity distribution or the velocity/momentum dependence of
the cross-section. To weaken the constraints from XENON10/100, we need to reduce the
enhancement of the cross-section for heavy nuclei. In this section, we discuss two possible
modifications of DM interactions that can increase the sensitivity of light targets compared
to heavy ones: inelastic DM [48] and isospin-dependent couplings [49–52].

In the former case, DM-nucleon interactions require the transition between two DM
states of slightly di↵erent mass. The minimum velocity required for a recoil of energy E
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Extension to inelastic DM

Projection to and from vmin space more complicated
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[see also Bozorgnia et al; del Nobile et al]
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Our results are shown in the right panel of Fig. 4. As expected, because of the momentum-
and velocity-suppression, the CDMS-Si favoured parameter region and the XENON10/100
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anapole interactions DM particles couple to protons only leading to a factor of Z2 rather
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Projection to and from vmin space more complicated
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Test an experiment against itself?

[see also Bozorgnia et al; del Nobile et al]
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Conclusions

•Should analyse data independent of astro uncertainties
•With multiple experiments should compare g(v), tests 
consistency
•Presenting experimental results in g(v) very useful
•One plot contains all information, for all masses
•Find region of consistent parameter space
•         Unbinned approach using likelihood techniques
•Maximal use of information
•Independent of astrophysics, expts. agree/disagree?
•Application:  CDMS-Si is at odds with LUX
•Ultimately may be able to extract f(v) by differentiating 
deconvoluted rate
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