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Motivation 
•  HEP	  (high	  energy	  QCD,	  BSM,	  etc…)	  

–  Resumma=on,	  Jets	  vetos	  etc...	  
–  LHC	  /	  New	  Physics	  searches	  /	  backgrounds	  
	  
	  
	  
	  
	  

•  	  Hadronic	  structure	  studies	  that	  use	  pQCD.	  
–  Confinement	  
–  LaPce	  QCD	  
–  Chiral	  Symmetry	  Breaking	  
–  General	  Non-‐perturba=ve	  QCD	  

Transverse	  Momentum	  Dependent	  (TMD)	  Factoriza7on	  

Quark	  and	  Gluon	  
Degrees	  of	  Freedom	  
	  

Theme	  of	  talk.	  



Talk Strategy  

•  	  Parton	  Model	  Intui=on	  

•  Real	  QCD	  



Talk Strategy  

•  Collinear	  Factoriza=on	  
–  Collinear	  PDF,	  FFs	  
–  Scale	  Evolu=on	  	  

•  TMD	  Factoriza=on	  
–  TMD	  PDF,	  FFs	  
–  Scale	  Evolu=on	  	  

Analogies	  /	  Broken	  Analogies	  
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Small	  Scales	  
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Collinear parton model 
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Collinear	  case	  
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Collinear Drell-Yan 
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•  Perturba=ve	  QCD	  factoriza=on	  theorem:	  

	  
	  
•  DGLAP	  evolu=on	  

	  
	  
•  Factoriza)on	  +	  Evolu)on:	  Universal	  PDFs	  

Auxiliary	  parameter:	  Arbitrary	  
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	  “Portable”	  

(Dokshitzer-‐Gribov-‐Lipatov-‐Altarelli-‐Parisi)	  

Collinear (Standard) Case 
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FIG. 6. (a) Illustration of the nonperturbative. compo-
nent of the transverse momentum of quarks within proton
that is intrinsic to the wave function of the proton. One
expects this transverse momentum to be balanced by the
remaining constituents in the proton which can, in turn,
fragment into particles at high &ff. The away-side con-
sists of the recoiling quark 9'g and two slightly shifted
jets, one from the beam and one from the target. (b)
Illustration of the perturbative component to the trans-
verse momentum of a quark with a hadron which is due
to the bremstrahlung of a gluon before the basic 2- 2
scattering occurs. In this case, the trigger quark is
balanced by two away-side jets, one from the quark 9z
and from the radiated gluon 9&.

creases the P~ of a 90 trigger has recently been
observed by the British-French-Scandinavian
(BFS) group at ISR'o (see Fig. 14 or Ref. 22).
Secondly, in QCD, one expects to receive an
"effective" k~ of quarks in protons due to the
bremstrahlung of gluons. This perturbation term
is illustrated in Fig. 6(b). It corresponds to in-
cluding two particle to three or more particle
processes (2-8) rather than just the two particle
to two particle 2-2 scatterings. For such sub-
processes, the k of the quark p, is balanced by
a. gluon jet on the away side which subsequently
fragments into many low-momentum hadrons.
In addition, the mean value of the effective kj is
expected to depend on the x vy, lue of quark p, and
an the q' for the processes. Separating the origin
of the transverse momenta into Types I and II as
seen in Fig. 6 is a bit artificial since both mech-
anisms occur simultaneously.

10-IO
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I
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FIG, 7. The transverse-momentum spectrum,
«/&M&~& &~, of muon pairs in PP collisions at ~=27.4
GeV, ~»= 8 GeV, and rapidity ~= 0 from Ref. 51. Also
shown is a Gaussian fit of the form exp (-0.54 ~~ )
which yields %Q~= 1.2 GeV and is interpreted as imply-
ing %j)& =848 MeV.

The effective constituent transverse momentum
is directly observed in the Drell-Yan process
PP- p. 'p. +X. Current data" indicate that
(k )„+u- is about 1.2 GeV(see Fig. f). There
ha, s been much speculation about how much of the
dimuon 0, spectra, shown in Fig. 7 is due to the
wave function (Type I) and how much is explained
by @CDperturbation calculations (Type II)."""
The latter predicts a high-0 tail to the distrjbu-
tion that falls roughly like a power and a mean
that depends both on x and Q' of the muon pa, ir.
For the present analysis, we shall parameterize
the transverse momentum of the constituents in
protons by a Gaussian with (fr~), , =848 MeV
which produces for the Drell-Yan subprocess the
curve shown in Fig. 7. We shall take this dis-
tribution to be independent of x and Q' and to be the

“There has been much speculation 
about how much of the dimuon kT  
spectra shown in Fig.7 is due to the 
wave function (Type I) and how much 
is explained by QCD perturbation 
calculations (Type II).” 
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to the bremstrahlung of a gluon before the basic 2- 2
scattering occurs. In this case, the trigger quark is
balanced by two away-side jets, one from the quark 9z
and from the radiated gluon 9&.

creases the P~ of a 90 trigger has recently been
observed by the British-French-Scandinavian
(BFS) group at ISR'o (see Fig. 14 or Ref. 22).
Secondly, in QCD, one expects to receive an
"effective" k~ of quarks in protons due to the
bremstrahlung of gluons. This perturbation term
is illustrated in Fig. 6(b). It corresponds to in-
cluding two particle to three or more particle
processes (2-8) rather than just the two particle
to two particle 2-2 scatterings. For such sub-
processes, the k of the quark p, is balanced by
a. gluon jet on the away side which subsequently
fragments into many low-momentum hadrons.
In addition, the mean value of the effective kj is
expected to depend on the x vy, lue of quark p, and
an the q' for the processes. Separating the origin
of the transverse momenta into Types I and II as
seen in Fig. 6 is a bit artificial since both mech-
anisms occur simultaneously.
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which yields %Q~= 1.2 GeV and is interpreted as imply-
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The effective constituent transverse momentum
is directly observed in the Drell-Yan process
PP- p. 'p. +X. Current data" indicate that
(k )„+u- is about 1.2 GeV(see Fig. f). There
ha, s been much speculation about how much of the
dimuon 0, spectra, shown in Fig. 7 is due to the
wave function (Type I) and how much is explained
by @CDperturbation calculations (Type II)."""
The latter predicts a high-0 tail to the distrjbu-
tion that falls roughly like a power and a mean
that depends both on x and Q' of the muon pa, ir.
For the present analysis, we shall parameterize
the transverse momentum of the constituents in
protons by a Gaussian with (fr~), , =848 MeV
which produces for the Drell-Yan subprocess the
curve shown in Fig. 7. We shall take this dis-
tribution to be independent of x and Q' and to be the
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derivation see Ref. [8]. We are mainly interested in the first term on the right side of Eq. (4), which corresponds to the
TMD term of the schematic formula in Eq. (1) with all transverse coordinate dependent terms isolated. This term is
derived using the approximation that PT ⌧ Q. For an accurate calculation of the full cross section, a correction term,
the Y -term, is need for the region PT ⇠ Q, and this is symbolized by the last term in Eq. (4). From here forward,
we will neglect the Y -term contribution and focus only on the TMD term. We will remark further on whether this is
reasonable in Sect. VI.

Over shorter distance scales, 1/bT becomes a hard scale, and the transverse momentum dependence can itself be
calculated in perturbation theory. With a choice of renormalization scale µ ⇠ 1/bT , ↵s(⇠ 1/bT ) approaches zero for
small sizes due to asymptotic freedom, ensuring that the short range transverse coordinate dependence is reliably
calculable in perturbation theory. For large transverse distances, transverse coordinate dependence becomes non-
perturbative (corresponding, in momentum space, to the onset of small intrinsic bound state transverse momentum).
There, a prescription is needed to tame the growth of ↵s(1/bT ) match to a non-perturbative large distance description.
The renormalization group scale is therefore chosen to obey

µb ⌘ C
1

/|b⇤(bT )| , (5)

where b⇤(b) is a function of bT that equals bT at small bT but freezes in the limit where bT becomes non-perturbatively
large, i.e., when bT is larger than some fixed b

max

. This non-perturbative function must obey

b⇤(bT ) =

⇢
bT bT ⌧ b

max

b

max

bT � b
max

.
(6)

The most common taming procedure uses

b⇤(bT

) ⌘ b

Tp
1 + b2T /b

2

max

. (7)

Although any function obeying Eq. (6) is consistent with the CSS formalism, Eq. (7) is one of the simplest choices
and the one that we will use in this paper. The factor C

1

is an arbitrary numerical constant that can be chosen to
minimize higher order corrections. It it typically fixed to be C

1

= 2e��E . With the bT dependence of the perturbatively
calculable part of Eq. (4) frozen above a certain b

max

, the remaining non-perturbative evolution is described by the
function gK(bT ;µb), which is totally universal and independent of Q, x, or z. The non-perturbative evolution function
gK(bT ;µb) must vanish as a power of bT as bT ! 0.

The value of b
max

, as well as the functional form for the matching in Eq. (7), is exactly arbitrary in full QCD. The
role of b

max

is to define the boundary between what are regarded as perturbative and non-perturbative regions of
bT -dependence. In practical applications, it should be chosen large enough to maximize the perturbative content of the
calculation, while small enough to maintain a safe perturbative treatment of perturbatively calculable parts at a given
order of perturbation theory. The numerical value of b

max

depends generally on the order of perturbation theory. If
it is chosen too large, then perturbation theory is applied over a large range of bT where perturbation theory becomes
suspect. If b

max

is too small, then almost all of the calculation is e↵ectively treated as non-perturbative and requires
extensive fitting to mimic the behavior of �K(g(µ0)) and K̃(b⇤;µb). In that case, most of the work in fitting non
perturbative functions actually goes into reproducing results that could be calculated perturbatively. The formalism
is setup to be neutral as to precisely where the transition from perturbative to non-perturbative bT dependence
occurs so that any given degree of precision may be achieved through a combination of higher order calculations and
non-perturbative fitting.

Note also that the choices of b⇤(bT) and gK(bT ;µb) are not independent and there could in principle be di↵erent
combinations that correspond to the same non-perturbative matching. Both combine to give the description of the
non-perturbative region at large bT . Indeed, it is possible in principle that the fitting to the non-perturbative region
of bT could be achieved entirely by adjusting the form of b⇤(bT

).
A frequently used ansatz for gK(bT ;µb) is

gK(bT ;µb) = �g
2

1

2
b2T , (8)

where g
2

is a Gaussian fit parameter. This choice for gK(bT ;µb) e↵ectively imposes a strong cuto↵ on non-perturbative
regions of bT whenever Q is significantly larger than Q

0

.
Until recently, the CSS formalism has been applied mainly to Drell-Yan-like processes, with only a relatively small

number of treatments [29, 30] dedicated to SIDIS. The early CSS studies were mainly oriented toward obtaining an
accurate perturbative description of the di↵erential cross section over a wide range of relatively large qT , particularly
for qT � ⇤QCD, with maximum input from perturbation theory. With access to hadronic structure not being the
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derivation see Ref. [8]. We are mainly interested in the first term on the right side of Eq. (4), which corresponds to the
TMD term of the schematic formula in Eq. (1) with all transverse coordinate dependent terms isolated. This term is
derived using the approximation that PT ⌧ Q. For an accurate calculation of the full cross section, a correction term,
the Y -term, is need for the region PT ⇠ Q, and this is symbolized by the last term in Eq. (4). From here forward,
we will neglect the Y -term contribution and focus only on the TMD term. We will remark further on whether this is
reasonable in Sect. VI.

Over shorter distance scales, 1/bT becomes a hard scale, and the transverse momentum dependence can itself be
calculated in perturbation theory. With a choice of renormalization scale µ ⇠ 1/bT , ↵s(⇠ 1/bT ) approaches zero for
small sizes due to asymptotic freedom, ensuring that the short range transverse coordinate dependence is reliably
calculable in perturbation theory. For large transverse distances, transverse coordinate dependence becomes non-
perturbative (corresponding, in momentum space, to the onset of small intrinsic bound state transverse momentum).
There, a prescription is needed to tame the growth of ↵s(1/bT ) match to a non-perturbative large distance description.
The renormalization group scale is therefore chosen to obey

µb ⌘ C
1

/|b⇤(bT )| , (5)

where b⇤(b) is a function of bT that equals bT at small bT but freezes in the limit where bT becomes non-perturbatively
large, i.e., when bT is larger than some fixed b

max

. This non-perturbative function must obey

b⇤(bT ) =

⇢
bT bT ⌧ b

max

b

max

bT � b
max

.
(6)

The most common taming procedure uses

b⇤(bT

) ⌘ b

Tp
1 + b2T /b

2

max

. (7)

Although any function obeying Eq. (6) is consistent with the CSS formalism, Eq. (7) is one of the simplest choices
and the one that we will use in this paper. The factor C

1

is an arbitrary numerical constant that can be chosen to
minimize higher order corrections. It it typically fixed to be C

1

= 2e��E . With the bT dependence of the perturbatively
calculable part of Eq. (4) frozen above a certain b

max

, the remaining non-perturbative evolution is described by the
function gK(bT ;µb), which is totally universal and independent of Q, x, or z. The non-perturbative evolution function
gK(bT ;µb) must vanish as a power of bT as bT ! 0.

The value of b
max

, as well as the functional form for the matching in Eq. (7), is exactly arbitrary in full QCD. The
role of b

max

is to define the boundary between what are regarded as perturbative and non-perturbative regions of
bT -dependence. In practical applications, it should be chosen large enough to maximize the perturbative content of the
calculation, while small enough to maintain a safe perturbative treatment of perturbatively calculable parts at a given
order of perturbation theory. The numerical value of b

max

depends generally on the order of perturbation theory. If
it is chosen too large, then perturbation theory is applied over a large range of bT where perturbation theory becomes
suspect. If b

max

is too small, then almost all of the calculation is e↵ectively treated as non-perturbative and requires
extensive fitting to mimic the behavior of �K(g(µ0)) and K̃(b⇤;µb). In that case, most of the work in fitting non
perturbative functions actually goes into reproducing results that could be calculated perturbatively. The formalism
is setup to be neutral as to precisely where the transition from perturbative to non-perturbative bT dependence
occurs so that any given degree of precision may be achieved through a combination of higher order calculations and
non-perturbative fitting.

Note also that the choices of b⇤(bT) and gK(bT ;µb) are not independent and there could in principle be di↵erent
combinations that correspond to the same non-perturbative matching. Both combine to give the description of the
non-perturbative region at large bT . Indeed, it is possible in principle that the fitting to the non-perturbative region
of bT could be achieved entirely by adjusting the form of b⇤(bT

).
A frequently used ansatz for gK(bT ;µb) is

gK(bT ;µb) = �g
2

1

2
b2T , (8)

where g
2

is a Gaussian fit parameter. This choice for gK(bT ;µb) e↵ectively imposes a strong cuto↵ on non-perturbative
regions of bT whenever Q is significantly larger than Q

0

.
Until recently, the CSS formalism has been applied mainly to Drell-Yan-like processes, with only a relatively small

number of treatments [29, 30] dedicated to SIDIS. The early CSS studies were mainly oriented toward obtaining an
accurate perturbative description of the di↵erential cross section over a wide range of relatively large qT , particularly
for qT � ⇤QCD, with maximum input from perturbation theory. With access to hadronic structure not being the
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derivation see Ref. [8]. We are mainly interested in the first term on the right side of Eq. (4), which corresponds to the
TMD term of the schematic formula in Eq. (1) with all transverse coordinate dependent terms isolated. This term is
derived using the approximation that PT ⌧ Q. For an accurate calculation of the full cross section, a correction term,
the Y -term, is need for the region PT ⇠ Q, and this is symbolized by the last term in Eq. (4). From here forward,
we will neglect the Y -term contribution and focus only on the TMD term. We will remark further on whether this is
reasonable in Sect. VI.

Over shorter distance scales, 1/bT becomes a hard scale, and the transverse momentum dependence can itself be
calculated in perturbation theory. With a choice of renormalization scale µ ⇠ 1/bT , ↵s(⇠ 1/bT ) approaches zero for
small sizes due to asymptotic freedom, ensuring that the short range transverse coordinate dependence is reliably
calculable in perturbation theory. For large transverse distances, transverse coordinate dependence becomes non-
perturbative (corresponding, in momentum space, to the onset of small intrinsic bound state transverse momentum).
There, a prescription is needed to tame the growth of ↵s(1/bT ) match to a non-perturbative large distance description.
The renormalization group scale is therefore chosen to obey

µb ⌘ C
1

/|b⇤(bT )| , (5)

where b⇤(b) is a function of bT that equals bT at small bT but freezes in the limit where bT becomes non-perturbatively
large, i.e., when bT is larger than some fixed b

max

. This non-perturbative function must obey

b⇤(bT ) =

⇢
bT bT ⌧ b

max

b

max

bT � b
max

.
(6)

The most common taming procedure uses

b⇤(bT

) ⌘ b

Tp
1 + b2T /b

2

max

. (7)

Although any function obeying Eq. (6) is consistent with the CSS formalism, Eq. (7) is one of the simplest choices
and the one that we will use in this paper. The factor C

1

is an arbitrary numerical constant that can be chosen to
minimize higher order corrections. It it typically fixed to be C

1

= 2e��E . With the bT dependence of the perturbatively
calculable part of Eq. (4) frozen above a certain b

max

, the remaining non-perturbative evolution is described by the
function gK(bT ;µb), which is totally universal and independent of Q, x, or z. The non-perturbative evolution function
gK(bT ;µb) must vanish as a power of bT as bT ! 0.

The value of b
max

, as well as the functional form for the matching in Eq. (7), is exactly arbitrary in full QCD. The
role of b

max

is to define the boundary between what are regarded as perturbative and non-perturbative regions of
bT -dependence. In practical applications, it should be chosen large enough to maximize the perturbative content of the
calculation, while small enough to maintain a safe perturbative treatment of perturbatively calculable parts at a given
order of perturbation theory. The numerical value of b

max

depends generally on the order of perturbation theory. If
it is chosen too large, then perturbation theory is applied over a large range of bT where perturbation theory becomes
suspect. If b

max

is too small, then almost all of the calculation is e↵ectively treated as non-perturbative and requires
extensive fitting to mimic the behavior of �K(g(µ0)) and K̃(b⇤;µb). In that case, most of the work in fitting non
perturbative functions actually goes into reproducing results that could be calculated perturbatively. The formalism
is setup to be neutral as to precisely where the transition from perturbative to non-perturbative bT dependence
occurs so that any given degree of precision may be achieved through a combination of higher order calculations and
non-perturbative fitting.

Note also that the choices of b⇤(bT) and gK(bT ;µb) are not independent and there could in principle be di↵erent
combinations that correspond to the same non-perturbative matching. Both combine to give the description of the
non-perturbative region at large bT . Indeed, it is possible in principle that the fitting to the non-perturbative region
of bT could be achieved entirely by adjusting the form of b⇤(bT

).
A frequently used ansatz for gK(bT ;µb) is

gK(bT ;µb) = �g
2

1

2
b2T , (8)

where g
2

is a Gaussian fit parameter. This choice for gK(bT ;µb) e↵ectively imposes a strong cuto↵ on non-perturbative
regions of bT whenever Q is significantly larger than Q

0

.
Until recently, the CSS formalism has been applied mainly to Drell-Yan-like processes, with only a relatively small

number of treatments [29, 30] dedicated to SIDIS. The early CSS studies were mainly oriented toward obtaining an
accurate perturbative description of the di↵erential cross section over a wide range of relatively large qT , particularly
for qT � ⇤QCD, with maximum input from perturbation theory. With access to hadronic structure not being the
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•  Constraining	  SM	  parameters.	  

–  Example:	  W,	  Z	  masses	  and	  widths	  

	   “While significant effort has been put into the study of W(b) 
at large b [36, 42, 43, 44], none … adequately describe the 
observed Z boson distribution without introducing free 
parameters.” 

-‐	  P.	  Nadolsky,	  (2004)	  Theory	  of	  W	  and	  Z	  Produc)on,	  pg.	  9	  
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Figure 6. The CSS resummed cross sections in Z boson production at the Tevatron. The curves are
computed in several models for the CSS form factor W (b) at large impact parameters (b > 1 GeV−1):
(a) W (b) at large b is given by extrapolation of its perturbative part from b < 1 GeV−1 (solid); (b) the
same as (a), multiplied by a Gaussian smearing term e−0.8b2(short-dashed); (c) a phenomenologicalBLNY
form, which shows good agreement with the Run-1 Z data (dot-dashed) [24]; (d) an updated Ladinsky-
Yuan form, which shows worse agreement with the Run-1 Z data (long-dashed) [24]. Note that the
extrapolationmodel (curves (a) and (b)) must include a Gaussian smearing term e−gb2 ,with g∼ 0.8 GeV2,
in order to be close to the BLNY form (and, hence, to the data).

of the perturbation series cures the instability of the theory at q2T # Q2 by summing
the troublesome qT logarithms through all orders of αs into a soft (Sudakov) form
factor [30]. The validity of such re-arrangement is proved by a factorization theorem
in the method by Collins, Soper, and Sterman (CSS) [31]. The resummation in vec-
tor boson production is a special case of a more general problem, and essentially the
same method applies to hadroproduction in e+e− scattering [32], and semi-inclusive
hadroproduction in deep-inelastic scattering [33, 34, 35]. The CSS formalism automat-
ically preserves the fundamental symmetries (renormalization- and gauge-group invari-
ance, energy-momentum conservation) and is convenient in practice. The qT resumma-
tion can be extended to include effects of particle thresholds [36], heavy quark masses
[37], and hadronic spin [38, 39]. RESBOS [23, 24] is a Monte-Carlo integrator program
that quickly and accurately evaluates the CSS resummed cross sections in Drell-Yan-like
processes.
All small-qT logarithms arise in the CSS method from the form factor W (b) in im-

pact parameter (b) space, composed of the Sudakov exponential and b-dependent parton
distribution functions. The resummed qT distribution is obtained by taking the Fourier-
Bessel transform ofW (b) into qT space (realized numerically in RESBOS). The alterna-
tive approaches evaluate the Fourier-Bessel transform of the leading logarithmic towers
analytically, with the goal to improve transition from the resummed cross section to the
finite-order cross section at intermediate qT [40, 41]. The integration over all b in the
Fourier-Bessel transform introduces sensitivity to the nonperturbative QCD dynamics

P.	  Nadolsky,	  (2004)	  Theory	  of	  W	  and	  Z	  Produc)on	  
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observed Z boson distribution without introducing free 
parameters.” 

-‐	  P.	  Nadolsky,	  (2004)	  Theory	  of	  W	  and	  Z	  Produc)on,	  pg.	  9	  

“The observed boson qT spectrum in this measurement is 
mostly sensitive to g2 and has very limited sensitivity to the 
other non-perturbative parameters...” 

-‐	  Rafael	  Coelho	  Lopes	  de	  Sá,	  (2013)	  ,	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Measurement	  of	  the	  W	  boson	  Mass	  with	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  the	  	  D0	  Detector,	  pg.	  57,	  Ph.D.	  Thesis,	  Stony	  Brook	  University	  	  

(See	  Talk	  of	  M.	  Guzzi)	  



Motivation II 
Hadron Structure and Transverse 

Momentum 



TMD vs. Collinear 



TMD Taxonomy 

Transversity	  

Sivers	  

Boer-‐Mulders	  
Pretzelosity	   Collins	  

Polarizing	  FF	  

Worm	  gear	  

Worm	  gear	  Collinear	   Collinear	  

(P.	  Mulders,	  R.	  Tangerman	  (1996))	  
(Gaussian	  Parametriza)ons)	  



•  Parton	  Model	  
	  

	  
•  Perturba=ve	  QCD	  factoriza=on	  theorem	  	  
	  
	  

Recall Collinear Case: 

Hadron	  Structure:	  large	  distance	  scales	  	  
Elementary	  	  
	  	  	  	  	  	  	  	  	  collision	  
Short	  distance	  scales	  
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Parton model-like picture in QCD? 



	  
•  Exact,	  gauge	  invariant	  operator	  defini=ons	  needed	  to	  
address	  ques=ons	  of	  hadronic	  structure.	  
	  
	  

•  Universality	  /	  Modified	  Universality.	  
–  Sivers	  Func=on:	  Non-‐zero,	  reverses	  sign	  in	  Drell-‐Yan	  vs.	  SIDIS	  

	  
	  

•  Constrained	  by	  factoriza=on	  deriva=on.	  
(Brodsky,	  Hwang,	  Schmidt	  (2002)),	  (Collins,	  (2002))	  
	  

(See	  Collins,	  POS	  	  (2003)	  for	  list	  of	  complica)ons)	  
	  

TMD PDF Definitions 
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•  Exact,	  gauge	  invariant	  operator	  defini=ons	  needed	  to	  
address	  ques=ons	  of	  hadronic	  structure.	  
	  
	  

•  Universality	  /	  Modified	  Universality.	  
–  Sivers	  Func=on:	  Non-‐zero,	  reverses	  sign	  in	  Drell-‐Yan	  vs.	  SIDIS	  

	  
	  

•  Constrained	  by	  factoriza=on	  deriva=on.	  
(Brodsky,	  Hwang,	  Schmidt	  (2002)),	  (Collins,	  (2002))	  
	  

(See	  Collins,	  POS	  	  (2003)	  for	  list	  of	  complica)ons)	  
	  

TMD PDF Definitions 
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•  Collinear	  Factoriza=on	  
–  Collinear	  PDF,	  FFs	  
–  Scale	  Evolu=on	  	  

•  TMD	  Factoriza=on	  
–  TMD	  PDF,	  FFs	  
–  Scale	  Evolu=on	  	  

Analogies	  /	  Broken	  Analogies	  
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Large	  bT:	  	  
	  	  	  	  	  	  Non-‐perturba)ve	  	  

Small	  bT:	  	  
	  	  	  	  	  	  perturba)ve	  	  
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derivation see Ref. [8]. We are mainly interested in the first term on the right side of Eq. (4), which corresponds to the
TMD term of the schematic formula in Eq. (1) with all transverse coordinate dependent terms isolated. This term is
derived using the approximation that PT ⌧ Q. For an accurate calculation of the full cross section, a correction term,
the Y -term, is need for the region PT ⇠ Q, and this is symbolized by the last term in Eq. (4). From here forward,
we will neglect the Y -term contribution and focus only on the TMD term. We will remark further on whether this is
reasonable in Sect. VI.

Over shorter distance scales, 1/bT becomes a hard scale, and the transverse momentum dependence can itself be
calculated in perturbation theory. With a choice of renormalization scale µ ⇠ 1/bT , ↵s(⇠ 1/bT ) approaches zero for
small sizes due to asymptotic freedom, ensuring that the short range transverse coordinate dependence is reliably
calculable in perturbation theory. For large transverse distances, transverse coordinate dependence becomes non-
perturbative (corresponding, in momentum space, to the onset of small intrinsic bound state transverse momentum).
There, a prescription is needed to tame the growth of ↵s(1/bT ) match to a non-perturbative large distance description.
The renormalization group scale is therefore chosen to obey

µb ⌘ C
1

/|b⇤(bT )| , (5)

where b⇤(b) is a function of bT that equals bT at small bT but freezes in the limit where bT becomes non-perturbatively
large, i.e., when bT is larger than some fixed b

max

. This non-perturbative function must obey

b⇤(bT ) =

⇢
bT bT ⌧ b

max

b

max

bT � b
max

.
(6)

The most common taming procedure uses

b⇤(bT

) ⌘ b

Tp
1 + b2T /b

2

max

. (7)

Although any function obeying Eq. (6) is consistent with the CSS formalism, Eq. (7) is one of the simplest choices
and the one that we will use in this paper. The factor C

1

is an arbitrary numerical constant that can be chosen to
minimize higher order corrections. It it typically fixed to be C

1

= 2e��E . With the bT dependence of the perturbatively
calculable part of Eq. (4) frozen above a certain b

max

, the remaining non-perturbative evolution is described by the
function gK(bT ;µb), which is totally universal and independent of Q, x, or z. The non-perturbative evolution function
gK(bT ;µb) must vanish as a power of bT as bT ! 0.

The value of b
max

, as well as the functional form for the matching in Eq. (7), is exactly arbitrary in full QCD. The
role of b

max

is to define the boundary between what are regarded as perturbative and non-perturbative regions of
bT -dependence. In practical applications, it should be chosen large enough to maximize the perturbative content of the
calculation, while small enough to maintain a safe perturbative treatment of perturbatively calculable parts at a given
order of perturbation theory. The numerical value of b

max

depends generally on the order of perturbation theory. If
it is chosen too large, then perturbation theory is applied over a large range of bT where perturbation theory becomes
suspect. If b

max

is too small, then almost all of the calculation is e↵ectively treated as non-perturbative and requires
extensive fitting to mimic the behavior of �K(g(µ0)) and K̃(b⇤;µb). In that case, most of the work in fitting non
perturbative functions actually goes into reproducing results that could be calculated perturbatively. The formalism
is setup to be neutral as to precisely where the transition from perturbative to non-perturbative bT dependence
occurs so that any given degree of precision may be achieved through a combination of higher order calculations and
non-perturbative fitting.

Note also that the choices of b⇤(bT) and gK(bT ;µb) are not independent and there could in principle be di↵erent
combinations that correspond to the same non-perturbative matching. Both combine to give the description of the
non-perturbative region at large bT . Indeed, it is possible in principle that the fitting to the non-perturbative region
of bT could be achieved entirely by adjusting the form of b⇤(bT

).
A frequently used ansatz for gK(bT ;µb) is

gK(bT ;µb) = �g
2

1

2
b2T , (8)

where g
2

is a Gaussian fit parameter. This choice for gK(bT ;µb) e↵ectively imposes a strong cuto↵ on non-perturbative
regions of bT whenever Q is significantly larger than Q

0

.
Until recently, the CSS formalism has been applied mainly to Drell-Yan-like processes, with only a relatively small

number of treatments [29, 30] dedicated to SIDIS. The early CSS studies were mainly oriented toward obtaining an
accurate perturbative description of the di↵erential cross section over a wide range of relatively large qT , particularly
for qT � ⇤QCD, with maximum input from perturbation theory. With access to hadronic structure not being the

6
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and the renormalization group equations:
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TMD PDF expanded
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;Q,Q2

) = (57)
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Polarized TMD PDFs: 

~Sð0ÞðbT; yA; yBÞ ¼
1

Nc
h0jWðbT=2;1; nBÞyca

$WðbT=2;1; nAÞadWð%bT=2;1; nBÞbc
$Wð%bT=2;1;nAÞydbj0i: (10)

In both of these functions, there should be inserted trans-
verse gauge links at infinity. However, their effects cancel
in the subtracted TMD PDF, when Feynman gauge is used,
so we have not indicated the extra gauge links explicitly.

The full definition of the TMD PDF from [21] is

~Ff=P"ðx;bT; S;!; "FÞ
¼ ~Funsub

f=P" ðx;bT; S;!; yP % ð%1ÞÞ

$
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

~Sð0ÞðbT;þ1; ysÞ
~Sð0ÞðbT;þ1;%1Þ~Sð0ÞðbT; ys;%1Þ

vuut ZFZ2: (11)

This involves limits: infinite rapidity on the Wilson lines
indicated, infinite length for the Wilson lines, and then
removal of the UV regulator (dimensional regularization).
The factors ZFZ2 at the end of Eq. (11) are the field
strength and TMD renormalization factors, respectively.
Notice that two of the soft factors have one of their rapidity
arguments equal to the finite parameter ys.

An exactly analogous definition applies to the fragmen-
tation function (see Ref. [21] for the explicit definition). In
our notation, capital letters will denote unintegrated quan-
tities and lower case letters will denote quantities inte-
grated over transverse momentum. Otherwise, we will
stick as closely as possible to the Trento conventions [29].

The momentum-space TMD PDF is

Ff=P"ðx;kT; S;!; "FÞ

¼ 1

ð2#Þ2
Z

d2bTe
ikT 'bT ~Ff=P"ðx;bT; S;!; "FÞ: (12)

This has dependence on the azimuthal angle between kT

and the transverse spin vector ST of the target hadron. (We
normalize ST so that its maximum size is unity.) The TMD
PDF is decomposed as usual into the unpolarized TMD
PDF and a spin-dependent term:

Ff=P"ðx;kT;S;!;"FÞ

¼Ff=Pðx;kT ;!;"FÞ%F?f
1T ðx;kT ;!;"FÞ

$ijk
i
TS

j

Mp
; (13)

with F?f
1T ðx; kT ;!; "FÞ being the Sivers function.

III. EVOLUTION OF THE SIVERS FUNCTION

In this section we generalize CSS evolution from the
unpolarized TMDs to the Sivers function. Similar methods
apply to the other TMDs with azimuthal dependence.

The general CSS formalism works equally well for these
functions [21]. But it involves Fourier transformations in

two transverse dimensions, and for practical use it is
convenient to perform the azimuthal integrals analytically
and to write the transforms in terms of integrals over the
sizes of the transverse variables. The treatment of the
azimuthal integrals provided in Sec. III A closely parallels
previous treatments in Refs. [20,23] and recently in [27].

A. Coordinate space representation
of azimuthal dependence

To analyze the evolution of the last term in Eq. (13) we
extract the azimuth-dependent part by defining

%i
f=Pðx;kT;!; "FÞ (

kiT
Mp

F?f
1T ðx; kT ;!; "FÞ; (14)

in terms of which the complete Sivers term is

F?f
1T ðx;kT ;!;"FÞ

$ijk
i
TS

j
T

Mp
¼%i

f=Pðx;kT;!;"FÞ$ijSjT: (15)

The Fourier transform of the Sivers function is

~F ?f
1T ðx;bT ;!;"FÞ¼

Z
d2kTe

%ikT'bTF?f
1T ðx;kT ;!;"FÞ

¼2#
Z 1

0
dkTkTJ0ðkTbTÞF?f

1T ðx;kT;!;"FÞ;

(16)

and the Fourier transform of %i
f=Pðx;kT;!; "FÞ is

~%i
f=Pðx;bT;!; "FÞ

¼
Z

d2kTe
%ikT'bT%i

f=Pðx;kT;!; "FÞ

¼
Z

d2kTe
%ikT'bT

kiT
Mp

F?f
1T ðx; kT ;!; "FÞ

¼ 1

MP

Z
d2kT

i@

@bTi
e%ikT'bTF?f

1T ðx; kT ;!; "FÞ: (17)

Using Eq. (16) gives

~% i
f=Pðx;bT;!; "FÞ ¼ i

1

MP

biT
bT

~F0?f
1T ðx; bT;!; "FÞ; (18)

where we have denoted the derivative of ~F?f
1T with respect

to the length of bT by

~F 0?f
1T ðx; bT ;!; "FÞ (

@ ~F?f
1T ðx; bT ;!; "FÞ

@bT
: (19)

As we will see shortly, it is this derivative ~F0 and not the
function ~F itself that gets used in the evolution equations
and in the formula for the Sivers term in the actual
transverse-momentum dependence in Eq. (13).
Taking an inverse Fourier transform of Eq. (18) allows

%i
f=Pðx;kT;!; "FÞ to be rewritten in terms of Eq. (19):
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!i
f=Pðx;kT;"; #FÞ ¼

1

ð2$Þ2
Z

d2bTe
ikT$bT ~!i

f=Pðx;bT;"; #FÞ ¼
i

ð2$Þ2MP

Z
d2bTe

ikT$bT
biT
bT

~F0?f
1T ðx; bT ;"; #FÞ: (20)

To further simplify this expression, and without loss of generality, we use a frame where kT is in the x direction so that
kiT
kT
¼ ð1; 0Þ and biT

bT
¼ ðcos%; sin%Þ. Then,

!i
f=Pðx;kT;"; #FÞ ¼

i

ð2$Þ2MP

Z 1

0
dbTbT ~F

0?f
1T ðx; bT ;"; #FÞ

Z $

%$
d%eikTbT cos%ðcos%; sin%Þ

¼ 1

ð2$Þ2MP

Z 1

0
dbTbT ~F

0?f
1T ðx; bT ;"; #FÞ

@

@ðkTbTÞ
Z $

%$
d%eikTbT cos%ð1; 0Þ

¼ kiT
2$MPkT

Z 1

0
dbTbT ~F

0?f
1T ðx; bT ;"; #FÞ

@

@ðkTbTÞ
J0ðkTbTÞ

¼ %kiT
2$MpkT

Z 1

0
dbTbTJ1ðkTbTÞ ~F0?f

1T ðx; bT;"; #FÞ: (21)

Then the complete Sivers term in Eq. (13) is

!i
f=Pðx;kT;"; #FÞ&ijSjT

¼ %kiT&ijS
j
T

2$MpkT

Z 1

0
dbTbTJ1ðkTbTÞ ~F0?f

1T ðx; bT ;"; #FÞ: (22)

So, from Eq. (15) we express the momentum-space Sivers
function in terms of ~F0:

F?f
1T ðx; kT ;"; #FÞ

¼ %1

2$kT

Z 1

0
dbTbTJ1ðkTbTÞ ~F0?f

1T ðx; bT ;"; #FÞ; (23)

whose inverse transform is

~F0?f
1T ðx; bT ;"; #FÞ

¼ %2$
Z 1

0
dkTk

2
TJ1ðkTbTÞF?f

1T ðx; kT ;"; #FÞ: (24)

Notice that the originally defined ~F?f
1T from Eq. (16) no

longer appears. The bT-dependent function ~F0?f
1T ðx; bT ;";

#FÞ is closely analogous to the quantity ~f?ð1Þ
1T that appears

in Eqs. (16) and (20) of Ref. [27], and to @ibqT in Eq. (40) of
Ref. [20], though the basic definition for the bT-space
TMD PDF in Eq. (11) is significantly different.

B. The evolution equations

The set of evolution equations comprises the Collins-
Soper (CS) equation which gives evolution with respect to
#F, and the renormalization-group (RG) equations which
give evolution with respect to ". The CS equation for the
TMD function defined in Eq. (11) is [21]

@ ~Ff=P"ðx;bT; S;"; #FÞ
@ ln

ffiffiffiffiffiffi
#F

p ¼ ~KðbT ;"Þ ~Ff=P"ðx;bT; S;"; #FÞ;

(25)

where

~KðbT;"Þ ¼ 1

2

@

@ys
ln
"~SðbT ; ys;%1Þ
~SðbT ;þ1; ysÞ

#
: (26)

The RG equations are

d ~KðbT ;"Þ
d ln"

¼ %'Kðgð"ÞÞ (27)

and

d ~Ff=P"ðx;bT; S;"; #FÞ
d ln"

¼ 'Fðgð"Þ; #F="2Þ ~Ff=P"ðx;bT; S;"; #FÞ: (28)

Similar equations apply to the fragmentation function.
It follows that the #F dependence of 'F is determined:

@'Fðgð"Þ; #F="2Þ
@ ln

ffiffiffiffiffiffi
#F

p ¼ %'Kðgð"ÞÞ; (29)

so that

'Fðgð"Þ; #F="2Þ ¼ 'Fðgð"Þ; 1Þ % 1

2
'Kðgð"ÞÞ ln#F

"2 :

(30)

These equations were used in Ref. [22] to calculate the
evolution of the unpolarized TMDs. For the spin-
dependent case, the Fourier transform of the second term
in Eq. (13) obeys the same evolution equations, i.e., the
equations apply to

Z
d2kTe

%ikT$bTF?f
1T ðx; kT ;"; #FÞ

&ijk
i
TS

j
T

Mp

¼ ~!i
f=Pðx;bT;"; #FÞ&ijSjT: (31)

The CS equation for the spin-dependent part is therefore

@ ~!i
f=Pðx;bT;";#FÞ&ijSjT

@ln
ffiffiffiffiffiffi
#F

p ¼ ~KðbT ;"Þ ~!i
f=Pðx;bT;";#FÞ&ijSjT:

(32)
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Solution: One TMD PDF 
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derivation see Ref. [8]. We are mainly interested in the first term on the right side of Eq. (4), which corresponds to the
TMD term of the schematic formula in Eq. (1) with all transverse coordinate dependent terms isolated. This term is
derived using the approximation that PT ⌧ Q. For an accurate calculation of the full cross section, a correction term,
the Y -term, is need for the region PT ⇠ Q, and this is symbolized by the last term in Eq. (4). From here forward,
we will neglect the Y -term contribution and focus only on the TMD term. We will remark further on whether this is
reasonable in Sect. VI.

Over shorter distance scales, 1/bT becomes a hard scale, and the transverse momentum dependence can itself be
calculated in perturbation theory. With a choice of renormalization scale µ ⇠ 1/bT , ↵s(⇠ 1/bT ) approaches zero for
small sizes due to asymptotic freedom, ensuring that the short range transverse coordinate dependence is reliably
calculable in perturbation theory. For large transverse distances, transverse coordinate dependence becomes non-
perturbative (corresponding, in momentum space, to the onset of small intrinsic bound state transverse momentum).
There, a prescription is needed to tame the growth of ↵s(1/bT ) match to a non-perturbative large distance description.
The renormalization group scale is therefore chosen to obey

µb ⌘ C
1

/|b⇤(bT )| , (5)

where b⇤(b) is a function of bT that equals bT at small bT but freezes in the limit where bT becomes non-perturbatively
large, i.e., when bT is larger than some fixed b

max

. This non-perturbative function must obey

b⇤(bT ) =

⇢
bT bT ⌧ b

max

b

max

bT � b
max

.
(6)

The most common taming procedure uses

b⇤(bT

) ⌘ b

Tp
1 + b2T /b

2

max

. (7)

Although any function obeying Eq. (6) is consistent with the CSS formalism, Eq. (7) is one of the simplest choices
and the one that we will use in this paper. The factor C

1

is an arbitrary numerical constant that can be chosen to
minimize higher order corrections. It it typically fixed to be C

1

= 2e��E . With the bT dependence of the perturbatively
calculable part of Eq. (4) frozen above a certain b

max

, the remaining non-perturbative evolution is described by the
function gK(bT ;µb), which is totally universal and independent of Q, x, or z. The non-perturbative evolution function
gK(bT ;µb) must vanish as a power of bT as bT ! 0.

The value of b
max

, as well as the functional form for the matching in Eq. (7), is exactly arbitrary in full QCD. The
role of b

max

is to define the boundary between what are regarded as perturbative and non-perturbative regions of
bT -dependence. In practical applications, it should be chosen large enough to maximize the perturbative content of the
calculation, while small enough to maintain a safe perturbative treatment of perturbatively calculable parts at a given
order of perturbation theory. The numerical value of b

max

depends generally on the order of perturbation theory. If
it is chosen too large, then perturbation theory is applied over a large range of bT where perturbation theory becomes
suspect. If b

max

is too small, then almost all of the calculation is e↵ectively treated as non-perturbative and requires
extensive fitting to mimic the behavior of �K(g(µ0)) and K̃(b⇤;µb). In that case, most of the work in fitting non
perturbative functions actually goes into reproducing results that could be calculated perturbatively. The formalism
is setup to be neutral as to precisely where the transition from perturbative to non-perturbative bT dependence
occurs so that any given degree of precision may be achieved through a combination of higher order calculations and
non-perturbative fitting.

Note also that the choices of b⇤(bT) and gK(bT ;µb) are not independent and there could in principle be di↵erent
combinations that correspond to the same non-perturbative matching. Both combine to give the description of the
non-perturbative region at large bT . Indeed, it is possible in principle that the fitting to the non-perturbative region
of bT could be achieved entirely by adjusting the form of b⇤(bT

).
A frequently used ansatz for gK(bT ;µb) is

gK(bT ;µb) = �g
2

1

2
b2T , (8)

where g
2

is a Gaussian fit parameter. This choice for gK(bT ;µb) e↵ectively imposes a strong cuto↵ on non-perturbative
regions of bT whenever Q is significantly larger than Q

0

.
Until recently, the CSS formalism has been applied mainly to Drell-Yan-like processes, with only a relatively small

number of treatments [29, 30] dedicated to SIDIS. The early CSS studies were mainly oriented toward obtaining an
accurate perturbative description of the di↵erential cross section over a wide range of relatively large qT , particularly
for qT � ⇤QCD, with maximum input from perturbation theory. With access to hadronic structure not being the
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derivation see Ref. [8]. We are mainly interested in the first term on the right side of Eq. (4), which corresponds to the
TMD term of the schematic formula in Eq. (1) with all transverse coordinate dependent terms isolated. This term is
derived using the approximation that PT ⌧ Q. For an accurate calculation of the full cross section, a correction term,
the Y -term, is need for the region PT ⇠ Q, and this is symbolized by the last term in Eq. (4). From here forward,
we will neglect the Y -term contribution and focus only on the TMD term. We will remark further on whether this is
reasonable in Sect. VI.

Over shorter distance scales, 1/bT becomes a hard scale, and the transverse momentum dependence can itself be
calculated in perturbation theory. With a choice of renormalization scale µ ⇠ 1/bT , ↵s(⇠ 1/bT ) approaches zero for
small sizes due to asymptotic freedom, ensuring that the short range transverse coordinate dependence is reliably
calculable in perturbation theory. For large transverse distances, transverse coordinate dependence becomes non-
perturbative (corresponding, in momentum space, to the onset of small intrinsic bound state transverse momentum).
There, a prescription is needed to tame the growth of ↵s(1/bT ) match to a non-perturbative large distance description.
The renormalization group scale is therefore chosen to obey

µb ⌘ C
1

/|b⇤(bT )| , (5)

where b⇤(b) is a function of bT that equals bT at small bT but freezes in the limit where bT becomes non-perturbatively
large, i.e., when bT is larger than some fixed b

max

. This non-perturbative function must obey

b⇤(bT ) =

⇢
bT bT ⌧ b

max

b

max

bT � b
max

.
(6)

The most common taming procedure uses

b⇤(bT

) ⌘ b

Tp
1 + b2T /b

2

max

. (7)

Although any function obeying Eq. (6) is consistent with the CSS formalism, Eq. (7) is one of the simplest choices
and the one that we will use in this paper. The factor C

1

is an arbitrary numerical constant that can be chosen to
minimize higher order corrections. It it typically fixed to be C

1

= 2e��E . With the bT dependence of the perturbatively
calculable part of Eq. (4) frozen above a certain b

max

, the remaining non-perturbative evolution is described by the
function gK(bT ;µb), which is totally universal and independent of Q, x, or z. The non-perturbative evolution function
gK(bT ;µb) must vanish as a power of bT as bT ! 0.

The value of b
max

, as well as the functional form for the matching in Eq. (7), is exactly arbitrary in full QCD. The
role of b

max

is to define the boundary between what are regarded as perturbative and non-perturbative regions of
bT -dependence. In practical applications, it should be chosen large enough to maximize the perturbative content of the
calculation, while small enough to maintain a safe perturbative treatment of perturbatively calculable parts at a given
order of perturbation theory. The numerical value of b

max

depends generally on the order of perturbation theory. If
it is chosen too large, then perturbation theory is applied over a large range of bT where perturbation theory becomes
suspect. If b

max

is too small, then almost all of the calculation is e↵ectively treated as non-perturbative and requires
extensive fitting to mimic the behavior of �K(g(µ0)) and K̃(b⇤;µb). In that case, most of the work in fitting non
perturbative functions actually goes into reproducing results that could be calculated perturbatively. The formalism
is setup to be neutral as to precisely where the transition from perturbative to non-perturbative bT dependence
occurs so that any given degree of precision may be achieved through a combination of higher order calculations and
non-perturbative fitting.

Note also that the choices of b⇤(bT) and gK(bT ;µb) are not independent and there could in principle be di↵erent
combinations that correspond to the same non-perturbative matching. Both combine to give the description of the
non-perturbative region at large bT . Indeed, it is possible in principle that the fitting to the non-perturbative region
of bT could be achieved entirely by adjusting the form of b⇤(bT

).
A frequently used ansatz for gK(bT ;µb) is

gK(bT ;µb) = �g
2

1

2
b2T , (8)

where g
2

is a Gaussian fit parameter. This choice for gK(bT ;µb) e↵ectively imposes a strong cuto↵ on non-perturbative
regions of bT whenever Q is significantly larger than Q

0

.
Until recently, the CSS formalism has been applied mainly to Drell-Yan-like processes, with only a relatively small

number of treatments [29, 30] dedicated to SIDIS. The early CSS studies were mainly oriented toward obtaining an
accurate perturbative description of the di↵erential cross section over a wide range of relatively large qT , particularly
for qT � ⇤QCD, with maximum input from perturbation theory. With access to hadronic structure not being the

Polarized TMD PDFs: 
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derivation see Ref. [8]. We are mainly interested in the first term on the right side of Eq. (4), which corresponds to the
TMD term of the schematic formula in Eq. (1) with all transverse coordinate dependent terms isolated. This term is
derived using the approximation that PT ⌧ Q. For an accurate calculation of the full cross section, a correction term,
the Y -term, is need for the region PT ⇠ Q, and this is symbolized by the last term in Eq. (4). From here forward,
we will neglect the Y -term contribution and focus only on the TMD term. We will remark further on whether this is
reasonable in Sect. VI.

Over shorter distance scales, 1/bT becomes a hard scale, and the transverse momentum dependence can itself be
calculated in perturbation theory. With a choice of renormalization scale µ ⇠ 1/bT , ↵s(⇠ 1/bT ) approaches zero for
small sizes due to asymptotic freedom, ensuring that the short range transverse coordinate dependence is reliably
calculable in perturbation theory. For large transverse distances, transverse coordinate dependence becomes non-
perturbative (corresponding, in momentum space, to the onset of small intrinsic bound state transverse momentum).
There, a prescription is needed to tame the growth of ↵s(1/bT ) match to a non-perturbative large distance description.
The renormalization group scale is therefore chosen to obey

µb ⌘ C
1

/|b⇤(bT )| , (5)

where b⇤(b) is a function of bT that equals bT at small bT but freezes in the limit where bT becomes non-perturbatively
large, i.e., when bT is larger than some fixed b

max

. This non-perturbative function must obey

b⇤(bT ) =

⇢
bT bT ⌧ b

max

b

max

bT � b
max

.
(6)

The most common taming procedure uses

b⇤(bT

) ⌘ b

Tp
1 + b2T /b

2

max

. (7)

Although any function obeying Eq. (6) is consistent with the CSS formalism, Eq. (7) is one of the simplest choices
and the one that we will use in this paper. The factor C

1

is an arbitrary numerical constant that can be chosen to
minimize higher order corrections. It it typically fixed to be C

1

= 2e��E . With the bT dependence of the perturbatively
calculable part of Eq. (4) frozen above a certain b

max

, the remaining non-perturbative evolution is described by the
function gK(bT ;µb), which is totally universal and independent of Q, x, or z. The non-perturbative evolution function
gK(bT ;µb) must vanish as a power of bT as bT ! 0.

The value of b
max

, as well as the functional form for the matching in Eq. (7), is exactly arbitrary in full QCD. The
role of b

max

is to define the boundary between what are regarded as perturbative and non-perturbative regions of
bT -dependence. In practical applications, it should be chosen large enough to maximize the perturbative content of the
calculation, while small enough to maintain a safe perturbative treatment of perturbatively calculable parts at a given
order of perturbation theory. The numerical value of b

max

depends generally on the order of perturbation theory. If
it is chosen too large, then perturbation theory is applied over a large range of bT where perturbation theory becomes
suspect. If b

max

is too small, then almost all of the calculation is e↵ectively treated as non-perturbative and requires
extensive fitting to mimic the behavior of �K(g(µ0)) and K̃(b⇤;µb). In that case, most of the work in fitting non
perturbative functions actually goes into reproducing results that could be calculated perturbatively. The formalism
is setup to be neutral as to precisely where the transition from perturbative to non-perturbative bT dependence
occurs so that any given degree of precision may be achieved through a combination of higher order calculations and
non-perturbative fitting.

Note also that the choices of b⇤(bT) and gK(bT ;µb) are not independent and there could in principle be di↵erent
combinations that correspond to the same non-perturbative matching. Both combine to give the description of the
non-perturbative region at large bT . Indeed, it is possible in principle that the fitting to the non-perturbative region
of bT could be achieved entirely by adjusting the form of b⇤(bT

).
A frequently used ansatz for gK(bT ;µb) is

gK(bT ;µb) = �g
2

1

2
b2T , (8)

where g
2

is a Gaussian fit parameter. This choice for gK(bT ;µb) e↵ectively imposes a strong cuto↵ on non-perturbative
regions of bT whenever Q is significantly larger than Q

0

.
Until recently, the CSS formalism has been applied mainly to Drell-Yan-like processes, with only a relatively small

number of treatments [29, 30] dedicated to SIDIS. The early CSS studies were mainly oriented toward obtaining an
accurate perturbative description of the di↵erential cross section over a wide range of relatively large qT , particularly
for qT � ⇤QCD, with maximum input from perturbation theory. With access to hadronic structure not being the
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@ ln

p
⇣

=

˜K(bT ;µ), (54)

and the renormalization group equations:

d ˜K(bT ;µ)

d lnµ
= ��K(g(µ)) (55)

d ln ˜F (x, bT ;µ, ⇣)

d lnµ
= �F (g(µ); ⇣/µ

2

) . (56)

TMD PDF expanded

˜Ff/P (x,bT

;Q,Q2

) = (57)

(58)

X
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1

x

dx̂

x̂
˜Cf/j(x/x̂, b⇤;µ

2

b , µb, g(µb))fj/P (x̂, µb)⇥ (59)
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(
ln

Q
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˜K(b⇤;µb) +

Z Q
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dµ0
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�F (g(µ

0
); 1)� ln

Q

µ0 �K(g(µ0
))

�)
⇥ (61)
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⇢
�gf/P (x, bT )�gK(bT ) ln

Q

Q
0

�
(63)

gf/P (x, bT ) gf/ ¯P (x, bT ) gf/A(x, bT ) gh/f (x, bT ) (64)

g
¯f/ ¯P (x, bT ) g ¯f/P (x, bT ) gh/f (x, bT ) (65)

Ff/P (x, kT ) Ff/ ¯P (x, kT ) Ff/A(x, kT ) Dh/f (x, kT ) (66)

F
¯f/ ¯P (x, kT ) F ¯f/P (x, kT ) Dh/f (z, kT ) (67)

d ⇠ 1/Q (68)
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d2!UUðPh?Þ
dzdP2

h?
¼ d2!UUð0Þ

dzdP2
h?

expð$P2
h?="

2
TðzÞÞ; (4)

where "2
TðzÞ ¼ z2hp2

Tiþ hK2
Ti. In (4) we neglect power

suppressed terms of the order OðM2=Q2Þ. This includes
purely kinematic factors, and a twist-4 structure function
(FUU;L). Depending on the kinematics such terms need not
to be small. We will recall this whenever necessary.

Average transverse hadron momenta and their squares
are given in the Gauss model by

hPh?ðzÞi ¼Gauss
ffiffiffiffi
#

p

2

ffiffiffiffiffiffiffiffiffiffiffiffi
"2
TðzÞ

q
; (5)

hP2
h?ðzÞi ¼Gauss"2

TðzÞ: (6)

Strictly speaking, in obtaining the Gauss model results in
(5) and (6), we assumed the Gauss widths to be flavor- and
x-independent. We will make these assumptions through-
out this work, and find them well supported by data.

A. Lessons from CLAS and Hall-C

In the CLAS experiment [12] #þ production off protons
was studied with a 5.75 GeV beam. Among others the ratio
RðPh?Þ of the cross section (4) with respect to its value at
Ph? ¼ 0, given in the Gauss model by

RðPh?Þ ¼ exp
"
$ P2

h?
"2
TðzÞ

#
; (7)

was measured at x ¼ 0:24 and z ¼ 0:30 for three different
values ofQ2. Figure 1(a) shows the data on the ratio (7) for
the highest Q2 ¼ 2:37 GeV2. The Gauss model with the
parameter "2

TðzÞjz¼0:30 ¼ 0:17 GeV2 describes the data. At
lower Q2-bins the situation is equally impressive, with
somewhat lower values for "2

TðzÞ [12]. The CLAS data
also suggest a moderately x-dependent width of fa1—see

Fig. 1(b)—(as do COMPASS [20] and HERMES [19]
data).
However, several reservations need to be made. First, at

CLAS the contributions of OðM2=Q2Þ mentioned in the
context of Eq. (4) are not negligible. Second, in the CLAS
kinematics at z ¼ 0:30 the measured hadrons originate not
only from the fragmentation of the struck quark (‘‘current
fragmentation’’) but also from the hadronization of the
target remnant (‘‘target fragmentation’’).
Next we discuss the Jefferson Lab data by the Hall-C

collaboration [13]. There 5.5 GeVelectrons were scattered
off proton and deuterium targets in the kinematics 0:2<
x< 0:5, 2 GeV2 <Q2 < 4 GeV2, 0:3< z < 1, and #&

with up to P2
h? < 0:2 GeV2 were measured. In spite of

the narrow P2
h?-range covered, the results on the differen-

tial cross section (4) (kept in addition differential in! and
E, the solid angle and energy of the produced #&) allow a
valuable cross-check at hxi ¼ 0:32 and hzi ¼ 0:55.
As the kinematics is similar to CLAS [12], we expect the

Hall-C data to be described in the Gauss model by
"2
TðzÞjz¼0:55 ¼ 0:24 GeV2 (see below, Fig. 3(b)). In this

way we obtain a very good description of the
P2
h?-dependence of the Hall-C data; see Fig. 2. We stress

that the good description of #& cross sections from differ-
ent targets in Fig. 2 indicates that the assumption of flavor-
independent Gauss widths hp2

Ti and hK2
Ti is reasonable, in

the valence-x region for hzi ¼ 0:55.
To summarize, although one has to keep in mind some

reservations, presently the Jefferson Lab data [12,13] pro-
vide the best support for the applicability of the Gauss
model in SIDIS. It would be desirable to solidify this
observation with data taken at higher energies at
CLAS12, HERMES, and COMPASS.

B. Insights from HERMES

In the Gauss model we have the relation, cf. Eqs. (5) and
(6),

hPh?ðzÞi2 ¼
#

4
hP2

h?ðzÞi: (8)

HERMES data [14,16] on SIDIS off deuterium allow to
test the prediction (8) at hxi ¼ 0:09, hQ2i ¼ 2:4 GeV2.
Figure 3(a) shows hPh?ðzÞi as function of z (triangles)

[16]. These are mean values for pions and kaons that were
not corrected for acceptance effects. We compare them
with 1

2

ffiffiffiffi
#

p hP2
h?ðzÞi1=2 using the data from [14] on

hP2
h?ðzÞi for positive pions. At HERMES the SIDIS events

are subject to the cuts 0:2< z < 0:7, as indicated in
Fig. 3(a). In this range the data support the relation (8),
even though one should keep in mind possible acceptance
effects in [16].
The HERMES data [14] allow two further insights. First,

hP2
h?ðzÞi for #&, Kþ are very similar in the SIDIS region

(see Fig. 3(b)), i.e. there is no evidence of a flavor-
dependence of the Gauss widths at HERMES either.
Second, the data in Fig. 3(b) allow to fix the Gauss widths
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FIG. 1 (color online). (a) The ratio RðPh?Þ, Eq. (7), as function
of P2

h?. The data are for #
þ from CLAS [12]. The dotted line is

an effective description in the Gauss model. (b) hP2
h?i of #þ

produced at z ¼ 0:34 and Q2 ¼ 2:37 GeV2 in SIDIS at CLAS
[12] as function of x. The dotted line is an effective description
in the Gauss model assuming the Gauss width of fa1 ðx; pTÞ to be
x-independent. This describes data within 20% in the region
0:2< x< 0:5 as the shaded region shows.
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HERMES	  

hp2
Ti and hK2

Ti. A fit in the region 0:2< z < 0:7 yields

hp2
Ti ¼ ð0:38# 0:06Þ GeV2;

hK2
Ti ¼ ð0:16# 0:01Þ GeV2;

(9)

with a !2 per degree of freedom of 0.44, and is shown in
Fig. 3(b) as (respectively) dotted line and shaded region.
The new values in (9) are in agreement with the results
from [29,30] quoted in (3), recalling that those numbers
have unestimated systematic uncertainties.
Finally, we turn back to the CLAS data [12] on hP2

h?ðzÞi
taken at hQ2i similar to HERMES but higher hxi ¼ 0:27.
Because of the reservations discussed in Sec. II A, we
refrain from using these data to determine the Gauss model
parameters. But it is instructive to compare the fit result
obtained from HERMES to the CLAS data; see Fig. 3(c).
Clearly, in the region above z > 0:4 where current frag-
mentation dominates at CLAS, we observe a good agree-
ment [17]. This indicates that it is the same nonperturbative
mechanism which generates intrinsic transverse momenta
in the two experiments.

C. Cahn effect at EMC

In unpolarized SIDIS the cross section differential in the
azimuthal angle " of the produced hadrons (around the
z-axis defined by the virtual photon counted from the
scattered lepton) contains a cos"- and a
cosð2"Þ-modulation. The coefficients of these modulations

define the azimuthal asymmetries Acos"
UU and Acos2"

UU [32].

At low Ph?, the observable A
cos"
UU is suppressed by 1=Q,

and factorization in not proven at twist-3 [31,33]. It was
shown that intrinsic transverse parton momenta in the
unpolarized distribution and fragmentation functions can
generate such a modulation (‘‘Cahn effect’’) [34]. Later it
became clear that, if one assumes factorization and works
at ‘‘tree-level,’’ there are further contributions to this asym-
metry, see the review [32].

The ‘‘Cahn-effect-only’’ approximations of Acos"
UU [34]

can be ‘‘rederived’’ from the TMD formalism assuming
that contributions from quark-gluon quark correlators are
small compared to quark-quark terms (see also [35–37]),
and that a contribution from the Collins effect can be
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FIG. 2 (color online). d5#=d!dEdzdP2
h? for $# production

off proton and deuterium targets at hxi ¼ 0:32 and hzi ¼ 0:55 as
function of P2

h? from Hall-C [13]. The theoretical curves are
from the Gauss model with the Gauss width fixed from CLAS
[12]. The overall normalization of the cross sections is fixed by
hand.
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FIG. 3 (color online). (a) hPh?ðzÞi (triangles) [16] and 1
2
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p hP2
h?ðzÞi1=2 (squares) [14] from HERMES as functions of z. In the Gauss

model (in the indicated SIDIS range of HERMES) these quantities are predicted to coincide in Eq. (8). (b) hP2
h?ðzÞi of $#, Kþ in

SIDIS off deuterium vs z from HERMES [14]. The dotted line (shaded region) is the best fit (its 1-# region) from Eq. (9). (c) hP2
h?ðzÞi

of $þ in SIDIS off proton vs z from CLAS [12]. Dotted line (shaded region) is the best fit (1-# region) from (9). (d) Azimuthal

asymmetry Acos"
UU in charged hadron production vs z. The data are from the EMC experiment [11]. The curve is the Cahn-effect-only

approximation for this observable using the Gauss model with parameters from Eq. (9).
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at ‘‘tree-level,’’ there are further contributions to this asym-
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FIG. 3. Data points: Hermes multiplicities m

h
p(x, z,P

2
hT ;Q

2) for pions and kaons o↵ a proton target as functions of P 2
hT for

one selected x and Q

2 bin and few selected z bins. Shaded bands: 68% confidence intervals obtained from fitting 200 replicas of
the original data points in the scenario of the default fit. The bands include also the uncertainty on the collinear fragmentation
functions. The lowest P 2

hT bin has not been included in the fit.

mHx,z,PhT2 ,Q2L, deuteron target
Xx\~0.15
XQ2\~2.9 GeV2
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FIG. 4. Same content and notation as in the previous figure, but for a deuteron target.
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FIG. 5. (a) Distribution of the values of the ratios hk2
?,dv i/hk

2
?,uv

i vs. hk2
?,seai/hk2

?,uv
i obtained from fitting 200 replicas of

the original data points in the scenario of the default fit. The white squared box indicates the center of the 68% confidence
interval for each ratio. The shaded area represents the two-dimensional 68% confidence region around the white box. The
dashed lines correspond to the ratios being unity; their crossing point corresponds to the result with no flavor dependence. For
most of the points, hk2

?,dv i < hk2
?,uv

i < hk2
?,seai. (b) Same as previous panel, but for the distribution of the values of the ratios

hP 2
?,unfi/hP 2

?,favi vs. hP 2
?,uKi/hP 2

?,favi. For all points, hP 2
?,favi < hP 2

?,unfi ⇠ hP 2
?,uKi.
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FIG. 6. Same content and notation as in the previous figure, but for the scenario with the cut Q2
> 1.6 .

B. Fit with Q

2
> 1.6 GeV2

In this scenario, we restrict the Q

2 range compared to the default fit by imposing the cut Q

2

> 1.6 GeV2. The
set of data is reduced to 1274 points. The mean value of the �

2/d.o.f is smaller, since we are fitting less data.
Moreover, the disregarded Q

2 bin contains high statistics. As for the default fit, the behavior of transverse momenta
over the 200 replicas is summarized in Fig. 6. The exclusion of low-Q2 data leads to partial di↵erences in the
features of the extracted TMD PDFs: the average width of valence quarks slightly increases, while the distribution
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FIG. 2: The experimental data on the SIDIS azimuthal moment Asin(�h+�S)

UT as measured by the COMPASS Collabora-
tion [10] on proton (upper plots) and deuteron (lower plots) targets, are compared to the curves obtained from our global
fit. The solid lines correspond to the parameters given in Table II, obtained by fitting the SIDIS and the A

12

asymme-
tries with standard parameterisation; the shaded areas correspond to the statistical uncertainty on the parameters, as
explained in the text and in Ref. [24].

function. We notice that data on A
0

(z) seem to favour an increase at large z values, rather then a decrease,
which is implicitly forced by a behaviour of the kind given in Eqs. (10) and (12) (at least with positive � values).

In addition, an increasing trend of A
0

(z) and A
12

(z) seems to be confirmed by very interesting preliminary
results of the BABAR Collaboration, which have performed an independent new analysis of e+e� ! h

1

h
2

X
data [25], analogous to that of Belle.

This suggests that a di↵erent parameterisation of the z dependence of favoured and disfavoured Collins
functions could turn out to be more convenient. Then, we try an alternative polynomial parameterisation
which allows more flexibility on the behaviour of N C

q (z) at large z:

N C
q (z) = NC

q z [(1 � a � b) + a z + b z2] , (32)

(Anselmino,	  Boglione,	  D’Alesio,	  Melis,	  Murgia,	  Prokudin	  	  (2013))	  
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FIG. 5: The results obtained from the TMD-evolution fit (left panel) and from the DGLAP-evolution fit (right panel)

of the SIDIS Asin (�h��S)
UT

Sivers asymmetries (red, solid lines) are compared with the HERMES experimental data [11]
for charged and neutral pion production. The shaded area corresponds to the statistical uncertainty of the parameters,
see Appendix A of Ref. [5] for further details.
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FIG. 6: The results obtained from the TMD-evolution fit (left panel) and from the DGLAP-evolution fit (right panel) of

the SIDIS Asin (�h��S)
UT

Sivers asymmetries (red, solid lines) are compared with the COMPASS-p experimental data [12]
for charged hadron production. The shaded area corresponds to the statistical uncertainty of the parameters, see
Appendix A of Ref. [5] for further details.

case for the almost static collinear DGLAP evolution. Thus, in order to fit the same data at Q2 bins ranging from
1.3 to 20.5 GeV2, the TMD evolving Sivers functions must start from higher values at Q

0

= 1 GeV. The Sivers
distributions previously extracted, with the DGLAP evolution, in Refs. [5, 13] were given at Q2 = 2.4 GeV2;
one should notice that if we TMD evolve the Sivers distributions on the left side of Fig. 7 up to Q2 = 2.4 GeV2

we would obtain a result very close to that of Refs. [5, 13] (and to that of the right side of Fig. 7).

III. CONCLUSIONS AND FURTHER REMARKS

We have addressed the issue of testing whether or not the recently proposed Q2 evolution of the TMDs
(TMD-evolution) can already be observed in the available SIDIS data on the Sivers asymmetry. It is a first
crucial step towards the implementation, based on the TMD-evolution equations of Refs. [7–9], of a consistent

(M.	  Anselmino,	  M.	  Boglione,	  S.	  Melis	  (2012))	  
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FIG. 9: The multiplicities Mh+

D obtained from Eqs. (12) and (8), with the parameters of Eq. (16), are compared
with COMPASS measurements for h+ SIDIS production o↵ a deuteron target [16]. The shaded uncertainty bands
correspond to a 5% variation of the total �2.

although the resulting value of �2

dof

remains rather large. Notice that this normalisation issue is not ob-
served in the HERMES multiplicities and its origin, at present, cannot easily be explained and deserves
further studies.

Some general comments on COMPASS results, inspired and guided by our grouping of the data in the
panels of Figs. 9 and 10 and by the study presented in Fig. 11, could help to understand the origin of
the large values of �2

dof

. Let us consider, for example, the data in the di↵erent panels of the same row in
Fig. 9. The multiplicity data grouped there have all very similar values of Q2 and are separated in bins
of z; one can notice, going from left to right, that data with very close value of Q2 and z, still show a
sharp x dependence. This can hardly be reproduced by Eq. (12), even considering eventual higher order
corrections. Similar considerations apply to Fig. 10.

The large �2 which persists even in the case in which we correct with Ny, is mainly due to some
particular subsets of data, as one can see from Figs. 12 and 13 looking at the rightmost lower panels. These
data, if compared with those in the panels to their immediate left (which have very similar values of the
binned kinematical variables) show a sudden sharp change, which our smooth Gaussian parameterisation
is unable to describe. Such a sharp change corresponds to the first, lowest y point, in Fig. 11.

(Anselmino,	  Boglione,	  Gonzalez,	  Melis,	  Prokudin	  (2013))	  
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derivation see Ref. [8]. We are mainly interested in the first term on the right side of Eq. (4), which corresponds to the
TMD term of the schematic formula in Eq. (1) with all transverse coordinate dependent terms isolated. This term is
derived using the approximation that PT ⌧ Q. For an accurate calculation of the full cross section, a correction term,
the Y -term, is need for the region PT ⇠ Q, and this is symbolized by the last term in Eq. (4). From here forward,
we will neglect the Y -term contribution and focus only on the TMD term. We will remark further on whether this is
reasonable in Sect. VI.

Over shorter distance scales, 1/bT becomes a hard scale, and the transverse momentum dependence can itself be
calculated in perturbation theory. With a choice of renormalization scale µ ⇠ 1/bT , ↵s(⇠ 1/bT ) approaches zero for
small sizes due to asymptotic freedom, ensuring that the short range transverse coordinate dependence is reliably
calculable in perturbation theory. For large transverse distances, transverse coordinate dependence becomes non-
perturbative (corresponding, in momentum space, to the onset of small intrinsic bound state transverse momentum).
There, a prescription is needed to tame the growth of ↵s(1/bT ) match to a non-perturbative large distance description.
The renormalization group scale is therefore chosen to obey

µb ⌘ C
1

/|b⇤(bT )| , (5)

where b⇤(b) is a function of bT that equals bT at small bT but freezes in the limit where bT becomes non-perturbatively
large, i.e., when bT is larger than some fixed b

max

. This non-perturbative function must obey

b⇤(bT ) =

⇢
bT bT ⌧ b

max

b

max

bT � b
max

.
(6)

The most common taming procedure uses

b⇤(bT

) ⌘ b

Tp
1 + b2T /b

2

max

. (7)

Although any function obeying Eq. (6) is consistent with the CSS formalism, Eq. (7) is one of the simplest choices
and the one that we will use in this paper. The factor C

1

is an arbitrary numerical constant that can be chosen to
minimize higher order corrections. It it typically fixed to be C

1

= 2e��E . With the bT dependence of the perturbatively
calculable part of Eq. (4) frozen above a certain b

max

, the remaining non-perturbative evolution is described by the
function gK(bT ;µb), which is totally universal and independent of Q, x, or z. The non-perturbative evolution function
gK(bT ;µb) must vanish as a power of bT as bT ! 0.

The value of b
max

, as well as the functional form for the matching in Eq. (7), is exactly arbitrary in full QCD. The
role of b

max

is to define the boundary between what are regarded as perturbative and non-perturbative regions of
bT -dependence. In practical applications, it should be chosen large enough to maximize the perturbative content of the
calculation, while small enough to maintain a safe perturbative treatment of perturbatively calculable parts at a given
order of perturbation theory. The numerical value of b

max

depends generally on the order of perturbation theory. If
it is chosen too large, then perturbation theory is applied over a large range of bT where perturbation theory becomes
suspect. If b

max

is too small, then almost all of the calculation is e↵ectively treated as non-perturbative and requires
extensive fitting to mimic the behavior of �K(g(µ0)) and K̃(b⇤;µb). In that case, most of the work in fitting non
perturbative functions actually goes into reproducing results that could be calculated perturbatively. The formalism
is setup to be neutral as to precisely where the transition from perturbative to non-perturbative bT dependence
occurs so that any given degree of precision may be achieved through a combination of higher order calculations and
non-perturbative fitting.

Note also that the choices of b⇤(bT) and gK(bT ;µb) are not independent and there could in principle be di↵erent
combinations that correspond to the same non-perturbative matching. Both combine to give the description of the
non-perturbative region at large bT . Indeed, it is possible in principle that the fitting to the non-perturbative region
of bT could be achieved entirely by adjusting the form of b⇤(bT

).
A frequently used ansatz for gK(bT ;µb) is

gK(bT ;µb) = �g
2

1

2
b2T , (8)

where g
2

is a Gaussian fit parameter. This choice for gK(bT ;µb) e↵ectively imposes a strong cuto↵ on non-perturbative
regions of bT whenever Q is significantly larger than Q

0

.
Until recently, the CSS formalism has been applied mainly to Drell-Yan-like processes, with only a relatively small

number of treatments [29, 30] dedicated to SIDIS. The early CSS studies were mainly oriented toward obtaining an
accurate perturbative description of the di↵erential cross section over a wide range of relatively large qT , particularly
for qT � ⇤QCD, with maximum input from perturbation theory. With access to hadronic structure not being the
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•  Ex:	  ResBos:	  CSS	  formalism	  	  

Extractions of TMD PDFs help of the resummation package LEGACY, which was also
used in previous fitting !10,11" and analytical studies
!3,4,6,7,25–27", as well as for generating input cross section
grids for RESBOS Monte Carlo integration program !4". This
package is a high-performance tool for calculation of the
resummed cross sections, with the computational speed in-
creased by up to a factor 800 after the reorganization and
translation of the source code into C/C!! programming lan-
guage in 1999–2001. During the preparation of this paper,
we confirmed the stability of the numerical calculation of the
resummed cross sections #1$ by comparing the output of sev-
eral Fourier-Bessel transform routines based on different al-
gorithms #adaptive integration, Fast Fourier-Bessel transform
!28", and Wolfram Research$ MATHEMATICA 4.1 NINTEGRATE
function. Specifically, the outputs of three routines are in a
very good agreement at all values of QT . For instance, the Z
boson cross sections presented in this paper and Ref. !11" are
calculated with the relative numerical error less than 0.5% at
QT"50 GeV and less than 1–2 % at QT#50 GeV. Note that
the relative error of about 1% is comparable with the size of
higher-order #NNLO$ corrections, as well as numerical un-
certainties in the existing two-loop PDF sets. More details on
the tests of accuracy of the resummation package will be
presented elsewhere !29".5
Using the above sets of the experimental data, we fit the

values of the nonperturbative parameters g1 , g2 and g3 in
the DWS-G form #10$, LY-G form #11$, and BLNY form #12$
of the nonperturbative function W̃ jk 

NP(b ,Q ,Q0 ,x1 ,x2). Since
we allow the normalizations for the data to float within the
overall systematic normalization errors published by the ex-
periments, the best-fit values of g1 , g2 and g3 are correlated
with the best-fit values of the data normalization factors N f it
#individually applied to each data set$. Note that the normal-
ization of the CDF-Z run 0 data was fixed to unity due to
their poor statistics as compared to the run-1 data.
Table III summarizes our results. To illustrate the quality

5An interface to the simplified version of LEGACY and online plot-
ter of resummed transverse momentum distributions are available
on the Internet at http://hep.pa.msu.edu/wwwlegacy/

TABLE II. The data sets used for the fit. PT and Q denote the
published transverse momentum and mass of the Drell-Yan pair or
the Z boson, respectively.

PT range Q range
Experiment #GeV$ #GeV$

R209 0.0–1.8 5.0–11.0
E605 0.0–1.4 7.0–9.0 and 10.5–18.0
E288 0.0–1.4 5.0–9.0
CDF-Z 0.0–22.8 91.19
#Run-0$
DO” -Z 0.0–22.0 91.19

#Run-1$
CDF-Z 0.0–22.0 91.19
#Run-1$

TABLE III. The results of the fits. Here, N f it is the fitted nor-
malization for each experiment. #Thus, by definition, NORM in Ref.
!11" is equal to 1/N f it .)

Parameter DWS-G fit LY-G fit BLNY fit

g1 0.016 0.02 0.21
g2 0.54 0.55 0.68
g3 0.00 -1.50 -0.60

CDF Z Run-0 1.00 1.00 1.00
N f it #fixed$ #fixed$ #fixed$

R209 1.02 1.01 0.86
N f it

E605 1.15 1.07 1.00
N f it

E288 1.23 1.28 1.19
N f it

DO” Z Run-1 1.01 1.01 1.00
N f it

CDF Z Run-1 0.89 0.90 0.89
N f it

%2 416 407 176
%2/DOF 3.47 3.42 1.48

FIG. 1. Comparison to the R209 data for the process p!p
→&!&$!X at !S%62 GeV. The data are the published experi-
mental values. The curves are the results of the fits and are multi-
plied by the best-fit values of 1/N f it given in Table III.

LANDRY et al. PHYSICAL REVIEW D 67, 073016 #2003$

073016-4

of each fit, Figs. 1–5 compare theory calculations for the
DWS-G, LY-G, and BLNY parametrizations to each data set.
We emphasize again that the new LY-G parametrization pre-
sented in Table III was obtained by applying the conven-
tional global fitting procedure to the enlarged data set listed
in Tables I and II. In contrast, the original LY fit in Ref. !10"
was obtained by first fitting the g2 parameter using the CDF-

FIG. 2. Comparison to the E605 data for the process p!Cu
→#!#"!X at !S#38.8 GeV. The data are the published experi-
mental values. The curves are the results of the fits multiplied by the
best-fit values of 1/Nf it given in Table III.

FIG. 3. Comparison to the E288 data for the process p!Cu
→#!#"!X at !S#27.4 GeV. The data are the published experi-
mental values. The curves are the results of the fits and are multi-
plied by the best-fit values of 1/Nf it given in Table III.

FIG. 4. Comparison to the DO” -Z run-1 data. The data are the
published experimental values. The curves are the results of the fits
and are multiplied by the best-fit values of 1/Nf it given in Table III.

FIG. 5. Comparison to the CDF-Z run-1 data. The data are the
published experimental values. The curves are the results of the fits
and are multiplied by the best-fit value of 1/Nf it given in Table III.

FERMILAB TEVATRON RUN-1 Z BOSON DATA AND . . . PHYSICAL REVIEW D 67, 073016 $2003%

073016-5

(Landry,	  Brock,	  Nadolsky,	  Yuan,	  	  (2003))	  
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Gaussian	  ansatz	  

Tevatron	  

Type II - like 

W̃ jk !b "!W̃ jk 
pert

!b*"W̃ jk 
NP

!b ", !6"

with

b*!
b

!1"!b/bmax"2
. !7"

In numerical calculations, bmax is typically set to be of order
of 1 GeV#1. The variable b* never exceeds bmax , so that
W̃ jk 

pert(b*) can be reliably calculated in perturbation theory
for all values of b. Based upon the renormalization group
analysis, Ref. #1$ found that the nonperturbative function can
be generally written as

W̃ jk 
NP

!b ,Q ,Q0 ,x1 ,x2"!exp!#F1!b "ln" Q2

Q0
2# #F j /h1!x1 ,b "

#Fk /h2!x2 ,b "$ , !8"

where F1 , F j /h1 and Fk /h2 must be extracted from the data,
with the constraint that

W̃ jk 
NP

!b!0 "!1. !9"

Furthermore, F1 depends only on b. F j /h1 and Fk /h2 in gen-
eral depend on x1 or x2, and their values can depend on the
flavor of the initial-state partons ( j and k in this case". Later,
it was shown in Ref. #21$ that the F1(b)ln(Q2/Q0

2) depen-
dence is also suggested by infrared renormalon contributions
to the form factor W̃ jk (b ,Q ,x1 ,x2). The CSS resummation
formalism suggests that the nonperturbative function is uni-
versal. Its role is analogous to that of the parton distribution
function in any fixed-order perturbative calculation. In par-
ticular, its origin is due to the long-distance effects that are
incalculable at the present time, and its value must be deter-
mined from data.
As discussed in Ref. #11$, we will consider three different

functional forms for W̃ jk 
NP . They are the 2-parameter pure

Gaussian form, called the Davies-Webber-Stirling !DWS"
form #9$

exp!#g1#g2ln" Q
2Q0

# $b2; !10"

the Ladinsky-Yuan !LY" form #10$

exp% !#g1#g2ln" Q
2Q0

# $b2##g1g3ln!100x1x2"$b& ;
!11"

which has a logarithmic x-dependent term linear in b; and the
3-parameter pure Gaussian form, called the Brock-Landry-
Nadolsky-Yuan !BLNY" form

exp!#g1#g2ln" Q
2Q0

##g1g3ln!100x1x2"$b2. !12"

We will refer to the updated DWS and LY parametriza-
tions obtained in the current global fit as ‘‘DWS-G’’ and
‘‘LY-G’’ parametrizations, respectively, to distinguish them
from the original DWS and LY parametrizations #9,10$ ob-
tained in !nonglobal" fits to a part of the current data.

III. RESULTS OF THE GLOBAL FITS

In order to examine the impact of including the Z boson
data from the run-1 of the Tevatron on the global fits and
compare the new results to those given in Ref. #11$, our
theory calculations will consistently use CTEQ3M parton
distribution functions !PDF’s" #22$.3 For the same reason, we
take Q0!1.6 GeV and bmax!0.5 GeV#1 in all fits.
As discussed in the previous sections, our primary goal is

to determine the nonperturbative function of the CSS resum-
mation formalism. Hence, we need to include those experi-
mental data, for which the nonperturbative part dominates
the transverse momentum distributions. This requirement
suggests using the low-energy fixed-target or collider Drell-
Yan data in the region where the transverse momentum QT
of the lepton pair is much smaller than its invariant mass Q.
Because the CSS formalism better describes production of
Drell-Yan pairs in the central rapidity region !as defined in
the center-of-mass frame of the initial-state hadrons", we
shall concentrate on the data with those properties. Based
upon the above criteria, we chose to consider data from the
experiments listed in Table I and in kinematical ranges
shown in Table II. We have also examined the E772 data #23$
from the process p"H2→%"%#"X at !S!56.6 GeV and
found them incompatible with the rest of the data sets. Hence
the E772 data were not included in the presented fits.4
The theoretical cross sections were calculated with the

3In principle, the nonperturbative function depends on the choice
of the PDF’s. However, we will argue later that this dependence can
be currently neglected within the accuracy of the existing data.
4For the best-fit values of gi given below, the theory prediction for
the E772 experiment is typically smaller than the data by a factor of
2. Similarly, the E772 data are not well fit in the CTEQ global
analysis of parton distribution functions #24$.

TABLE I. Vector boson production data used in this analysis.
Here, &Nexp is the published normalization uncertainty for each
experiment.

Experiment Reference Reaction !S!GeV" &Nexp

R209 #14$ p"p→%"%#"X 62 10%
E605 #15$ p"Cu→%"%#"X 38.8 15%
E288 #16$ p"Cu→%"%#"X 27.4 25%
CDF-Z #17$ p"p →Z"X 1800 –
!Run-0"
DO” -Z #18$ p"p →Z"X 1800 4.3%

!Run-1"
CDF-Z #19$ p"p →Z"X 1800 3.9%
!Run-1"

FERMILAB TEVATRON RUN-1 Z BOSON DATA AND . . . PHYSICAL REVIEW D 67, 073016 !2003"

073016-3



•  Incorporate	  all	  processes.	  
–  SIDIS,	  DY,	  e+e-‐,	  different	  targets….	  
–  Unpolarized	  cross	  sec=ons,	  spin	  asymmetries…	  
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as	  possible)	  
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•  Determine	  x,	  z	  dependence	  	  
	  

•  Dependence	  on	  hadron	  species,	  TMD	  PDF	  vs.	  TMD	  
fragmenta=on	  func=on,	  flavor	  

	  
•  Hadron	  structure	  
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Example: 
•  Sea	  quark	  TMDs	  vs.	  valence	  quark	  TMDs:	  

–  	  	  

•  	  	  

–  	  	  

•  	  	  
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Sea Quarks 

Valence Quarks 



•  Sea	  quark	  TMDs	  vs.	  valence	  quark	  TMDs:	  
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Valence Quarks 
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FIG. 14. Transverse momentum distributions of flavor–singlet
unpolarized valence and sea quarks at x = 0.1. Panel (a)

shows fu+d−ū−d̄
1 and f ū+d̄

1 as functions of p2T on a logarithmic

scale; panel (b) shows the radial distribution 2πpT f
u+d−ū−d̄
1

and 2πpT f
ū+d̄
1 on a linear scale, such that the area un-

der the curves corresponds to the integral over pT . Dashed
lines: Valence quark distribution fu+d−ū−d̄

1 (see Fig. 6). Solid

lines: Sea quark distribution f ū+d̄
1 (PV regularization). [Self–

consistent soliton profile Eq. (A4) with M = 0.35GeV,MN =
3.26M .]

I. Sea vs. valence quark distribution

Using the numerical approximation of Sec. VH we now
want to compare our results for the sea quark transverse
momentum distribution with those of the valence quarks
calculated in Sec. IV. Figure 14 summarizes the numer-
ical results for the valence distribution fu+d−ū−d̄

1 (x, pT )

and the sea quark distribution f ū+d̄
1 (x, pT ) at a represen-

tative value of x = 0.1. Panel (a) shows the distributions

themselves on a logarithmic scale; panel (b) the radial
distributions on a linear scale, such that the area un-
der the curves corresponds directly to their integral over
pT . Similar results are obtained at other values of x:
the shape of the individual pT distribution changes little
with x (cf. Fig. 4 for the valence distribution); only their
normalization changes in proportion to the total valence
and sea quark density.

The numerical estimates clearly show very different
shapes of the valence and sea quark transverse momen-
tum distributions, especially at large values of pT , as
first observed in the calculation of Ref. [40]. Based on
our theoretical analysis we can now explain this strik-
ing behavior as the effect of dynamical chiral symmetry
breaking in the QCD vacuum on the intrinsic transverse
momentum distribution of the sea quarks. Even with the
strong modification of the would–be 1/p2T tail by the UV
cutoff, the sea quark transverse momentum distribution
in the chiral quark–soliton model is qualitatively differ-
ent from that of the valence quarks. While the precise
numerical values depend on the model implementation
(see e.g. Fig. 11), the fact as such is rooted in the basic
structure of the effective dynamics chiral and should be
model–independent.

When interpreting the results of Figure 14 one should
keep in mind that the accuracy of the approximation
Eq. (5.66) used in our numerical estimate of f ū+d̄

1 (x, pT )
is not sufficient to predict the values at p2T <∼ 2M2

with meaningful relative accuracy (cf. the discussion in
Sec. VH). In this sense the plot of the radial distribu-
tion, in which the low–pT region is suppressed, conveys a
more realistic picture. This uncertainty, however, in no
way influences our conclusions regarding the qualitatively
different behavior of valence and sea quark distributions
at large pT .

The qualitative difference between the pT distribution
of valence and sea quarks is the most important practical
result of our study. Its numerous implications for deep–
inelastic processes are explored in Sec. VIII.

J. Polarized sea quark distribution

To complete our study of the sea quark transverse
momentum distribution we want to investigate also the
flavor–nonsinglet polarized sea quark distribution. The
gradient expansion of this distribution can be carried out
in complete analogy to the flavor–singlet unpolarized case
starting from Eq. (3.38), cf. Secs. VA and VB; we do not
present the intermediate steps here. The result can again
be represented as a convolution integral over the momen-
tum of the classical chiral field, analogous to Eq. (5.16),

gū−d̄
1,grad(x, pT ) =

∫
dy

y

∫
d2kT gcl(y,kT )

× gqq̄(x, y;pT ,kT ). (5.67)
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FIG. 1: Drell-Yan transverse momentum distributions in proton-Tungsten versus antiproton-Tungsten scattering. The data
are from [23] and [24], respectively.

An increasing number of phenomenological applications of TMD factorization are focused on separating and identi-
fying TMDs in experimental measurements [22]. The goal of these studies is to extract detailed information regarding
non-perturbative quark/gluon structure of specific hadrons. It is becoming increasingly important, therefore, to take
seriously the partonic interpretation that TMD PDFs and FFs describe the quark and gluon structure of specific
hadrons in the TMD terms of Eqs. (1)–(3). Ff/H1

(x
1

,k
1T ), for example, is a function specific to hadron H

1

and
quarks of flavor f , similarly to its collinear counterpart ff/H1

(x
1

). While PDFs and FFs are universal with respect
to the processes under consideration, they do depend on the types of hadrons they describe.

This point can be highlighted with specific examples of the types of questions one hopes to address with TMD
factorization. Consider, for instance, the di↵erence between valence quark TMD PDFs and sea quark TMD PDFs.
Chiral quark soliton models [25] suggest that the transverse momentum width of the sea quark distribution may be
as much as three times broader than that of the valance distribution. A way to test this would be to directly compare
transverse momentum distributions for pA and p̄A Drell-Yan collisions, where A is a nucleus target. In the pA case,
the quark-in-proton /antiquark-in-A TMD PDF combination appears in the factorization theorem in Eq. (2) whereas
in the p̄A case it is the antiquark-in-antiproton (equivalent to quark-in-proton)/quark-in-A TMD PDF combination
that enters. As such, the question concerns the di↵erence between quark versus anti-quark TMD PDFs. Ideally, the
comparison should be done with both experiments at exactly the same values of x

1

, x
2

and Q to avoid confusing
dependence on the type of TMD PDF with variations due to changes in these kinematic variables. The closest we
could find to such a comparison in existing data was for proton-Tungsten [23] and antiproton-Tungsten [24] production
of Drell-Yan pairs with overlapping bins in Q and xF . The transverse momentum distributions, normalized to the
same values in the lowest P 2

T bins, are shown in Fig. 1. The trend appears to be consistent with the behavior described
in [25], but the range of Q for the proton-Tungsten data is cut o↵ at a significantly larger value of Q (7 GeV) as
compared with the antiproton-Tungsten data (4 GeV). Furthermore, the proton-Tungsten data are at 3.2 times the
center-of-mass energy than the antiproton-Tungsten data. Therefore, stronger constraints x and Q dependence of
the separate (anti)proton and Tungsten TMD PDFs are needed to determine whether the trend actually indicates a
genuine di↵erence between intrinsic sea and valence distributions. Our hope is that future improved constraints on
non-perturbative input, along with more data, in the context of global fits will help to clarify or rule out a possible
di↵erence between valence quark versus sea quark transverse distributions. Other similar questions related to intrinsic
hadron structure also require a very direct implementation of the TMD factorization theorem in terms of TMDs. An
example is the issue of flavor dependence, recently addressed in Ref. [26].

One delicate issue in implementing TMD evolution is that the kernel for the evolution itself becomes non-
perturbative in the region of large transverse distances. However, a prediction of the TMD factorization theorem
is that the non-perturbative component of evolution is totally universal, not only with respect to di↵erent processes,
but also with respect to the species of hadrons involved or kinematical variables like x and z. Furthermore, it is
independent of whether the TMDs are PDFs or FFs, and is independent of whether the hadrons and/or partons are
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derivation see Ref. [8]. We are mainly interested in the first term on the right side of Eq. (4), which corresponds to the
TMD term of the schematic formula in Eq. (1) with all transverse coordinate dependent terms isolated. This term is
derived using the approximation that PT ⌧ Q. For an accurate calculation of the full cross section, a correction term,
the Y -term, is need for the region PT ⇠ Q, and this is symbolized by the last term in Eq. (4). From here forward,
we will neglect the Y -term contribution and focus only on the TMD term. We will remark further on whether this is
reasonable in Sect. VI.

Over shorter distance scales, 1/bT becomes a hard scale, and the transverse momentum dependence can itself be
calculated in perturbation theory. With a choice of renormalization scale µ ⇠ 1/bT , ↵s(⇠ 1/bT ) approaches zero for
small sizes due to asymptotic freedom, ensuring that the short range transverse coordinate dependence is reliably
calculable in perturbation theory. For large transverse distances, transverse coordinate dependence becomes non-
perturbative (corresponding, in momentum space, to the onset of small intrinsic bound state transverse momentum).
There, a prescription is needed to tame the growth of ↵s(1/bT ) match to a non-perturbative large distance description.
The renormalization group scale is therefore chosen to obey

µb ⌘ C
1

/|b⇤(bT )| , (5)

where b⇤(b) is a function of bT that equals bT at small bT but freezes in the limit where bT becomes non-perturbatively
large, i.e., when bT is larger than some fixed b

max

. This non-perturbative function must obey

b⇤(bT ) =

⇢
bT bT ⌧ b

max

b

max

bT � b
max

.
(6)

The most common taming procedure uses

b⇤(bT

) ⌘ b

Tp
1 + b2T /b

2

max

. (7)

Although any function obeying Eq. (6) is consistent with the CSS formalism, Eq. (7) is one of the simplest choices
and the one that we will use in this paper. The factor C

1

is an arbitrary numerical constant that can be chosen to
minimize higher order corrections. It it typically fixed to be C

1

= 2e��E . With the bT dependence of the perturbatively
calculable part of Eq. (4) frozen above a certain b

max

, the remaining non-perturbative evolution is described by the
function gK(bT ;µb), which is totally universal and independent of Q, x, or z. The non-perturbative evolution function
gK(bT ;µb) must vanish as a power of bT as bT ! 0.

The value of b
max

, as well as the functional form for the matching in Eq. (7), is exactly arbitrary in full QCD. The
role of b

max

is to define the boundary between what are regarded as perturbative and non-perturbative regions of
bT -dependence. In practical applications, it should be chosen large enough to maximize the perturbative content of the
calculation, while small enough to maintain a safe perturbative treatment of perturbatively calculable parts at a given
order of perturbation theory. The numerical value of b

max

depends generally on the order of perturbation theory. If
it is chosen too large, then perturbation theory is applied over a large range of bT where perturbation theory becomes
suspect. If b

max

is too small, then almost all of the calculation is e↵ectively treated as non-perturbative and requires
extensive fitting to mimic the behavior of �K(g(µ0)) and K̃(b⇤;µb). In that case, most of the work in fitting non
perturbative functions actually goes into reproducing results that could be calculated perturbatively. The formalism
is setup to be neutral as to precisely where the transition from perturbative to non-perturbative bT dependence
occurs so that any given degree of precision may be achieved through a combination of higher order calculations and
non-perturbative fitting.

Note also that the choices of b⇤(bT) and gK(bT ;µb) are not independent and there could in principle be di↵erent
combinations that correspond to the same non-perturbative matching. Both combine to give the description of the
non-perturbative region at large bT . Indeed, it is possible in principle that the fitting to the non-perturbative region
of bT could be achieved entirely by adjusting the form of b⇤(bT

).
A frequently used ansatz for gK(bT ;µb) is

gK(bT ;µb) = �g
2

1

2
b2T , (8)

where g
2

is a Gaussian fit parameter. This choice for gK(bT ;µb) e↵ectively imposes a strong cuto↵ on non-perturbative
regions of bT whenever Q is significantly larger than Q

0

.
Until recently, the CSS formalism has been applied mainly to Drell-Yan-like processes, with only a relatively small

number of treatments [29, 30] dedicated to SIDIS. The early CSS studies were mainly oriented toward obtaining an
accurate perturbative description of the di↵erential cross section over a wide range of relatively large qT , particularly
for qT � ⇤QCD, with maximum input from perturbation theory. With access to hadronic structure not being the
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FIG. 1: The up quark TMD PDF for Q =
√

2.4, 5.0 and 91.19 GeV and x = 0.09. The upper plot shows the result of using the
BLNY fit in Eq. (38) with bmax = 0.5 GeV−1 while the lower panel shows the BLNY fit obtained with bmax = 1.5 GeV−1. The
solid maroon, dashed blue, and red dot-dashed curves are for Q =

√
2.4, 5.0 and 91.19 GeV respectively (see online version for

color).
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FIG. 2: Comparing the shape of the TMD PDF within various approximations. The solid red curves are the same as the
Q = 91.19 GeV curves in Fig. 1. The dashed blue curve is the result of setting the A-factor in Eq. (26) equal to f(x, µb), and
the dash-dotted maroon curve is obtained by setting the B-factor in Eq. (26) equal to 1. (See online version for color.)

(Konychev,	  Nadolsky	  (2005))	  
(Schweitzer	  et	  al,	  (2010))	  

(Aybat,	  TCR	  (2011))	  
Lowest	  order	  pert.	  calculable	  parts	  
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from old fits 
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FIG. 1: (Color online.) The (negative of the) up quark Sivers function at x = 0.1 evolved from Q =
√
2.4 GeV(solid maroon)

to Q = 5 GeV(dashed blue) and Q = 91.19 GeV(dot-dashed red). The upper plot is found by evolving the Gaussian fits of
the Bochum group [14] and the lower plot is found by evolving the Gaussian fits of the Torino group [15]. In the case of the
Bochum fits, the down quark Sivers function is just the negative of the up quark one. For the Torino fits, the down quark
Sivers function is obtained by multiplying the up quark Sivers function by −1.35. These functions acquire an overall reversal
of sign if used in Drell-Yan.

lattice QCD calculations [48] can aid in providing mean-
ingful parametrizations of the nonperturbative input over
the whole of phase space and open up interesting ques-
tions regarding the matching of purely nonperturbative
descriptions of the Sivers function to pQCD.

C. Evolved Gaussian Parametrizations

Figure 1 suggests that, apart from the tail at large
kT , the Sivers function continues to be well described by
a Gaussian shape, even after evolution to large Q. To
describe the evolution of a purely Gaussian parametriza-
tion, with the x and kT dependence factorized, requires
only a specification of the scale dependence of the Gaus-
sian parameters. This saves having to directly calculate
Eq. (44), and its transformation to momentum space,
separately for each value of Q and x. Because of the
general convenience of working with Gaussian functions,
we have obtained Gaussian fits for a range of Q starting
at Q =

√
2.4 GeV for the Bochum and Torino fits up

to Q = 90 GeV. The fits are obtained using the Wol-
fram Mathematica 7 FindFit routine, and examples
are shown as the dashed curves in Fig. 2. A table of the
resulting values for the Gaussian parameters is shown in
Table I. (Fortran, C++, and Wolfram Mathematica

7 code that produce evolved Gaussian fits is available

at [49].)

In Fig. 2, we illustrate the quality of the Gaussian
fits to the Sivers function at intermediate and large
Q (Q = 5 GeV and 91.19 GeV, respectively). In
practice, the Sivers effect is often probed via observ-
ables like Eq. (52), so we have plotted the integrand,
−2πk3TF

⊥ up
1T (x, kT ;µ,Q). Note that, after the evolution

to large Q, the −2πk3TF
⊥ up
1T (x, kT ;µ,Q) acquires a very

broad tail for both the Bochum and Torino fits. The
tail falls off slowly; for Q = 91.19 GeV, the ratio of the
value of the Bochum fit at kT = 10 GeV to the value at
kT = 5 GeV is about 0.65. This is roughly consistent
with the 1/kT fall-off at large kT that is expected from
the power counting arguments in Sec. III C. The last two
columns in Table I show the values of kT where the ra-
tio of the Gaussian fits to the original Sivers functions
is 0.8. That is, above kTorinoT,max (GeV) the Gaussian fits to
the evolved Torino Sivers function drop to less than 0.8
of the original evolved Sivers function and similarly for
kBochum
T,max .

That the description at small kT remains Gaussian is
not entirely surprising given that the input we use for
the nonperturbative evolution is Gaussian (gK(bT ) ∝ b2).
However, it should be emphasized that the perturbative
contribution to evolution results in a substantial modifi-
cation of the shape and normalization of the TMD PDF,

(CSS/Collins	  formalism.)	  

	  
(Collins	  et	  al,	  (2006))	  
(Anselmino	  et	  al.,	  (2009))	  

Sign	  flip	  for	  Drell-‐Yan!	  

Evolved TMD PDFs: constructed 
from old fits 

(Aybat,	  Collins,	  Qiu,	  TCR	  	  (2012))	  



Unpolarized Fitting 

PHENIX,	  PRD82,	  072001	  (2010)	  

Factoriza)on	  Breaking!!?	  

(With	  C.	  Aidala…)	  



•  Sea	  quark	  TMDs	  vs.	  valence	  quark	  TMDs:	  

	  
	  

3

FIG. 1: Drell-Yan transverse momentum distributions in proton-Tungsten versus antiproton-Tungsten scattering. The data
are from [23] and [24], respectively.

An increasing number of phenomenological applications of TMD factorization are focused on separating and identi-
fying TMDs in experimental measurements [22]. The goal of these studies is to extract detailed information regarding
non-perturbative quark/gluon structure of specific hadrons. It is becoming increasingly important, therefore, to take
seriously the partonic interpretation that TMD PDFs and FFs describe the quark and gluon structure of specific
hadrons in the TMD terms of Eqs. (1)–(3). Ff/H1

(x
1

,k
1T ), for example, is a function specific to hadron H

1

and
quarks of flavor f , similarly to its collinear counterpart ff/H1

(x
1

). While PDFs and FFs are universal with respect
to the processes under consideration, they do depend on the types of hadrons they describe.

This point can be highlighted with specific examples of the types of questions one hopes to address with TMD
factorization. Consider, for instance, the di↵erence between valence quark TMD PDFs and sea quark TMD PDFs.
Chiral quark soliton models [25] suggest that the transverse momentum width of the sea quark distribution may be
as much as three times broader than that of the valance distribution. A way to test this would be to directly compare
transverse momentum distributions for pA and p̄A Drell-Yan collisions, where A is a nucleus target. In the pA case,
the quark-in-proton /antiquark-in-A TMD PDF combination appears in the factorization theorem in Eq. (2) whereas
in the p̄A case it is the antiquark-in-antiproton (equivalent to quark-in-proton)/quark-in-A TMD PDF combination
that enters. As such, the question concerns the di↵erence between quark versus anti-quark TMD PDFs. Ideally, the
comparison should be done with both experiments at exactly the same values of x

1

, x
2

and Q to avoid confusing
dependence on the type of TMD PDF with variations due to changes in these kinematic variables. The closest we
could find to such a comparison in existing data was for proton-Tungsten [23] and antiproton-Tungsten [24] production
of Drell-Yan pairs with overlapping bins in Q and xF . The transverse momentum distributions, normalized to the
same values in the lowest P 2

T bins, are shown in Fig. 1. The trend appears to be consistent with the behavior described
in [25], but the range of Q for the proton-Tungsten data is cut o↵ at a significantly larger value of Q (7 GeV) as
compared with the antiproton-Tungsten data (4 GeV). Furthermore, the proton-Tungsten data are at 3.2 times the
center-of-mass energy than the antiproton-Tungsten data. Therefore, stronger constraints x and Q dependence of
the separate (anti)proton and Tungsten TMD PDFs are needed to determine whether the trend actually indicates a
genuine di↵erence between intrinsic sea and valence distributions. Our hope is that future improved constraints on
non-perturbative input, along with more data, in the context of global fits will help to clarify or rule out a possible
di↵erence between valence quark versus sea quark transverse distributions. Other similar questions related to intrinsic
hadron structure also require a very direct implementation of the TMD factorization theorem in terms of TMDs. An
example is the issue of flavor dependence, recently addressed in Ref. [26].

One delicate issue in implementing TMD evolution is that the kernel for the evolution itself becomes non-
perturbative in the region of large transverse distances. However, a prediction of the TMD factorization theorem
is that the non-perturbative component of evolution is totally universal, not only with respect to di↵erent processes,
but also with respect to the species of hadrons involved or kinematical variables like x and z. Furthermore, it is
independent of whether the TMDs are PDFs or FFs, and is independent of whether the hadrons and/or partons are

Data Normalized 

Plot	  from	  C.	  Aidala	  

Fermilab,	  Oliver	  et	  al.,	  	  	  
AIP	  Conf.Proc.	  45	  (1978)	  93-‐102	  
400	  GeV	  proton	  

	  Anassontzis	  et	  al.,	  	  	  
Phys.Rev.	  D38	  (1988)	  1377	  
125	  GeV	  an)protons	  

Need better control  
of  evolution for moderate Q 

Is there a difference? 

Example: 
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•  High	  Q	  fits	  extrapolated	  to	  low	  Q	  (≈	  1	  GeV)	  gives	  extremely	  rapid	  
evolu=on.	  

–  Too	  Rapid!	  

	  
•  Importance	  of	  non-‐perturba=ve	  (Type II)	  	  TM	  dependence?	  

–  Contribu=on	  should	  vanish	  at	  Q	  =	  Infinity	  	  
	  

–  Collins,	  Soper,	  Sterman	  (1985):	  non-‐perturba=ve	  kT-‐dependence	  becomes	  	  
negligible	  at	  approximately	  Q	  ≈	  108	  GeV.	  
	  

–  Global	  fits	  find	  small	  but	  important	  important	  non-‐perturba=ve	  	  
evolu=on	  of	  kT-‐dependence	  at	  Q	  ≈	  90	  GeV.	  
	  	  (Recent:	  (Guzzi,	  Nadolksy,	  Wang	  (2013))	  
	  

–  Only	  perturba=ve	  evolu=on	  down	  to	  Q	  ≈	  1	  GeV	  ?	  	  	  	  	  
	  	  	  	  	  	  	  	  

Non-Perturbative Evolution 

(Sun,Yuan	  	  (2013))	  (Echevarria,	  Idilbi,	  Schafer,	  Scimemi	  	  	  (2012))	  

(Sun,Yuan	  	  (2013))	  	  

(Parisi,	  Petronzio	  	  (1979)	  )	  
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FIG. 2: Coefficient a(Q) in the non-perturbative form factor e−SNP = e−a(Q)b2 for the TMD quark
distribution as function of Q: the dot represents the value needed for the SIDIS [64] as compared
to the BLNY (dashed line) and KN (solid line) parameterizations for x = 0.1.

is that the Q2-dependence is mainly coming from the logarithmic dependence in the non-
perturbative form factor, rather than that from the evolution itself. This has to be corrected
in order to describe the SIDIS data from the CSS evolution.

On the other hand, for moderate Q2 variations, we shall be able to understand the
Q2-dependence by directly solving the evolution equation. For example, in the Sudakov
resummation formula, Eq. (50), we can, in principle, to study the Q2 dependence by taking
the structure functions at lower scale Q0 as input, and calculate the structure function at
higher Q using the direct integral of the kernel from Q0 to Q. That is the approach we
are going to take in comparing SIDIS from HERMES/COMPASS to Drell-Yan lepton pair
production. As we briefly shown in Ref. [47], this approach works well for Q2 range from 2
to 100 GeV2 and covers SIDIS from HERMES and COMPASS and most of the Drell-Yan
processes from the fixed target experiments. Of course, for extreme high Q such as W/Z
boson production, we have to take into account higher order corrections and back to the
complete CSS resummation.

In the following, we will show that this evolution approach can describe the transverse
momentum distribution in SIDIS and Drell-Yan processes up toQ ∼ 10GeV. Since Drell-Yan
data can also be understood from the CSS resummation with BLNY (KN) parameterization
for the non-perturbative form factors, this provides a nature match between SIDIS and
Drell-Yan experiments, and help us understand the TMD evolution in this particular energy
range. Once we understand how this works for the unpolarized cross sections, we will extend
to the Sivers single spin asymmetries in these processes.
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FIG. 2: Coefficient a(Q) in the non-perturbative form factor e−SNP = e−a(Q)b2 for the TMD quark
distribution as function of Q: the dot represents the value needed for the SIDIS [64] as compared
to the BLNY (dashed line) and KN (solid line) parameterizations for x = 0.1.

is that the Q2-dependence is mainly coming from the logarithmic dependence in the non-
perturbative form factor, rather than that from the evolution itself. This has to be corrected
in order to describe the SIDIS data from the CSS evolution.

On the other hand, for moderate Q2 variations, we shall be able to understand the
Q2-dependence by directly solving the evolution equation. For example, in the Sudakov
resummation formula, Eq. (50), we can, in principle, to study the Q2 dependence by taking
the structure functions at lower scale Q0 as input, and calculate the structure function at
higher Q using the direct integral of the kernel from Q0 to Q. That is the approach we
are going to take in comparing SIDIS from HERMES/COMPASS to Drell-Yan lepton pair
production. As we briefly shown in Ref. [47], this approach works well for Q2 range from 2
to 100 GeV2 and covers SIDIS from HERMES and COMPASS and most of the Drell-Yan
processes from the fixed target experiments. Of course, for extreme high Q such as W/Z
boson production, we have to take into account higher order corrections and back to the
complete CSS resummation.

In the following, we will show that this evolution approach can describe the transverse
momentum distribution in SIDIS and Drell-Yan processes up toQ ∼ 10GeV. Since Drell-Yan
data can also be understood from the CSS resummation with BLNY (KN) parameterization
for the non-perturbative form factors, this provides a nature match between SIDIS and
Drell-Yan experiments, and help us understand the TMD evolution in this particular energy
range. Once we understand how this works for the unpolarized cross sections, we will extend
to the Sivers single spin asymmetries in these processes.
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is that the Q2-dependence is mainly coming from the logarithmic dependence in the non-
perturbative form factor, rather than that from the evolution itself. This has to be corrected
in order to describe the SIDIS data from the CSS evolution.

On the other hand, for moderate Q2 variations, we shall be able to understand the
Q2-dependence by directly solving the evolution equation. For example, in the Sudakov
resummation formula, Eq. (50), we can, in principle, to study the Q2 dependence by taking
the structure functions at lower scale Q0 as input, and calculate the structure function at
higher Q using the direct integral of the kernel from Q0 to Q. That is the approach we
are going to take in comparing SIDIS from HERMES/COMPASS to Drell-Yan lepton pair
production. As we briefly shown in Ref. [47], this approach works well for Q2 range from 2
to 100 GeV2 and covers SIDIS from HERMES and COMPASS and most of the Drell-Yan
processes from the fixed target experiments. Of course, for extreme high Q such as W/Z
boson production, we have to take into account higher order corrections and back to the
complete CSS resummation.

In the following, we will show that this evolution approach can describe the transverse
momentum distribution in SIDIS and Drell-Yan processes up toQ ∼ 10GeV. Since Drell-Yan
data can also be understood from the CSS resummation with BLNY (KN) parameterization
for the non-perturbative form factors, this provides a nature match between SIDIS and
Drell-Yan experiments, and help us understand the TMD evolution in this particular energy
range. Once we understand how this works for the unpolarized cross sections, we will extend
to the Sivers single spin asymmetries in these processes.
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Likewise, fq/A(xa, b;Q) and fq̄/B(xb, b;Q) are the QCD evolved TMD PDFs in Eq. (21). Similarly, for W/Z produc-
tion, A(PA) +B(PB) → W/Z(y, p⊥) +X , the differential cross sections are given by [16, 63]

dσW

dyd2p⊥
=
σW
0

2π

∑

q,q′

|Vqq′ |2
∫ ∞

0
db bJ0(q⊥b)fq/A(xa, b;Q)fq′/B(xb, b;Q), (35)

dσZ

dyd2p⊥
=
σZ
0

2π

∑

q

(
V 2
q +A2

q

) ∫ ∞

0
db bJ0(q⊥b)fq/A(xa, b;Q)fq′/B(xb, b;Q), (36)

where Vqq′ are the CKM matrix elements for the weak interaction, and Vq and Aq are the vector and axial couplings
of the Z boson to the quark, respectively. The LO cross sections σW

0 and σZ
0 have the following form

σW
0 =

√
2πGFM2

W

sNc
, σZ

0 =

√
2πGFM2

Z

sNc
, (37)

where GF is the Fermi weak coupling constant, and MW (MZ) is the mass of the W (Z) boson.
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FIG. 1. Comparison of theoretical results to W [67] (left) and Z [68, 69] (middle) production in p + p̄ collisions at
√
s = 1.8

TeV, and Z production [70] (right) in p+ p collisions at
√
s = 7 TeV.

To compare with experimental data, we use the unpolarized parton distribution functions fq/A(x,Q) as given by the
MSTW2008 parametrization [64] and the DSS unpolarized fragmentation functions Dh/q(z,Q) [65]. It is important
to remember that our QCD factorization formalism based on TMDs is only applicable in the kinematic region where
p⊥ # Q [26]. To describe the large p⊥ ∼ Q region, one needs the complete next-to-leading order calculation, more
precisely the so-called Y -term [39–41, 66]. To be consistent with our formalism, we thus restrict our comparison with
the experimental data as follows: for W/Z boson production, we choose p⊥ ≤ 20 GeV; for DY dilepton production,
we have p⊥ ≤ 1.3 GeV; for hadron production at COMPASS with 〈Q2〉 = 7.57 GeV2, we choose Ph⊥ ≤ 0.7 GeV; for
hadron production at HERMES with 〈Q2〉 = 2.45 GeV2, we choose Ph⊥ ≤ 0.6 GeV such that we still have enough
experimental data for the analysis.
We first compare in Fig. 1 our calculation, based on the QCD factorization formalism, Eqs. (35) and (36), with W/Z

production at both the Tevatron and LHC energies. With QCD evolved TMD PDFs given in Eq. (21) and the tuned
parameters for the Sudakov factor in Eq. (27), we plot the W and Z boson differential cross section as a function of
transverse momentum p⊥. The left and middle panels of Fig. 1 are the comparisons with the W/Z measurements [67–
69] in p + p̄ collisions at the Tevatron energy

√
s = 1.8 TeV. In the right panel of Fig. 1 we compare with the most

recent Z boson measurement [70] in p + p collisions from the CMS collaboration at LHC energy
√
s = 7 TeV. Our

formalism gives a reasonably good description of the W/Z boson production at both the Tevatron and LHC energies.
Next, we compare our calculation for the DY lepton pair production with the fixed-target Fermilab experimental

data at different CM energies
√
s = 19.4, 23.8, 27.4 for the E288 collaboration [71] and at

√
s = 38.8 GeV for the E605

collaboration [72], see Fig. 2. Since these experiments were really performed for p+Cu collisions, we use the EKS98
parametrization [73] for the collinear nuclear PDFs in the nucleus Cu. For both

√
s = 19.4 and 23.8 GeV, the curves

from top to bottom correspond to the different invariant mass bins, i.e., Q ∈ [4, 5], [5, 6], [6, 7], [7, 8], and [8, 9] GeV.
For

√
s = 27.4 GeV, we have Q ∈ [5, 6], [6, 7], [7, 8], and [8, 9] GeV. Finally, for

√
s = 38.8 GeV the mass ranges are:

Q ∈ [7, 8], [8, 9], [10.5, 11.5], [11.5, 13.5], and [13.5, 18] GeV. As can be seen, our QCD formalism gives a reasonably
good description of the Drell-Yan dilepton production in all the measured mass ranges.
Let us now turn to the hadron multiplicity distribution in the SIDIS processes. In Fig. 3, we compare our calculations

with the recent COMPASS experimental data for the charged hadron multiplicity distribution [74] at 〈Q2〉 = 7.57

7
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FIG. 2. The first three plots show comparisons with the Fermilab E288 Drell-Yan dilepton data at different CM energies√
s = 19.4 (left), 23.8, and 27.4 GeV [71]. The data points from top to bottom correspond to different invariant mass Q of the

lepton pair. For the top two plots, they are: [4, 5], [5, 6], [6, 7], [7, 8], and [8, 9] GeV. For the left bottom plot, it starts with
the [5, 6] GeV range (no [4, 5] GeV range. The right bottom plot is the comparison with the Fermilab E605 Drell-Yan dilepton
data at CM energy

√
s = 38.8 GeV [72]. Again the mass ranges are: [7, 8], [8, 9], [10.5, 11.5], [11.5, 13.5], and [13.5, 18] GeV.

GeV2 and 〈xB〉 = 0.093 for a deuteron target. The data points from top to bottom correspond to different zh
regions: zh ∈ [0.2, 0.25], [0.25, 0.3], [0.3, 0.35], [0.35, 0.4], [0.4, 0.5], [0.5, 0.6], [0.6, 0.7], and [0.7, 0.8]. We find that
for both negative and positive charged hadrons the QCD formalism in Eq. (30) gives a good description for the
Ph⊥-dependence of the hadron multiplicity distribution.
Finally, in Fig. 4 we compare our calculation with the HERMES multiplicity distribution data [75] for a proton

target at 〈Q2〉 = 2.45 GeV2 and 〈xB〉 = 0.117. The data points from top to bottom correspond to different zh regions:
zh ∈ [0.2, 0.3], [0.3, 0.4], [0.4, 0.6], and [0.6, 0.8]. We find that our formalism still gives a reasonable description for
π− multiplicity distribution data as a function of Ph⊥, though π+ becomes worse when going to the high zh region.
Note, however, that the normalization of such distributions is related to the fragmentation functions [75].
In summary we find that our proposed non-perturbative Sudakov factor in Eq. (27) along with bmax = 1.5 GeV−1

gives a reasonably good description of the hadron multiplicity distribution in SIDIS at rather low Q, DY lepton pair
production at intermediate Q, and W/Z production at high Q from rather low CM energies up to the LHC energies.
Even though the description is not perfect, one has to keep in mind that our QCD formalism is the very first attempt
to use a universal form to describe the experimental data on both SIDIS and DY-type processes. At the moment,
we are implementing the evolution at NLL accuracy along with the LO coefficient functions. All of these could be
further improved, and a first attempt to implement the approach presented in [29] is being pursued in [76]. Another
important consequence is that since the parameter g2 is a universal parameter, i.e. independent of the spin, we can
then use the same g2 to extract the Sivers functions from the current Sivers asymmetry measurements in SIDIS. This
will be the main focus of the next section.

III. QCD EVOLUTION OF TMDS: THE SIVERS EFFECT

In this section we will first extract the quark Sivers functions from the Sivers asymmetry measurements in SIDIS
from JLab, HERMES, and COMPASS experiments. We will then make predictions for the Sivers asymmetries of DY
dilepton and W boson production, to be compared with the future measurements.
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FIG. 6. Results obtained from the TMD evolution fit of the SIDIS Asin(φh−φs)
UT Sivers asymmetries are compared with the

HERMES experimental data [17] for neutral and charged pion production.

differential cross section: for hadron production at JLab [20] with 〈Q2〉 = 1.38−2.68 GeV2 we choose Ph⊥ ≤ 0.5 GeV;
for hadron production at HERMES [17] with 〈Q2〉 ≈ 2.45 GeV2, we choose Ph⊥ ≤ 0.6 GeV; and for the COMPASS
experimental data [18, 19] with 〈Q2〉 ≈ 3 − 5 GeV2, we choose Ph⊥ ≤ 0.7 GeV. For the transversely polarized
neutron and deuteron targets, we use isospin symmetry to relate the quark Sivers functions to those in the proton
target. By fitting simultaneously pion, kaon, and charged hadron experimental data [17–20] from JLab, HERMES,
and COMPASS, we obtain an acceptable overall description of the experimental data with total χ2 ≈ 300 for 241
data points, and thus χ2/d.o.f. = 1.3. The fitted parameters are given in the Table. I.

TABLE I. Best values of the free parameters for the Sivers function from our fit to SIDIS data [17–20] on Asin(φh−φs)
UT .

χ2/d.o.f. = 1.3

αu = 1.051+0.192
−0.180 αd = 1.552+0.303

−0.275

αsea = 0.851+0.307
−0.305 β = 4.857+1.534

−1.395

Nu = 0.106+0.011
−0.009 Nd = −0.163+0.039

−0.046

Nū = −0.012+0.018
−0.020 Nd̄ = −0.105+0.043

−0.060

Ns = 0.103+0.548
−0.604 Ns̄ = −1.000±1.757

〈k2
s⊥〉 = 0.282+0.073

−0.066 GeV2

Comparison of the fits to the experimental data are presented in Figs. 5 - 10, with the solid curves representing
our fitted theoretical results. In Fig. 5 we show the comparison with the JLab experimental data [20] for charged
pion production on a neutron target. JLab experimental data have a relatively large error bar for the asymmetries
and have only the xB-dependence of the Sivers asymmetries. On the other hand, both HERMES and COMPASS
experimental data have the Sivers asymmetries as functions of xB , zh, and Ph⊥, respectively. In Figs. 6 and 7 we show
the results obtained from our fit compared with the HERMES experimental data [17] for pion and kaon production
on a proton target, respectively. In Figs. 8 and 9 we present the comparison with the COMPASS experimental data
for charged pion and kaon production on a deuteron target [18]. Finally, in Fig. 10 we show the comparison with the
COMPASS experimental data for charged hadron production on a proton target [19]. One sees that the fit is of rather
good quality. Even thought the χ2/d.o.f. is slightly larger than earlier Gaussian-form fits for the TMDs [78], we feel
more confident about our results as they are based on a QCD formalism which can give a rather good description for

(Echevarria,	  Idilbi,	  Kang,	  Vitev	  (2014))	  	  
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where b∗ = b/
√
1 + (b/bmax)2 and bmax is introduced such that b∗ ≈ b at small b " bmax region, while it approaches

the limit bmax when b becomes non-perturbatively large. The value of bmax is typically chosen to be of order ∼ 1
GeV−1 and should be thought of as characterizing the boundary of the perturbative region of the b-dependence. The
non-perturbative Sudakov factor RNP(b,Q) = exp(−SNP) has been extensively studied. It has been extracted from
the experimental data, in particular from W/Z boson production at high energies [41, 52], and is mainly constrained
by the large Q fits. In this work we want to find a universal form, such that it can be used to describe the experimental
data for SIDIS at relatively low Q, DY dilepton production at intermediate Q, and W/Z boson production at large
Q. A simple widely-used non-perturbative Sudakov exponent SNP has the following form [41, 52–54]

Spdf
NP (b,Q) = b2

(
gpdf1 +

g2
2
ln

Q

Q0

)
, (18)

Sff
NP(b,Q) = b2

(
gff1 +

g2
2
ln

Q

Q0

)
, (19)

Ssivers
NP (b,Q) = b2

(
gsivers1 +

g2
2
ln

Q

Q0

)
, (20)

for the unpolarized TMD PDFs, FFs, and the weighted quark Sivers function as in Eqs. (3), (4), and (5), respectively.
Combining the b∗ prescription with Eqs. (15) and (17), we can write out the evolved TMDs explicitly as

fq/A(x, b;Q) = fq/A(x, c/b∗) exp

{

−
∫ Q

c/b∗

dµ

µ

(
A ln

Q2

µ2
+B

)}

exp

{
−b2

(
gpdf1 +

g2
2
ln

Q

Q0

)}
, (21)

Dh/q(z, b;Q) =
1

z2
Dh/q(x, c/b∗) exp

{

−
∫ Q

c/b∗

dµ

µ

(
A ln

Q2

µ2
+B

)}

exp

{
−b2

(
gff1 +

g2
2
ln

Q

Q0

)}
, (22)

f⊥q(α)
1T,SIDIS(x, b;Q) =

(
ibα

2

)
Tq,F (x, x, c/b∗) exp

{

−
∫ Q

c/b∗

dµ

µ

(
A ln

Q2

µ2
+B

)}

exp

{
−b2

(
gsivers1 +

g2
2
ln

Q

Q0

)}
. (23)

It is important to realize that g2 is universal for all different types of TMDs and certainly spin-independent, which
is one of the important predictions of QCD factorization theorems involving TMDs [26, 27]. On the other hand, the
constant term g1 depends on the type of TMDs, and can be interpreted as the intrinsic transverse momentum width
for the relevant TMDs at the momentum scale Q0 [27, 40, 46]. Assuming a Gaussian form, we have

gpdf1 =
〈k2⊥〉Q0

4
, gff1 =

〈p2T 〉Q0

4z2
, gsivers1 =

〈k2s⊥〉Q0

4
, (24)

where 〈k2⊥〉Q0
, 〈p2T 〉Q0

, and 〈k2s⊥〉Q0
are the relevant averaged intrinsic transverse momenta squared for TMD PDFs,

FFs, and the quark Sivers functions at the momentum scale Q0, respectively.
Once we resort to such an intuitive interpretation and further choose Q0 =

√
2.4 GeV, the typical virtuality scale in

the HERMES experiments, 〈k2⊥〉Q0
and 〈p2T 〉Q0

have been extracted from the HERMES experimental data by various
groups [55–58]. At present, values in the following ranges can give an equally good description of the data:

〈k2⊥〉Q0
= 0.25− 0.44 GeV2, 〈p2T 〉Q0

= 0.16− 0.20 GeV2. (25)

On the other hand, the universal parameter g2 has been extracted mainly from the DY lepton pair and W/Z produc-
tion. The value of g2 is intimately connected to the value bmax one is using. In Ref. [52], Konychev and Nadolsky
have shown that the best fit of the experimental data can be reached if one chooses bmax = 1.5 GeV−1, and the fitted
g2 is given by

g2 = 0.184± 0.018 GeV2. (26)

In our work, we will try to tune the three parameters 〈k2⊥〉Q0
, 〈p2T 〉Q0

, and g2 within their current extracted ranges,
Eqs. (25) and (26), to see if we can indeed reconcile the SIDIS process and the DY-type processes, and to test if we
can describe all the SIDIS, DY lepton pair, and W/Z production data. Indeed, we find the following parameters can
do a rather reasonable job:

〈k2⊥〉Q0
= 0.38 GeV2, 〈p2T 〉Q0

= 0.19 GeV2, g2 = 0.16 GeV2. (27)

The variation of the non-perturbative parameters that enter into the evolution of TMDs should not affect the shape
of the kernel in the perturbative region 1/b ( ΛQCD, where no non-perturbative model is needed. In other words, the
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Extractions of TMD PDFs help of the resummation package LEGACY, which was also
used in previous fitting !10,11" and analytical studies
!3,4,6,7,25–27", as well as for generating input cross section
grids for RESBOS Monte Carlo integration program !4". This
package is a high-performance tool for calculation of the
resummed cross sections, with the computational speed in-
creased by up to a factor 800 after the reorganization and
translation of the source code into C/C!! programming lan-
guage in 1999–2001. During the preparation of this paper,
we confirmed the stability of the numerical calculation of the
resummed cross sections #1$ by comparing the output of sev-
eral Fourier-Bessel transform routines based on different al-
gorithms #adaptive integration, Fast Fourier-Bessel transform
!28", and Wolfram Research$ MATHEMATICA 4.1 NINTEGRATE
function. Specifically, the outputs of three routines are in a
very good agreement at all values of QT . For instance, the Z
boson cross sections presented in this paper and Ref. !11" are
calculated with the relative numerical error less than 0.5% at
QT"50 GeV and less than 1–2 % at QT#50 GeV. Note that
the relative error of about 1% is comparable with the size of
higher-order #NNLO$ corrections, as well as numerical un-
certainties in the existing two-loop PDF sets. More details on
the tests of accuracy of the resummation package will be
presented elsewhere !29".5
Using the above sets of the experimental data, we fit the

values of the nonperturbative parameters g1 , g2 and g3 in
the DWS-G form #10$, LY-G form #11$, and BLNY form #12$
of the nonperturbative function W̃ jk 

NP(b ,Q ,Q0 ,x1 ,x2). Since
we allow the normalizations for the data to float within the
overall systematic normalization errors published by the ex-
periments, the best-fit values of g1 , g2 and g3 are correlated
with the best-fit values of the data normalization factors N f it
#individually applied to each data set$. Note that the normal-
ization of the CDF-Z run 0 data was fixed to unity due to
their poor statistics as compared to the run-1 data.
Table III summarizes our results. To illustrate the quality

5An interface to the simplified version of LEGACY and online plot-
ter of resummed transverse momentum distributions are available
on the Internet at http://hep.pa.msu.edu/wwwlegacy/

TABLE II. The data sets used for the fit. PT and Q denote the
published transverse momentum and mass of the Drell-Yan pair or
the Z boson, respectively.

PT range Q range
Experiment #GeV$ #GeV$

R209 0.0–1.8 5.0–11.0
E605 0.0–1.4 7.0–9.0 and 10.5–18.0
E288 0.0–1.4 5.0–9.0
CDF-Z 0.0–22.8 91.19
#Run-0$
DO” -Z 0.0–22.0 91.19

#Run-1$
CDF-Z 0.0–22.0 91.19
#Run-1$

TABLE III. The results of the fits. Here, N f it is the fitted nor-
malization for each experiment. #Thus, by definition, NORM in Ref.
!11" is equal to 1/N f it .)

Parameter DWS-G fit LY-G fit BLNY fit

g1 0.016 0.02 0.21
g2 0.54 0.55 0.68
g3 0.00 -1.50 -0.60

CDF Z Run-0 1.00 1.00 1.00
N f it #fixed$ #fixed$ #fixed$

R209 1.02 1.01 0.86
N f it

E605 1.15 1.07 1.00
N f it

E288 1.23 1.28 1.19
N f it

DO” Z Run-1 1.01 1.01 1.00
N f it

CDF Z Run-1 0.89 0.90 0.89
N f it

%2 416 407 176
%2/DOF 3.47 3.42 1.48

FIG. 1. Comparison to the R209 data for the process p!p
→&!&$!X at !S%62 GeV. The data are the published experi-
mental values. The curves are the results of the fits and are multi-
plied by the best-fit values of 1/N f it given in Table III.

LANDRY et al. PHYSICAL REVIEW D 67, 073016 #2003$

073016-4

of each fit, Figs. 1–5 compare theory calculations for the
DWS-G, LY-G, and BLNY parametrizations to each data set.
We emphasize again that the new LY-G parametrization pre-
sented in Table III was obtained by applying the conven-
tional global fitting procedure to the enlarged data set listed
in Tables I and II. In contrast, the original LY fit in Ref. !10"
was obtained by first fitting the g2 parameter using the CDF-

FIG. 2. Comparison to the E605 data for the process p!Cu
→#!#"!X at !S#38.8 GeV. The data are the published experi-
mental values. The curves are the results of the fits multiplied by the
best-fit values of 1/Nf it given in Table III.

FIG. 3. Comparison to the E288 data for the process p!Cu
→#!#"!X at !S#27.4 GeV. The data are the published experi-
mental values. The curves are the results of the fits and are multi-
plied by the best-fit values of 1/Nf it given in Table III.

FIG. 4. Comparison to the DO” -Z run-1 data. The data are the
published experimental values. The curves are the results of the fits
and are multiplied by the best-fit values of 1/Nf it given in Table III.

FIG. 5. Comparison to the CDF-Z run-1 data. The data are the
published experimental values. The curves are the results of the fits
and are multiplied by the best-fit value of 1/Nf it given in Table III.

FERMILAB TEVATRON RUN-1 Z BOSON DATA AND . . . PHYSICAL REVIEW D 67, 073016 $2003%

073016-5

(Landry,	  Brock,	  Nadolsky,	  Yuan,	  	  (2003))	  
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Sivers function
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•  Recall Collinear / DGLAP: 

 
 
 
 

•  TMD Case: 
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TMD-Evolution 

(Collins	  Extension:	  (2011),	  Chapts.	  10,13,14	  )	  

Large	  bT:	  	  
	  	  	  	  	  	  Non-‐perturba)ve	  	  
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with extractions from larger Q processes. However, since evolution gives the rate of variation with respect to Q, tests
of evolution and fits to the non-perturbative part should ideally be performed with data over a very wide range of
Q. Nevertheless, the small range of Q available from Ref. [35] are su�cient to place rough qualitative constraints one
what is reasonable for a non-perturbative function in the small Q region.

We should emphasize that there is significant overlap between the results of this paper and those of Sun and
Yuan [33, 34], which also find a much slower evolution in existing data from what might be expected from a direct
extrapolation of largeQ fits to lowQ. However, the Sun-Yuan analysis compares di↵erent processes in the investigation
of the Q dependence of the transverse momentum distribution. Namely, the COMPASS data from Ref. [35] for a
Deuteron/Lithium target are compared with Drell-Yan data... Therefore, the intrinsic input transverse momentum
dependence must again be assumed to be the same for an antiquark-in-A TMD PDF as for a quark-in-D/Lithium TMD
PDF and for a fragmentation function. By contrast, our analysis stays within the apples-to-apples TMD approach
discussed in the introduction by examining the Q dependence only within the SIDIS data and within fixed x and z
bins. Furthermore, while both our analysis and that of Sun-Yuan find a very soft rate of evolution in the region of
small Q, the two results are interpreted within the contexts of di↵erent formalisms. As a result, we arrive at rather
di↵erent conclusions regarding the relevance of the large size non-perturbative region and the relationship to larger
Q fits.

III. APPROXIMATE EVOLUTION IN THE REGION OF SMALL Q

=) Discuss cuto↵

Empirically, the SIDIS data in Ref. [35] reveals that the di↵erential cross section as a function of PT is reasonably
well-described by a Gaussian functional form in the region of small PT (see, e.g., Fig. 4 of Ref. [35]), with a width
that broadens very slightly with increasing Q. By quantifying the rate of change of the width, we will estimate the
total rate of evolution.

In Ref. [35], the data are fitted using a Gaussian form,

d�

dP 2

T

/ exp

⇢
� P 2

T

hP 2

T i

�
, (9)

and the resulting hP 2

T i values are presented. In bT space, Eq. (9) becomes

/ exp

⇢
�b2T hP 2

T i
4

�
. (10)

The parameter hP 2

T i may in principle be a function of x, z, and Q.
Therefore, for our analysis we assume that the intrinsic non-perturbative functions g

PDF

(x, bT ) and g
FF

(z, bT ) are
quadratic:

g
PDF

(x, bT ) / g
FF

(z, bT ) / b2T . (11)

We also ignore the Y -term.
For small PT , the PT shape of the data in Ref. [35] broadens slightly as Q increases, but remains quite well described

by a Gaussian parametrization. Therefore, the question that we must address is how well the evolution terms in the
exponent of Eq. (4), in the small Q region, can be approximated by

2gK(bT ;µb) ln

✓
Q

Q
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◆
+2 ln

✓
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small Q, PT⇡ �g
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b2T ln
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0

◆
. (12)

The last line defines the parameter g
evol

. In this approximation, the increase of hP 2

T i with Q is totally independent
of x or z.

If x and z are held fixed, then the variation of hP 2

T i with Q can be found directly from Eq. (10) and Eq. (12):

�hP 2

T i(Q1

, Q
2

) ⇡ 4g
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ln

✓
Q

2

Q
1

◆
, (13)
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and the resulting hP 2

T i values are presented. In bT space, Eq. (9) becomes
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The parameter hP 2

T i is in general a function of x, z, and Q.
Therefore, for our analysis we must use quadratic intrinsic non-perturbative functions g

PDF

(x, bT ) and g
FF

(z, bT ):

g
PDF

(x, bT ) / g
FF

(z, bT ) / b2T . (11)

We also ignore the Y -term.
For small PT , the PT shape of the data in Ref. [41] is observed empirically to broaden slightly as Q increases, but

remains quite well described by a Gaussian parametrization. A result of CS evolution is that, for the TMD term, the
Q-dependence of the bT distribution of the logarithm of the cross section in bT -space is linear in ln(Q) – see, e.g.,
Eq. (3.3) of Ref. [3]. In other words,

d ln �̃

d lnQ2

����
bT dep

= K̃(bT ;µ0

)
���
bT dep

. (12)

Here, �̃ is the cross section di↵erential in qT transformed into bT space, i.e. the right side of Eq. (10). Thus, the
di↵erential cross section remains Gaussian after evolution only if the right side of Eq. (12) is quadratic in bT with a
negative coe�cient. Therefore, if the Gaussian shape is to be maintained as Q varies, Eq. (10) must take the form
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. (13)

Now hP 2

T i0 may depend only on x and z (it is independent of Q) and C
evol

is a numerical parameter. Q
1

and Q
2

are some initial and final hard scales. Thus, given a Gaussian dependence for the cross section, and that on general
grounds the evolution is governed by log(Q) dependence [3, 47] the question that we must address is how well the
evolution terms in the exponent of Eq. (4), in the small Q and PT region, can be approximated by the replacement
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for some initial scale Q
0

and initial Gaussian width hP 2

T i0.
If x and z are held fixed, then the variation of hP 2

T i with Q can be found directly from Eq. (13):
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where

�hP 2

T i(Q1

, Q
2

) = hP 2

T iQ=Q2 � hP 2

T iQ=Q1 . (16)

We will use Eq. (15) to extract approximate bounds on C
evol

from experimental results for �hP 2

T i(Q1

, Q
2

).
It should be emphasized that, in a full treatment of evolution, there is Q dependence that a↵ects only the nor-

malization of the cross section. Since we are mainly interesting in the variation in the width, we ignore any such
contributions and focus only only on the broadening of the Gaussian.

IV. NUMERICAL ESTIMATES OF C

evol

FROM UNPOLARIZED SIDIS

Evolution leads to a well-known broadening of the PT width with Q at fixed x and z. For a significant e↵ect to
be clearly observable, one must examine fixed x and z bins over su�ciently broad ranges of Q. In Ref. [41], Figs. 5
and 6 allow ranges of order ⇠ Q of order 1.0 GeV for approximately fixed x and z bins to be identified across several
bins in Q. In each panel, the fifth and sixth columns of vertical blocks correspond to approximately fixed x and z
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We also ignore the Y -term.
For small PT , the PT shape of the data in Ref. [41] is observed empirically to broaden slightly as Q increases, but

remains quite well described by a Gaussian parametrization. A result of CS evolution is that, for the TMD term, the
Q-dependence of the bT distribution of the logarithm of the cross section in bT -space is linear in ln(Q) – see, e.g.,
Eq. (3.3) of Ref. [3]. In other words,
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Here, �̃ is the cross section di↵erential in qT transformed into bT space, i.e. the right side of Eq. (10). Thus, the
di↵erential cross section remains Gaussian after evolution only if the right side of Eq. (12) is quadratic in bT with a
negative coe�cient. Therefore, if the Gaussian shape is to be maintained as Q varies, Eq. (10) must take the form
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are some initial and final hard scales. Thus, given a Gaussian dependence for the cross section, and that on general
grounds the evolution is governed by log(Q) dependence [3, 47] the question that we must address is how well the
evolution terms in the exponent of Eq. (4), in the small Q and PT region, can be approximated by the replacement
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It should be emphasized that, in a full treatment of evolution, there is Q dependence that a↵ects only the nor-

malization of the cross section. Since we are mainly interesting in the variation in the width, we ignore any such
contributions and focus only only on the broadening of the Gaussian.
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Evolution leads to a well-known broadening of the PT width with Q at fixed x and z. For a significant e↵ect to
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derivation see Ref. [8]. We are mainly interested in the first term on the right side of Eq. (4), which corresponds to the
TMD term of the schematic formula in Eq. (1) with all transverse coordinate dependent terms isolated. This term is
derived using the approximation that PT ⌧ Q. For an accurate calculation of the full cross section, a correction term,
the Y -term, is need for the region PT ⇠ Q, and this is symbolized by the last term in Eq. (4). From here forward,
we will neglect the Y -term contribution and focus only on the TMD term. We will remark further on whether this is
reasonable in Sect. VI.

Over shorter distance scales, 1/bT becomes a hard scale, and the transverse momentum dependence can itself be
calculated in perturbation theory. With a choice of renormalization scale µ ⇠ 1/bT , ↵s(⇠ 1/bT ) approaches zero for
small sizes due to asymptotic freedom, ensuring that the short range transverse coordinate dependence is reliably
calculable in perturbation theory. For large transverse distances, transverse coordinate dependence becomes non-
perturbative (corresponding, in momentum space, to the onset of small intrinsic bound state transverse momentum).
There, a prescription is needed to tame the growth of ↵s(1/bT ) match to a non-perturbative large distance description.
The renormalization group scale is therefore chosen to obey

µb ⌘ C
1

/|b⇤(bT )| , (5)

where b⇤(b) is a function of bT that equals bT at small bT but freezes in the limit where bT becomes non-perturbatively
large, i.e., when bT is larger than some fixed b

max

. This non-perturbative function must obey

b⇤(bT ) =

⇢
bT bT ⌧ b

max

b

max

bT � b
max

.
(6)

The most common taming procedure uses

b⇤(bT

) ⌘ b

Tp
1 + b2T /b

2

max

. (7)

Although any function obeying Eq. (6) is consistent with the CSS formalism, Eq. (7) is one of the simplest choices
and the one that we will use in this paper. The factor C

1

is an arbitrary numerical constant that can be chosen to
minimize higher order corrections. It it typically fixed to be C

1

= 2e��E . With the bT dependence of the perturbatively
calculable part of Eq. (4) frozen above a certain b

max

, the remaining non-perturbative evolution is described by the
function gK(bT ;µb), which is totally universal and independent of Q, x, or z. The non-perturbative evolution function
gK(bT ;µb) must vanish as a power of bT as bT ! 0.

The value of b
max

, as well as the functional form for the matching in Eq. (7), is exactly arbitrary in full QCD. The
role of b

max

is to define the boundary between what are regarded as perturbative and non-perturbative regions of
bT -dependence. In practical applications, it should be chosen large enough to maximize the perturbative content of the
calculation, while small enough to maintain a safe perturbative treatment of perturbatively calculable parts at a given
order of perturbation theory. The numerical value of b

max

depends generally on the order of perturbation theory. If
it is chosen too large, then perturbation theory is applied over a large range of bT where perturbation theory becomes
suspect. If b

max

is too small, then almost all of the calculation is e↵ectively treated as non-perturbative and requires
extensive fitting to mimic the behavior of �K(g(µ0)) and K̃(b⇤;µb). In that case, most of the work in fitting non
perturbative functions actually goes into reproducing results that could be calculated perturbatively. The formalism
is setup to be neutral as to precisely where the transition from perturbative to non-perturbative bT dependence
occurs so that any given degree of precision may be achieved through a combination of higher order calculations and
non-perturbative fitting.

Note also that the choices of b⇤(bT) and gK(bT ;µb) are not independent and there could in principle be di↵erent
combinations that correspond to the same non-perturbative matching. Both combine to give the description of the
non-perturbative region at large bT . Indeed, it is possible in principle that the fitting to the non-perturbative region
of bT could be achieved entirely by adjusting the form of b⇤(bT

).
A frequently used ansatz for gK(bT ;µb) is

gK(bT ;µb) = �g
2

1

2
b2T , (8)

where g
2

is a Gaussian fit parameter. This choice for gK(bT ;µb) e↵ectively imposes a strong cuto↵ on non-perturbative
regions of bT whenever Q is significantly larger than Q

0

.
Until recently, the CSS formalism has been applied mainly to Drell-Yan-like processes, with only a relatively small

number of treatments [29, 30] dedicated to SIDIS. The early CSS studies were mainly oriented toward obtaining an
accurate perturbative description of the di↵erential cross section over a wide range of relatively large qT , particularly
for qT � ⇤QCD, with maximum input from perturbation theory. With access to hadronic structure not being the
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Fig. 5: Fitted hp

2
T

i vs (x
B j

, Q

2) for all z intervals for positive hadrons. The values are both written inside
each interval and shown as a gray scale. The same gray scale is used for all the plots. The written values
are in units of (GeV/c)2 ⇥1000.

However, the dependence shown in Fig. 9 is more compatible with a linear dependence on lnW

2 as was
found by several experiments (see, e.g. [10]). The relation is not well established and, as mentioned
inRef. [18], the linear dependence on s for Drell-Yan which inspired their SIDIS prediction, could also
be a linear dependence on

p
s. Contrary to the case of hp

2
T

i
all

in Fig. 9, the W

2-dependence of the fitted
hp

2
T

i shown in Fig. 8 is much weaker, as expected, since hp

2
T

i is assumed to be unaffected by pQCD, as
opposed to hp

2
T

i
all

.

Another interesting observable is the ratio of the multiplicities of positive and negative hadrons integrated
over p

2
T

and Q

2. The hadron multiplicity ratios are shown in Fig. 11 and compared with previous data
taken by the EMC experiment [10]. COMPASS results show clearly the z- and x

B j

-dependence, where
the fraction of positive hadrons increases with x

B j

(getting closer to the valence region) and z (more
related to the energy of the struck parton). This behaviour can be qualitatively connected with the fact
that the positive valence quarks have a larger electric charge than the negative ones.

The z

2-dependence of the fitted hp

2
T

i is of particular interest. There are theoretical predictions allowing
the extraction of the intrinsic transverse momenta k? and p? from this z

2-dependence [16]. At leading
order QCD, assuming single photon exchange and an independent fragmentation process, the hadron
muoproduction cross section can be expressed in terms of a hard muon-parton interaction cross section
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However, the dependence shown in Fig. 9 is more compatible with a linear dependence on lnW

2 as was
found by several experiments (see, e.g. [10]). The relation is not well established and, as mentioned
inRef. [18], the linear dependence on s for Drell-Yan which inspired their SIDIS prediction, could also
be a linear dependence on

p
s. Contrary to the case of hp

2
T

i
all

in Fig. 9, the W

2-dependence of the fitted
hp

2
T

i shown in Fig. 8 is much weaker, as expected, since hp

2
T

i is assumed to be unaffected by pQCD, as
opposed to hp

2
T

i
all

.

Another interesting observable is the ratio of the multiplicities of positive and negative hadrons integrated
over p

2
T

and Q

2. The hadron multiplicity ratios are shown in Fig. 11 and compared with previous data
taken by the EMC experiment [10]. COMPASS results show clearly the z- and x

B j

-dependence, where
the fraction of positive hadrons increases with x

B j

(getting closer to the valence region) and z (more
related to the energy of the struck parton). This behaviour can be qualitatively connected with the fact
that the positive valence quarks have a larger electric charge than the negative ones.

The z

2-dependence of the fitted hp

2
T

i is of particular interest. There are theoretical predictions allowing
the extraction of the intrinsic transverse momenta k? and p? from this z

2-dependence [16]. At leading
order QCD, assuming single photon exchange and an independent fragmentation process, the hadron
muoproduction cross section can be expressed in terms of a hard muon-parton interaction cross section
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Fig. 4: The p

2
T

dependence of the differential multiplicities d

2
n

h/dzd p

2
T

of positive hadrons (left) and
negative hadrons (right) fitted by an exponential for 1 < Q

2 (GeV/c)2 < 1.5, 0.006 < x

B j

< 0.008 (top)
and 6 < Q

2 (GeV/c)2 < 10, 0.07 < x

B j

< 0.12 (bottom) subdivided into eight z intervals, see legend of
upper pictures. The average values hQ2i and hx

B j

i for the chosen (Q2,x
B j

) intervals are indicated in the
pictures. The systematic error of 5% is not included in the errors.

over the entire p

T

range, i.e. hp

2
T

i
all

. The z-dependence as well as the hadron charge dependence of the
p

2
T

distributions will be further investigated below and is related to the intrinsic transverse momentum of
the partons.

It is interesting to compare the values and W

2-dependence of hp

2
T

i obtained from the fit at small p

T

with the values and W

2-dependence of hp

2
T

i
all

. The W

2-dependence of hp

2
T

i, obtained from the fit in
the bin 0.5 < z < 0.6 is shown in Fig. 8, that one of hp

2
T

i
all

in Fig. 9. In addition to the data points,
Fig. 9 shows lines, which represent fits of the data points assuming a linear function of lnW

2. Because of
the Q

2-dependence, the last points are somewhat below the fit. The authors of Ref. [18] first suggested
that hp

2
T

i
all

should depend linearly on the µN center of mass energy squared s. They have verified their
prediction with results from three fixed target experiments: JLab, HERMES and COMPASS, see Fig. 10.
Fig. 10a shows the p

2
T

distribution of charged hadrons with 0.5 < z < 0.6 and integrated over Q

2 and x

B j

,
measured by COMPASS, which was used to determine the acceptance corrected hp

2
T

i
all

. Fig. 10b taken
from Ref. [18] shows the dependence of hp

2
T

i
all

on s. Their value for COMPASS, represented by the
black dots, was not corrected for acceptance. The new, acceptance corrected COMPASS value hp

2
T

i
all

added to Fig. 10b (red dot) is shown in a recent paper [19], and used to quantify the p

T

broadening [20]
in a model to determine the Sivers and Boer-Mulders asymmetries at COMPASS and HERMES. The
result of the model of Pasquini and Schweitzer was closer to the COMPASS data when p

T

broadening
is included. The authors of Ref. [18] also note that hp

2
T

i
all

may depend linearly on W

2 rather than s.
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Fig. 5: Fitted hp

2
T

i vs (x
B j

, Q

2) for all z intervals for positive hadrons. The values are both written inside
each interval and shown as a gray scale. The same gray scale is used for all the plots. The written values
are in units of (GeV/c)2 ⇥1000.

However, the dependence shown in Fig. 9 is more compatible with a linear dependence on lnW

2 as was
found by several experiments (see, e.g. [10]). The relation is not well established and, as mentioned
inRef. [18], the linear dependence on s for Drell-Yan which inspired their SIDIS prediction, could also
be a linear dependence on

p
s. Contrary to the case of hp

2
T

i
all

in Fig. 9, the W

2-dependence of the fitted
hp

2
T

i shown in Fig. 8 is much weaker, as expected, since hp

2
T

i is assumed to be unaffected by pQCD, as
opposed to hp

2
T

i
all

.

Another interesting observable is the ratio of the multiplicities of positive and negative hadrons integrated
over p

2
T

and Q

2. The hadron multiplicity ratios are shown in Fig. 11 and compared with previous data
taken by the EMC experiment [10]. COMPASS results show clearly the z- and x

B j

-dependence, where
the fraction of positive hadrons increases with x

B j

(getting closer to the valence region) and z (more
related to the energy of the struck parton). This behaviour can be qualitatively connected with the fact
that the positive valence quarks have a larger electric charge than the negative ones.

The z

2-dependence of the fitted hp

2
T

i is of particular interest. There are theoretical predictions allowing
the extraction of the intrinsic transverse momenta k? and p? from this z

2-dependence [16]. At leading
order QCD, assuming single photon exchange and an independent fragmentation process, the hadron
muoproduction cross section can be expressed in terms of a hard muon-parton interaction cross section
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However, the dependence shown in Fig. 9 is more compatible with a linear dependence on lnW

2 as was
found by several experiments (see, e.g. [10]). The relation is not well established and, as mentioned
inRef. [18], the linear dependence on s for Drell-Yan which inspired their SIDIS prediction, could also
be a linear dependence on

p
s. Contrary to the case of hp

2
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all

in Fig. 9, the W

2-dependence of the fitted
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2
T

i shown in Fig. 8 is much weaker, as expected, since hp

2
T

i is assumed to be unaffected by pQCD, as
opposed to hp

2
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i
all

.

Another interesting observable is the ratio of the multiplicities of positive and negative hadrons integrated
over p

2
T

and Q

2. The hadron multiplicity ratios are shown in Fig. 11 and compared with previous data
taken by the EMC experiment [10]. COMPASS results show clearly the z- and x

B j

-dependence, where
the fraction of positive hadrons increases with x

B j

(getting closer to the valence region) and z (more
related to the energy of the struck parton). This behaviour can be qualitatively connected with the fact
that the positive valence quarks have a larger electric charge than the negative ones.

The z

2-dependence of the fitted hp

2
T

i is of particular interest. There are theoretical predictions allowing
the extraction of the intrinsic transverse momenta k? and p? from this z

2-dependence [16]. At leading
order QCD, assuming single photon exchange and an independent fragmentation process, the hadron
muoproduction cross section can be expressed in terms of a hard muon-parton interaction cross section
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FIG. 2: Linear fits calculated using Eq. 16 connecting low to high Q using C

evol

. The horizontal bars show the bin widths in
Q. The vertical bars are the errors of the Gaussian fits reported in Ref. [41]. Plot (a) is for xbj = 0.0295� 0.0323 and plot (b)
is for xbj = 0.0213� 0.0216. The solid and open points are for positive and negative produced hadrons respectively. The linear
slopes are calculated using the largest and smallest Q

2

/Q

1

values. (See text for details.)

The result is called hC
evol

i in the tables. Next, in order to obtain an estimated upper bound on the evolution we
use the value of Q for the top edge of the lowest bin, called Qmax

1

in the tables, for Q
1

, and the bottom edge of the
largest Q2-bin, called Qmin

2

in the tables, for Q
2

. This will tend to underestimate ln(Q
2

/Q
1

) and thus give a value
for C

evol

that is too large. The result is called Cmax

evol

in the tables. Similarly, to get an estimated lower bound on the
calculation, we use the value of Q for the bottom edge of the lowest bin, called Qmin

1

in the tables, for Q
1

, and the
upper edge of the largest bin, called Qmax

2

in the tables, for Q
2

. This will tend to overestimate ln(Q
2

/Q
1

) and thus
will tend to give a value for C

evol

that is too small. The result is called Cmin

evol

in Tables I, II.
Another source of error is the cuto↵ at PT = 0.85 GeV in the fits of Ref. [41], where the Gaussian description starts

to break down. Small variations in the precise cuto↵ might in principle have a substantial e↵ect on the variation in
the overall width of the distribution. In more complete treatments this should be accounted for by the Y -term. We
will discuss this more in Sect. VI. Plots showing the extraction of C

evol

are shown in Fig. 2.

V. RELEVANCE OF THE NON-PERTURBATIVE CONTRIBUTION

A. Dominant regions of coordinate space

=) TR - Do we need the next paragraphs or are they redundant??
Recall that the evolution factor, the first line in Eq. (14), contains both a perturbatively calculable part at small
bT as well as a non-perturbative contribution described by Eq. (6) and gK(bT ). As emphasized in the introduction,
the non-perturbative evolution behavior is strongly universal and Q-independent, and is related to properties of the
operator definitions for the TMD PDFs and TMD fragmentation functions. Testing this universality is, therefore, an
important step in confirming the TMD factorization theorem.

As Q becomes large, the dominant contribution to the cross section becomes localized in coordinate space around
small bT so that the non-perturbative large bT contribution becomes less important. For large enough Q, it even
becomes possible to estimate the evolution with a high level of accuracy by ignoring the non-perturbative evolution
altogether. Therefore, measurements in regions of relatively small Q are ideal for isolating and measuring non-
perturbative scaling violations and for testing its universality.

Reference [3] estimates that the cross section can be reliably assumed to be totally insensitive to the non-perturbative
region only for Q ⇠ 108 GeV. In addition, global fits to large Q behavior, such as the recent analysis of Ref. [33], find
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TABLE I: Estimated upper bounds on the evolution parameter C

evol

in units of GeV2, with positively charged produced
hadrons. All values of Q are in units of GeV. See the text for an explanation of the di↵erence between hC

evol

i, Cmax

evol

, and C

min

evol

.

C

evol

= �hP 2

T i(Q1

, Q

2

)/
⇣
4 ln

⇣
Q2
Q1

⌘⌘
, Positively Charged Hadrons

0.2 < z < 0.25
p

hQ2

1

i, Qmax

1

, Q

min

1

p
hQ2

2

i, Qmax

2

, Q

min

2

< xbj > hC
evol

i C

max

evol

C

min

evol

1.109,1.225,1.0 2.017,2.236,1.871 0.0213–0.0216 0.0070 0.0099 0.0052

1.049,1.095,1.0 2.114,2.449,1.871 0.0295–0.0323 0.0175 0.0229 0.0137

0.25 < z < 0.3
p

hQ2

1

i, Qmax

1

, Q

min

1

p
hQ2

2

i, Qmax

2

, Q

min

2

< xbj > hC
evol

i C

max

evol

C

min

evol

1.109,1.225,1.0 2.017,2.236,1.871 0.0213–0.0216 0.0051 0.0071 0.0040

1.049,1.095,1.0 2.114,2.449,1.871 0.0295–0.0323 0.0170 0.0221 0.0132

0.3 < z < 0.35
p

hQ2

1

i, Qmax

1

, Q

min

1

p
hQ2

2

i, Qmax

2

, Q

min

2

< xbj > hC
evol

i C

max

evol

C

min

evol

1.109,1.225,1.0 2.017,2.236,1.871 0.0213–0.0216 0.0083 0.0117 0.0062

1.049,1.095,1.0 2.114,2.449,1.871 0.0295–0.0323 0.0165 0.0216 0.0130

TABLE II: Estimated upper bounds on the evolution parameter C

evol

in units of GeV2, with negatively charged produced
hadrons.

C

evol

= �hP 2

T i(Q1

, Q

2

)/
⇣
4 ln

⇣
Q2
Q1

⌘⌘
, Negatively Charged Hadrons

0.2 < z < 0.25
p

hQ2

1

i, Qmax

1

, Q

min

1

p
hQ2

2

i, Qmax

2

, Q

min

2

< xbj > hC
evol

i C

max

evol

C

min

evol

1.109,1.225,1.0 2.017,2.236,1.871 0.0213–0.0216 0.0109 0.0155 0.0081

1.049,1.095,1.0 2.114,2.449,1.871 0.0295–0.0323 0.0234 0.0306 0.0183

0.25 < z < 0.3
p

hQ2

1

i, Qmax

1

, Q

min

1

p
hQ2

2

i, Qmax

2

, Q

min

2

< xbj > hC
evol

i C

max

evol

C

min

evol

1.109,1.225,1.0 2.017,2.236,1.871 0.0213–0.0216 0.0133 0.0188 0.0100

1.049,1.095,1.0 2.114,2.449,1.871 0.0295–0.0323 0.0222 0.0291 0.0174

0.3 < z < 0.35
p

hQ2

1

i, Qmax

1

, Q

min

1

p
hQ2

2

i, Qmax

2

, Q

min

2

< xbj > hC
evol

i C

max

evol

C

min

evol

1.109,1.225,1.0 2.017,2.236,1.871 0.0213–0.0216 0.0154 0.0217 0.0114

1.049,1.095,1.0 2.114,2.449,1.871 0.0295–0.0323 0.0229 0.0300 0.0179

bins with four and five Q2-bins, respectively. Since these give the maximum variation in Q, they are the data we will
use in our analysis to obtain conservative limits on the amount of evolution at small Q. In addition, we exclude data
with z > .35 to avoid complications with the large z region. The incoming hadron is always a deuteron or lithium
nucleus and the final state is inclusive in all species of charged hadrons.

Tables I, II show the results for C
evol

from Eq. (16) for each xbj and z bin. (Spreadsheets are available at Ref. [48].)
A limitation of this analysis is the unavoidably large Q bin sizes relative to Q itself in the small Q region.
=) TR - Discuss also bin widths for x and z??
To estimate the error from large Q bin sizes, we have therefore calculated C

evol

using the following three methods:
First, for Q

2

and Q
1

we use the average hQ2i for the top and bottom Q2 bins, respectively, in Figs. 5 and 6 of Ref. [41].

12

F̃ 0
1T, f/P (x,bT

;Q,Q2) = (202)

(203)

X

j

MpbT
2

Z
1

x

dx̂
1

x̂
1

dx̂
2
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(
ln

Q

µb
K̃(b⇤;µb) +

Z Q

µb

dµ0

µ0
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Q

µ0 �K(g(µ0))

�)
⇥ (206)

(207)

⇥ exp

⇢
gSiversf/P (x, bT ) + gK(bT ) ln

Q

Q
0

�
(208)

hC
evol

i = .0234 GeV2 (209)

Cmax

evol

= .0306 GeV2 (210)

Cmin

evol

= .0183 GeV2 (211)

xbj = 0.0295� 0.0323 (212)
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FIG. 3: Coordinate space Gaussian fits showing the largest variation in the width found in Tables I, II with a change fromp
hQ2

1

i = 1.049 GeV to
p

hQ2

2

i = 2.114 GeV. The precise function being plotted is Eq. (32) with the initial (red) and final
(blue) hP 2

T i COMPASS values in Eq. (33). (See online for color.) The peak moves toward smaller values with increasing Q.
These curves correspond to the first entry (smallest z bin) of Table II and the second row (largest x

bj

bin). We have marked
the approximate chiral symmetry breaking scale from Ref. [35] at bT ⇡ 1.5 GeV�1 and the approximate confinement scale at
bT ⇡ 5.0 GeV�1. Note that at the top of the graph we have also shown the horizontal axis in fm to provide a more intuitive
sense of relevant size scales. Compare the dominant regions of bT here with larger Q curves of Fig. 4 in Ref. [44].

methods: First, for Q
2

and Q
1

we use the average hQ2i for the top and bottom Q2 bins, respectively, in Figs. 5 and 6
of Ref. [40]. The result is called hC

evol

i in the Tables I, II. Next, in order to obtain an estimated upper bound on the
evolution we use the value of Q for the top edge of the lowest bin, called Qmax

1

in the tables, for Q
1

, and the bottom
edge of the largest Q2-bin, called Qmin

2

in the tables, for Q
2

. This will tend to underestimate ln(Q
2

/Q
1

) and thus
give a value for C

evol

that is too large. The result is called Cmax

evol

in the tables. Similarly, to get an estimated lower
bound on C

evol

, we use the value of Q for the bottom edge of the lowest bin, called Qmin

1

in the tables, for Q
1

, and
the upper edge of the largest bin, called Qmax

2

in the tables, for Q
2

. This will tend to overestimate ln(Q
2

/Q
1

) and
thus will tend to give a value for C

evol

that is too small. The result is called Cmin

evol

in Tables I, II. Plots showing the
extraction of C

evol

are presented in Fig. 2.
Another source of error is the cuto↵ at PT = 0.85 GeV in the fits of Ref. [40], where the Gaussian description starts

to break down. Variations in the precise cuto↵, as well as variations in the precise functional form of fit, may a↵ect
the variation in the overall width of the distribution with Q. We will address this further in Sect. V.
The trend in Tables I, II and Fig. 2 suggests a small yet non-vanishing Q-dependence in the PT width; the lowest

value of C
evol

is 0.0040 GeV2 and the largest value is 0.0306 GeV2. In the next few sections, we will interpret this in
the context of an analysis of the importance of contributions from di↵erent regions of bT . We will comment further
on the size of C

evol

and its relevance to g
2

in section VI.

V. RELEVANCE OF LARGE bT

In the context of applications like those outlined in the introduction, it is important to recognize that, although
the bT -dependence has both perturbative and non-perturbative contributions, the TMD factorization theorem is valid
for all bT , including bT � 1/⇤QCD, so long as Q is large enough that the expansion of Hf,process(↵s(Q)) in each of
Eqs. (4)-(6) is perturbatively well-behaved. TMD factorization, therefore, retains important predictive power for all
bT , regardless of how much of the bT -dependence itself is perturbatively describable. Part of that predictive power
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derivation see Ref. [8]. We are mainly interested in the first term on the right side of Eq. (4), which corresponds to the
TMD term of the schematic formula in Eq. (1) with all transverse coordinate dependent terms isolated. This term is
derived using the approximation that PT ⌧ Q. For an accurate calculation of the full cross section, a correction term,
the Y -term, is need for the region PT ⇠ Q, and this is symbolized by the last term in Eq. (4). From here forward,
we will neglect the Y -term contribution and focus only on the TMD term. We will remark further on whether this is
reasonable in Sect. VI.

Over shorter distance scales, 1/bT becomes a hard scale, and the transverse momentum dependence can itself be
calculated in perturbation theory. With a choice of renormalization scale µ ⇠ 1/bT , ↵s(⇠ 1/bT ) approaches zero for
small sizes due to asymptotic freedom, ensuring that the short range transverse coordinate dependence is reliably
calculable in perturbation theory. For large transverse distances, transverse coordinate dependence becomes non-
perturbative (corresponding, in momentum space, to the onset of small intrinsic bound state transverse momentum).
There, a prescription is needed to tame the growth of ↵s(1/bT ) match to a non-perturbative large distance description.
The renormalization group scale is therefore chosen to obey

µb ⌘ C
1

/|b⇤(bT )| , (5)

where b⇤(b) is a function of bT that equals bT at small bT but freezes in the limit where bT becomes non-perturbatively
large, i.e., when bT is larger than some fixed b

max

. This non-perturbative function must obey

b⇤(bT ) =

⇢
bT bT ⌧ b

max

b

max

bT � b
max

.
(6)

The most common taming procedure uses

b⇤(bT

) ⌘ b

Tp
1 + b2T /b

2

max

. (7)

Although any function obeying Eq. (6) is consistent with the CSS formalism, Eq. (7) is one of the simplest choices
and the one that we will use in this paper. The factor C

1

is an arbitrary numerical constant that can be chosen to
minimize higher order corrections. It it typically fixed to be C

1

= 2e��E . With the bT dependence of the perturbatively
calculable part of Eq. (4) frozen above a certain b

max

, the remaining non-perturbative evolution is described by the
function gK(bT ;µb), which is totally universal and independent of Q, x, or z. The non-perturbative evolution function
gK(bT ;µb) must vanish as a power of bT as bT ! 0.

The value of b
max

, as well as the functional form for the matching in Eq. (7), is exactly arbitrary in full QCD. The
role of b

max

is to define the boundary between what are regarded as perturbative and non-perturbative regions of
bT -dependence. In practical applications, it should be chosen large enough to maximize the perturbative content of the
calculation, while small enough to maintain a safe perturbative treatment of perturbatively calculable parts at a given
order of perturbation theory. The numerical value of b

max

depends generally on the order of perturbation theory. If
it is chosen too large, then perturbation theory is applied over a large range of bT where perturbation theory becomes
suspect. If b

max

is too small, then almost all of the calculation is e↵ectively treated as non-perturbative and requires
extensive fitting to mimic the behavior of �K(g(µ0)) and K̃(b⇤;µb). In that case, most of the work in fitting non
perturbative functions actually goes into reproducing results that could be calculated perturbatively. The formalism
is setup to be neutral as to precisely where the transition from perturbative to non-perturbative bT dependence
occurs so that any given degree of precision may be achieved through a combination of higher order calculations and
non-perturbative fitting.

Note also that the choices of b⇤(bT) and gK(bT ;µb) are not independent and there could in principle be di↵erent
combinations that correspond to the same non-perturbative matching. Both combine to give the description of the
non-perturbative region at large bT . Indeed, it is possible in principle that the fitting to the non-perturbative region
of bT could be achieved entirely by adjusting the form of b⇤(bT

).
A frequently used ansatz for gK(bT ;µb) is

gK(bT ;µb) = �g
2

1

2
b2T , (8)

where g
2

is a Gaussian fit parameter. This choice for gK(bT ;µb) e↵ectively imposes a strong cuto↵ on non-perturbative
regions of bT whenever Q is significantly larger than Q

0

.
Until recently, the CSS formalism has been applied mainly to Drell-Yan-like processes, with only a relatively small

number of treatments [29, 30] dedicated to SIDIS. The early CSS studies were mainly oriented toward obtaining an
accurate perturbative description of the di↵erential cross section over a wide range of relatively large qT , particularly
for qT � ⇤QCD, with maximum input from perturbation theory. With access to hadronic structure not being the
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derivation see Ref. [8]. We are mainly interested in the first term on the right side of Eq. (4), which corresponds to the
TMD term of the schematic formula in Eq. (1) with all transverse coordinate dependent terms isolated. This term is
derived using the approximation that PT ⌧ Q. For an accurate calculation of the full cross section, a correction term,
the Y -term, is need for the region PT ⇠ Q, and this is symbolized by the last term in Eq. (4). From here forward,
we will neglect the Y -term contribution and focus only on the TMD term. We will remark further on whether this is
reasonable in Sect. VI.

Over shorter distance scales, 1/bT becomes a hard scale, and the transverse momentum dependence can itself be
calculated in perturbation theory. With a choice of renormalization scale µ ⇠ 1/bT , ↵s(⇠ 1/bT ) approaches zero for
small sizes due to asymptotic freedom, ensuring that the short range transverse coordinate dependence is reliably
calculable in perturbation theory. For large transverse distances, transverse coordinate dependence becomes non-
perturbative (corresponding, in momentum space, to the onset of small intrinsic bound state transverse momentum).
There, a prescription is needed to tame the growth of ↵s(1/bT ) match to a non-perturbative large distance description.
The renormalization group scale is therefore chosen to obey

µb ⌘ C
1

/|b⇤(bT )| , (5)

where b⇤(b) is a function of bT that equals bT at small bT but freezes in the limit where bT becomes non-perturbatively
large, i.e., when bT is larger than some fixed b

max

. This non-perturbative function must obey

b⇤(bT ) =

⇢
bT bT ⌧ b

max

b

max

bT � b
max

.
(6)

The most common taming procedure uses

b⇤(bT

) ⌘ b

Tp
1 + b2T /b

2

max

. (7)

Although any function obeying Eq. (6) is consistent with the CSS formalism, Eq. (7) is one of the simplest choices
and the one that we will use in this paper. The factor C

1

is an arbitrary numerical constant that can be chosen to
minimize higher order corrections. It it typically fixed to be C

1

= 2e��E . With the bT dependence of the perturbatively
calculable part of Eq. (4) frozen above a certain b

max

, the remaining non-perturbative evolution is described by the
function gK(bT ;µb), which is totally universal and independent of Q, x, or z. The non-perturbative evolution function
gK(bT ;µb) must vanish as a power of bT as bT ! 0.

The value of b
max

, as well as the functional form for the matching in Eq. (7), is exactly arbitrary in full QCD. The
role of b

max

is to define the boundary between what are regarded as perturbative and non-perturbative regions of
bT -dependence. In practical applications, it should be chosen large enough to maximize the perturbative content of the
calculation, while small enough to maintain a safe perturbative treatment of perturbatively calculable parts at a given
order of perturbation theory. The numerical value of b

max

depends generally on the order of perturbation theory. If
it is chosen too large, then perturbation theory is applied over a large range of bT where perturbation theory becomes
suspect. If b

max

is too small, then almost all of the calculation is e↵ectively treated as non-perturbative and requires
extensive fitting to mimic the behavior of �K(g(µ0)) and K̃(b⇤;µb). In that case, most of the work in fitting non
perturbative functions actually goes into reproducing results that could be calculated perturbatively. The formalism
is setup to be neutral as to precisely where the transition from perturbative to non-perturbative bT dependence
occurs so that any given degree of precision may be achieved through a combination of higher order calculations and
non-perturbative fitting.

Note also that the choices of b⇤(bT) and gK(bT ;µb) are not independent and there could in principle be di↵erent
combinations that correspond to the same non-perturbative matching. Both combine to give the description of the
non-perturbative region at large bT . Indeed, it is possible in principle that the fitting to the non-perturbative region
of bT could be achieved entirely by adjusting the form of b⇤(bT

).
A frequently used ansatz for gK(bT ;µb) is

gK(bT ;µb) = �g
2

1

2
b2T , (8)

where g
2

is a Gaussian fit parameter. This choice for gK(bT ;µb) e↵ectively imposes a strong cuto↵ on non-perturbative
regions of bT whenever Q is significantly larger than Q

0

.
Until recently, the CSS formalism has been applied mainly to Drell-Yan-like processes, with only a relatively small

number of treatments [29, 30] dedicated to SIDIS. The early CSS studies were mainly oriented toward obtaining an
accurate perturbative description of the di↵erential cross section over a wide range of relatively large qT , particularly
for qT � ⇤QCD, with maximum input from perturbation theory. With access to hadronic structure not being the
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FIG. 8: Left Panels (a) and (c): The solid red and blue lines (see online for color) are the same initial and final Gaussian
fits obtained by COMPASS as in Fig. 3 for Q

2

1

= 1.1 GeV2 and Q

2

2

= 4.47 GeV2 respectively. The black dashed curve is the
Kaplan fit for Q2 = 4.47 GeV2, already shown in Fig. 7. The dot-dashed lines are the TMD factorization expression in Eq. (37)
for the evolution to Q

2

2

= 4.47 GeV2 with the Gaussian ansatz from Eq. (22) for gK(bT ; bmax

) with b

max

= 0.5 GeV�1. The
positions of the peaks of the evolved distributions decrease with increasing g

2

: Figure (a) shows the results for g

2

= 0 (blue
dot-dashed) and C

max

evol

= 0.0306GeV2 (green dot-dashed); Figure (c) shows the result for g
2

= 0.1GeV2 (blue dot-dashed) and
g

2

= 0.7GeV2 (green dot-dashed). All curves are normalized to one in the integration over bT . Right Panels (b) and (d): Same

as the left panels, but for b
max

= 2.0 GeV�1.

15

comes from the universality of the TMD functions, analogously to the collinear PDFs of collinear factorization, and
from the very strong universality of the CS kernel, including the non-perturbative parts contained in gK(bT ; bmax

).
As Q is increased, the dominant contribution to the cross section becomes localized in coordinate space around small

bT so that the non-perturbative bT contribution becomes less important [65]. For extremely large Q, it is expected
that the non-perturbative contribution can be ignored altogether. Alternatively, at moderate values of Q, ↵s(Q) might
be small enough that TMD factorization is completely valid, yet the bT -dependence may still contain a large, or even
dominant, non-perturbative large-bT contribution. The latter situations are ideal for extracting information about
non-pertubative hadron structure in terms of elementary quark and gluon degrees of freedom within a valid pQCD
TMD factorization formalism. Moreover, measurements at relatively small Q are ideal for measuring and testing the
strongly universal nature of the non-perturbative scaling violations contained within gK(bT ; bmax

).
Within the CSS formalism, estimates of the importance of non-perturbative bT -dependence vary widely in the

existing literature. For example, Ref. [8] estimates that the cross section can be reliably assumed to be totally
insensitive to the non-perturbative region for Q ⇠ 108 GeV. Global fits to large Q behavior, such as that discussed
in the recent analysis of Ref. [45], find a small but still important contribution from the non-perturbative component
of the evolution factor for values Q of order heavy vector boson masses. Another method for estimating the non-
perturbative content of the bT -dependence within the CSS formalism was given in Refs. [60, 66] and similarly finds
that non-perturbative input remains important for Q of order heavy vector boson masses. Refs. [60, 66] further note
that the relative contribution from the non-perturbative regime also has significant dependence on

p
s. By contrast, it

has been suggested in Refs. [48–50], within the context of similar but alternative evolution formalisms, that accounting
for non-perturbative evolution can be avoided entirely even at scales of order Q ⇠ 1.0 to 2.0 GeV.

The question of the relevance of the non-perturbative region in the Collins TMD-factorization theorem may be
addressed directly in the context of the COMPASS measurements by using the fits to estimate the important range
of bT .8 We have plotted the fits obtained by the COMPASS collaboration [40] in coordinate space as the solid lines
in Fig. 3. Since the transverse momentum space distribution is obtained from a two dimensional Fourier transform
from the coordinate space expression, we have also included a factor of bT . Also, since we are primarily interested in
the width of the distribution, we normalize to unity in the integration over bT . That is, instead of Eq. (23) the curves
in Fig. 3 are for

bT hP 2

T i
2

exp

⇢
�b2T hP 2

T i
4

�
. (32)

Applying the integration
R
1

0

dbT gives unity. Thus, up to a normalization, Eq. (32) is the integrand of the Fourier
transform to coordinate space for the region of small PT .

The initial and final Gaussian slope parameters hP 2

T i that we have used in Fig. 3 correspond to the largest parameter
C

evol

that is found in Tables I, II. This gives an estimate of the maximum reasonable rate of variation in the width
with changes in Q of order ⇠ 1.0 GeV and so is consistent with a strategy of placing rough upper limits on the rate
of evolution that can reasonably be expected at low Q. The largest value for C

evol

corresponds to the second row of
the first entry in Table II, and the corresponding slope parameters from Ref. [40] are:

hP 2

T iQ1=1.049GeV

= 0.1669± 0.0012GeV2 ; hP 2

T iQ2=2.114GeV

= 0.2325± 0.0011GeV2 , (33)

where the uncertainties are the quoted statistical uncertainties from the fit only.
The resulting curves shown in Fig. 3 are peaked around bT ⇠ 3.0 GeV�1 with tails extending out to nearly

bT ⇠ 10.0 GeV�1, i.e. up to transverse sizes about twice that of the proton charge radius, suggesting that the e↵ect
of non-perturbative input is substantial, at least in this region of moderate Q. For comparison, typical values for b

max

used in the CSS formalism are between about ⇠ 0.3 GeV�1 [60] and ⇠ 1.0 GeV�1 [44]. More relevant are estimates of
the physical transverse distance scales over which non-perturbative physics is expected to become important. Using a
chiral quark soliton model [29–32], Ref. [34] estimates a chiral symmetry breaking scale of about ⇠ 0.3 fm ⇠ 1.5 GeV�1

and a confinement scale of about 5 GeV�1. These estimates are built on earlier instanton models [67–70] which likewise
find a typical instanton size of ⇠ 0.3 fm. The 5 GeV�1 confinement scale is also consistent with a proton charge
radius of ⇠ 0.88 fm [71] and a bag model radius of roughly ⇠ 1.2 fm (See Ref. [72] and references therein).9 Both

8 Despite the notation, the bT in the TMD-factorization formula is not an impact parameter like that appearing in generalized parton
distributions for exclusive processes. Therefore, it should not be taken to represent the total size of either the target or final state
hadron.

9 We mention the bag model here since it continues to be used in non-perturbative model treatments of special TMD functions. See, for
example, Refs. [73, 74].
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FIG. 8: Left Panels (a) and (c): The solid red and blue lines (see online for color) are the same initial and final Gaussian
fits obtained by COMPASS as in Fig. 3 for Q

2

1

= 1.1 GeV2 and Q

2

2

= 4.47 GeV2 respectively. The black dashed curve is the
Kaplan fit for Q2 = 4.47 GeV2, already shown in Fig. 7. The dot-dashed lines are the TMD factorization expression in Eq. (37)
for the evolution to Q

2

2

= 4.47 GeV2 with the Gaussian ansatz from Eq. (22) for gK(bT ; bmax

) with b

max

= 0.5 GeV�1. The
positions of the peaks of the evolved distributions decrease with increasing g

2

: Figure (a) shows the results for g

2

= 0 (blue
dot-dashed) and C

max

evol

= 0.0306GeV2 (green dot-dashed); Figure (c) shows the result for g
2

= 0.1GeV2 (blue dot-dashed) and
g

2

= 0.7GeV2 (green dot-dashed). All curves are normalized to one in the integration over bT . Right Panels (b) and (d): Same

as the left panels, but for b
max

= 2.0 GeV�1.
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comes from the universality of the TMD functions, analogously to the collinear PDFs of collinear factorization, and
from the very strong universality of the CS kernel, including the non-perturbative parts contained in gK(bT ; bmax

).
As Q is increased, the dominant contribution to the cross section becomes localized in coordinate space around small

bT so that the non-perturbative bT contribution becomes less important [65]. For extremely large Q, it is expected
that the non-perturbative contribution can be ignored altogether. Alternatively, at moderate values of Q, ↵s(Q) might
be small enough that TMD factorization is completely valid, yet the bT -dependence may still contain a large, or even
dominant, non-perturbative large-bT contribution. The latter situations are ideal for extracting information about
non-pertubative hadron structure in terms of elementary quark and gluon degrees of freedom within a valid pQCD
TMD factorization formalism. Moreover, measurements at relatively small Q are ideal for measuring and testing the
strongly universal nature of the non-perturbative scaling violations contained within gK(bT ; bmax

).
Within the CSS formalism, estimates of the importance of non-perturbative bT -dependence vary widely in the

existing literature. For example, Ref. [8] estimates that the cross section can be reliably assumed to be totally
insensitive to the non-perturbative region for Q ⇠ 108 GeV. Global fits to large Q behavior, such as that discussed
in the recent analysis of Ref. [45], find a small but still important contribution from the non-perturbative component
of the evolution factor for values Q of order heavy vector boson masses. Another method for estimating the non-
perturbative content of the bT -dependence within the CSS formalism was given in Refs. [60, 66] and similarly finds
that non-perturbative input remains important for Q of order heavy vector boson masses. Refs. [60, 66] further note
that the relative contribution from the non-perturbative regime also has significant dependence on

p
s. By contrast, it

has been suggested in Refs. [48–50], within the context of similar but alternative evolution formalisms, that accounting
for non-perturbative evolution can be avoided entirely even at scales of order Q ⇠ 1.0 to 2.0 GeV.

The question of the relevance of the non-perturbative region in the Collins TMD-factorization theorem may be
addressed directly in the context of the COMPASS measurements by using the fits to estimate the important range
of bT .8 We have plotted the fits obtained by the COMPASS collaboration [40] in coordinate space as the solid lines
in Fig. 3. Since the transverse momentum space distribution is obtained from a two dimensional Fourier transform
from the coordinate space expression, we have also included a factor of bT . Also, since we are primarily interested in
the width of the distribution, we normalize to unity in the integration over bT . That is, instead of Eq. (23) the curves
in Fig. 3 are for

bT hP 2

T i
2

exp

⇢
�b2T hP 2

T i
4

�
. (32)

Applying the integration
R
1

0

dbT gives unity. Thus, up to a normalization, Eq. (32) is the integrand of the Fourier
transform to coordinate space for the region of small PT .

The initial and final Gaussian slope parameters hP 2

T i that we have used in Fig. 3 correspond to the largest parameter
C

evol

that is found in Tables I, II. This gives an estimate of the maximum reasonable rate of variation in the width
with changes in Q of order ⇠ 1.0 GeV and so is consistent with a strategy of placing rough upper limits on the rate
of evolution that can reasonably be expected at low Q. The largest value for C

evol

corresponds to the second row of
the first entry in Table II, and the corresponding slope parameters from Ref. [40] are:

hP 2

T iQ1=1.049GeV

= 0.1669± 0.0012GeV2 ; hP 2

T iQ2=2.114GeV

= 0.2325± 0.0011GeV2 , (33)

where the uncertainties are the quoted statistical uncertainties from the fit only.
The resulting curves shown in Fig. 3 are peaked around bT ⇠ 3.0 GeV�1 with tails extending out to nearly

bT ⇠ 10.0 GeV�1, i.e. up to transverse sizes about twice that of the proton charge radius, suggesting that the e↵ect
of non-perturbative input is substantial, at least in this region of moderate Q. For comparison, typical values for b

max

used in the CSS formalism are between about ⇠ 0.3 GeV�1 [60] and ⇠ 1.0 GeV�1 [44]. More relevant are estimates of
the physical transverse distance scales over which non-perturbative physics is expected to become important. Using a
chiral quark soliton model [29–32], Ref. [34] estimates a chiral symmetry breaking scale of about ⇠ 0.3 fm ⇠ 1.5 GeV�1

and a confinement scale of about 5 GeV�1. These estimates are built on earlier instanton models [67–70] which likewise
find a typical instanton size of ⇠ 0.3 fm. The 5 GeV�1 confinement scale is also consistent with a proton charge
radius of ⇠ 0.88 fm [71] and a bag model radius of roughly ⇠ 1.2 fm (See Ref. [72] and references therein).9 Both

8 Despite the notation, the bT in the TMD-factorization formula is not an impact parameter like that appearing in generalized parton
distributions for exclusive processes. Therefore, it should not be taken to represent the total size of either the target or final state
hadron.

9 We mention the bag model here since it continues to be used in non-perturbative model treatments of special TMD functions. See, for
example, Refs. [73, 74].
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FIG. 8: Left Panels (a) and (c): The solid red and blue lines (see online for color) are the same initial and final Gaussian
fits obtained by COMPASS as in Fig. 3 for Q

2

1

= 1.1 GeV2 and Q

2

2

= 4.47 GeV2 respectively. The black dashed curve is the
Kaplan fit for Q2 = 4.47 GeV2, already shown in Fig. 7. The dot-dashed lines are the TMD factorization expression in Eq. (37)
for the evolution to Q

2

2

= 4.47 GeV2 with the Gaussian ansatz from Eq. (22) for gK(bT ; bmax

) with b

max

= 0.5 GeV�1. The
positions of the peaks of the evolved distributions decrease with increasing g

2

: Figure (a) shows the results for g

2

= 0 (blue
dot-dashed) and C

max

evol

= 0.0306GeV2 (green dot-dashed); Figure (c) shows the result for g
2

= 0.1GeV2 (blue dot-dashed) and
g

2

= 0.7GeV2 (green dot-dashed). All curves are normalized to one in the integration over bT . Right Panels (b) and (d): Same

as the left panels, but for b
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= 2.0 GeV�1.
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comes from the universality of the TMD functions, analogously to the collinear PDFs of collinear factorization, and
from the very strong universality of the CS kernel, including the non-perturbative parts contained in gK(bT ; bmax

).
As Q is increased, the dominant contribution to the cross section becomes localized in coordinate space around small

bT so that the non-perturbative bT contribution becomes less important [65]. For extremely large Q, it is expected
that the non-perturbative contribution can be ignored altogether. Alternatively, at moderate values of Q, ↵s(Q) might
be small enough that TMD factorization is completely valid, yet the bT -dependence may still contain a large, or even
dominant, non-perturbative large-bT contribution. The latter situations are ideal for extracting information about
non-pertubative hadron structure in terms of elementary quark and gluon degrees of freedom within a valid pQCD
TMD factorization formalism. Moreover, measurements at relatively small Q are ideal for measuring and testing the
strongly universal nature of the non-perturbative scaling violations contained within gK(bT ; bmax

).
Within the CSS formalism, estimates of the importance of non-perturbative bT -dependence vary widely in the

existing literature. For example, Ref. [8] estimates that the cross section can be reliably assumed to be totally
insensitive to the non-perturbative region for Q ⇠ 108 GeV. Global fits to large Q behavior, such as that discussed
in the recent analysis of Ref. [45], find a small but still important contribution from the non-perturbative component
of the evolution factor for values Q of order heavy vector boson masses. Another method for estimating the non-
perturbative content of the bT -dependence within the CSS formalism was given in Refs. [60, 66] and similarly finds
that non-perturbative input remains important for Q of order heavy vector boson masses. Refs. [60, 66] further note
that the relative contribution from the non-perturbative regime also has significant dependence on

p
s. By contrast, it

has been suggested in Refs. [48–50], within the context of similar but alternative evolution formalisms, that accounting
for non-perturbative evolution can be avoided entirely even at scales of order Q ⇠ 1.0 to 2.0 GeV.

The question of the relevance of the non-perturbative region in the Collins TMD-factorization theorem may be
addressed directly in the context of the COMPASS measurements by using the fits to estimate the important range
of bT .8 We have plotted the fits obtained by the COMPASS collaboration [40] in coordinate space as the solid lines
in Fig. 3. Since the transverse momentum space distribution is obtained from a two dimensional Fourier transform
from the coordinate space expression, we have also included a factor of bT . Also, since we are primarily interested in
the width of the distribution, we normalize to unity in the integration over bT . That is, instead of Eq. (23) the curves
in Fig. 3 are for

bT hP 2

T i
2

exp

⇢
�b2T hP 2

T i
4

�
. (32)

Applying the integration
R
1

0

dbT gives unity. Thus, up to a normalization, Eq. (32) is the integrand of the Fourier
transform to coordinate space for the region of small PT .

The initial and final Gaussian slope parameters hP 2

T i that we have used in Fig. 3 correspond to the largest parameter
C

evol

that is found in Tables I, II. This gives an estimate of the maximum reasonable rate of variation in the width
with changes in Q of order ⇠ 1.0 GeV and so is consistent with a strategy of placing rough upper limits on the rate
of evolution that can reasonably be expected at low Q. The largest value for C

evol

corresponds to the second row of
the first entry in Table II, and the corresponding slope parameters from Ref. [40] are:

hP 2

T iQ1=1.049GeV

= 0.1669± 0.0012GeV2 ; hP 2

T iQ2=2.114GeV

= 0.2325± 0.0011GeV2 , (33)

where the uncertainties are the quoted statistical uncertainties from the fit only.
The resulting curves shown in Fig. 3 are peaked around bT ⇠ 3.0 GeV�1 with tails extending out to nearly

bT ⇠ 10.0 GeV�1, i.e. up to transverse sizes about twice that of the proton charge radius, suggesting that the e↵ect
of non-perturbative input is substantial, at least in this region of moderate Q. For comparison, typical values for b

max

used in the CSS formalism are between about ⇠ 0.3 GeV�1 [60] and ⇠ 1.0 GeV�1 [44]. More relevant are estimates of
the physical transverse distance scales over which non-perturbative physics is expected to become important. Using a
chiral quark soliton model [29–32], Ref. [34] estimates a chiral symmetry breaking scale of about ⇠ 0.3 fm ⇠ 1.5 GeV�1

and a confinement scale of about 5 GeV�1. These estimates are built on earlier instanton models [67–70] which likewise
find a typical instanton size of ⇠ 0.3 fm. The 5 GeV�1 confinement scale is also consistent with a proton charge
radius of ⇠ 0.88 fm [71] and a bag model radius of roughly ⇠ 1.2 fm (See Ref. [72] and references therein).9 Both

8 Despite the notation, the bT in the TMD-factorization formula is not an impact parameter like that appearing in generalized parton
distributions for exclusive processes. Therefore, it should not be taken to represent the total size of either the target or final state
hadron.

9 We mention the bag model here since it continues to be used in non-perturbative model treatments of special TMD functions. See, for
example, Refs. [73, 74].
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FIG. 1. b
T

-space integrand for the Drell-Yan process. These plots are from Fig. 4 of [2] and show the results of using di↵erent
values of b

max

: (a) for Z production
p
s = 1.96TeV. (b) for

p
s = 38.8GeV and Q = 11GeV.

primarily determining the non-perturbative functions in
a range of relatively low bT, say between about 0.5 and
1GeV�1, but the extrapolation to larger bT is wrong,
especially for the function gK that concerns the Q de-
pendence. The consequence is that the evolution at low
Q is actually substantially slower than is predicted by
the extrapolated fits.

2. Work without non-perturbative evolution function

In contrast to the above work, Echevarŕıa et al. [39]
argued that one can completely avoid the use of bmax

and the corresponding parameterized function gK . At
the most fundamental level, they have TMD factoriza-
tion and evolution results that are equivalent to a ver-
sion of the CSS formalism. So the di↵erences really only
concern how the formalism is exploited. They apply a
resummation procedure to the function K̃(bT) (which is
D in their notation). They argue that the resummed
formula applies in a range of bT up to about a limiting
value they term bC2. The value of this limit is given
as bC2 = 6GeV�1 = 1.2 fm (when the initial scale for
evolution (their Qi) is

p
2.4GeV).

Beyond this distance scale, they agree that non-
perturbative information in K̃ is needed. However, they
argue that since the coordinate-space parton density is
already small at the limiting value bT = bC2, the non-
perturbative information in K̃ is irrelevant.

Unfortunately, this is an inconsistent position. The
distance scale quoted, 1.2 fm, is clearly in a region where
non-perturbative physics is important. For example it is
larger than the confinement scale found in [24] and a fac-
tor of 4 larger than the chiral scale. Moreover, to obtain
a small parton density at this value of bT, Echevarŕıa et
al. use a Gaussian ansatz for the large-bT behavior:

e�b2Thp2
Ti/4, (23)

where the value of hp2Ti = 0.38GeV2 is taken from a fit
in Ref. [41]. The Gaussian factor is evidently describ-
ing non-perturbative e↵ects, which are not in any of the
Feynman graphs used, even with resummation. The dis-
tance scale associated with this factor is

2php2Ti
= 3.2GeV�1 = 0.65 fm. (24)

Quite reasonably this is roughly midway between the chi-
ral and confinement scales determined from very di↵erent
theoretical considerations in Ref. [24].
It follows then that Green functions already have sub-

stantial non-perturbative contributions when transverse
distance reaches the value in (24). Hence, a perturbative
calculation, even a resummed calculation, cannot be ex-
pected to be accurate beyond this scale. Wherever in bT
non-perturbative contributions are important in a TMD
parton density f̃j/H(x, bT), one must also expect them

to be important for K̃, and one has not at all evaded
the need to use a non-perturbative contribution to it, ei-
ther extracted by fitting to data or by non-perturbative
theoretical methods in QCD theory (or, better, both).
Given the above quantitative estimates of the onset

of non-perturbative physics, the previously used value of
bmax = 1.5GeV�1 = 0.3 fm is reasonable. A substan-
tially smaller value is excessively conservative, while in-
creasing it by more than about a factor two goes too far
into the non-perturbative region.
We conclude that Echevarŕıa et al. [39] use perturba-

tively based calculations for K̃ (admittedly with resum-
mation) in a region where non-perturbative e↵ects are
important, and that in other parts of their calculation,
non-perturbative e↵ects are important in the same re-
gion.
Becher and Neubert [19] also use a related formal-

ism without including non-perturbative e↵ects at large
bT. But they only claim that their formalism is value
when transverse momentum is much larger than the QCD

(Konychev,	  Nadolsky	  (2006))	  



To Do: 
•  New	  global	  fits	  to	  semi-‐inclusive	  deep	  inelas=c	  scakering	  over	  wide	  

range	  of	  large	  and	  small	  Q.	  	  

	  
	  
	  
•  Recast	  in	  terms	  of	  Collins	  2011	  TMD	  factoriza=on.	  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
	  
•  Constrain	  non-‐perturba=ve	  evolu=on.	  

	  
–  Different	  non-‐perturba=ve	  forms.	  
–  Purely	  non-‐perturba=ve	  considera=ons.	  	  

	  
•  Fix	  x,	  z,	  hadron	  species	  as	  much	  as	  possible	  (or	  account	  for	  

varia=ons).	  	  
	  
	  

	  

	  
	  

(Nadolsky,	  Stump,	  Yuan	  (2000,2001):	  ResBos	  SIDIS)	  
(Meng,	  Soper,	  Yuan	  (1995):	  CSS	  Factoriza)on	  for	  SIDIS)	  

(with	  P.	  Nadolsky,	  in	  progress….)	  



To Do: 
•  Try	  non-‐power-‐law	  form.	  

–  Requirements:	  
	  

•  Quadra=c	  (or	  power	  law)	  at	  small	  bT	  
	  
	  

	  
	  

–  Constant	  at	  very	  large	  bT	  

•  	  	  
	  

•  	  	  
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dominant at some large size scale b
NP

, where gK(bT ; bmax

) acquires a more complicated and as-yet unknown precise
form. Recall also that gK(bT ; bmax

) is predicted to vanish as a power of b2T at small bT [53–56]. Thus, for bT ⌧ b
NP

the following expansion applies:

gK(bT ; bmax

) = a
1

✓
b2T
b2
NP

◆
+ a

2

✓
b4T
b4
NP

◆
+ · · · . (39)

See also Eq. (6.1) of Ref. [54].13 We conjecture that large Q fits typically obtain a large g
2

because they are sensitive
only to the first power-law correction in Eq. (39). By contrast, at smaller Q higher powers, and eventually the
complete functional form, become important.

We propose that the optimal way to proceed is to use a functional form for gK(bT ; bmax

) that: a.) respects its
strong universality set forth in TMD factorization by matching to earlier large Q fits that use a Gaussian form but
b.) avoids strong disagreement with the results of the empirical analysis of SIDIS data from Sect. V. Thus, we impose
the following conditions:

• At small b2T , the lowest order coe�cient in Eq. (39), i.e. a
1

/b2
NP

, must be roughly & 0.1 GeV2 in order to be
consistent with the values of g

2

/2 found in Ref. [15, 16, 43, 44, 54], thereby respecting the strong universality
of gK(bT ; bmax

).

• At bT � b
NP

, gK(bT ; bmax

) should become nearly constant, or at most logarithmic in bT .

As a simple example, we propose
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) =
g
2
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)b2
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. (40)
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FIG. 9: The solid red and blue curves are again the same initial and final Gaussian fits obtained by COMPASS for Q

2 =
1.1 GeV2 and Q

2 = 4.47 GeV2 respectively – the same as in Fig. 3 . (See online for color.) The black dashed curve is again the
Kaplan fit for Q2 = 4.47 GeV2 already shown in Fig. 7. For comparison, the purple short-dashed curve is the TMD factorization
expression in Eq. (37), but now using Eq. (40) for gK(bT ; bmax

= 0.5GeV�1) with b

NP

= 2.0 GeV�1 and g

2

= 0.1 GeV2. This
should be compared with the g

2

� 0.1 GeV2 curves in Fig. 8 where the quadratic ansatz for gK(bT ; bmax

) – Eq. (22) – is used.

13 Note, however, that Ref. [54] predicts a linear rather than constant dependence at very large bT .
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dominant at some large size scale b
NP

, where gK(bT ; bmax

) acquires a more complicated and as-yet unknown precise
form. Recall also that gK(bT ; bmax

) is predicted to vanish as a power of b2T at small bT [53–56]. Thus, for bT ⌧ b
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the following expansion applies:
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See also Eq. (6.1) of Ref. [54].13 We conjecture that large Q fits typically obtain a large g
2

because they are sensitive
only to the first power-law correction in Eq. (39). By contrast, at smaller Q higher powers, and eventually the
complete functional form, become important.

We propose that the optimal way to proceed is to use a functional form for gK(bT ; bmax

) that: a.) respects its
strong universality set forth in TMD factorization by matching to earlier large Q fits that use a Gaussian form but
b.) avoids strong disagreement with the results of the empirical analysis of SIDIS data from Sect. V. Thus, we impose
the following conditions:

• At small b2T , the lowest order coe�cient in Eq. (39), i.e. a
1

/b2
NP

, must be roughly & 0.1 GeV2 in order to be
consistent with the values of g

2

/2 found in Ref. [15, 16, 43, 44, 54], thereby respecting the strong universality
of gK(bT ; bmax

).

• At bT � b
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) should become nearly constant, or at most logarithmic in bT .

As a simple example, we propose
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FIG. 9: The solid red and blue curves are again the same initial and final Gaussian fits obtained by COMPASS for Q

2 =
1.1 GeV2 and Q

2 = 4.47 GeV2 respectively – the same as in Fig. 3 . (See online for color.) The black dashed curve is again the
Kaplan fit for Q2 = 4.47 GeV2 already shown in Fig. 7. For comparison, the purple short-dashed curve is the TMD factorization
expression in Eq. (37), but now using Eq. (40) for gK(bT ; bmax

= 0.5GeV�1) with b

NP

= 2.0 GeV�1 and g

2

= 0.1 GeV2. This
should be compared with the g

2

� 0.1 GeV2 curves in Fig. 8 where the quadratic ansatz for gK(bT ; bmax

) – Eq. (22) – is used.

13 Note, however, that Ref. [54] predicts a linear rather than constant dependence at very large bT .
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dominant at some large size scale b
NP

, where gK(bT ; bmax

) acquires a more complicated and as-yet unknown precise
form. Recall also that gK(bT ; bmax

) is predicted to vanish as a power of b2T at small bT [53–56]. Thus, for bT ⌧ b
NP

the following expansion applies:
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See also Eq. (6.1) of Ref. [54].13 We conjecture that large Q fits typically obtain a large g
2

because they are sensitive
only to the first power-law correction in Eq. (39). By contrast, at smaller Q higher powers, and eventually the
complete functional form, become important.

We propose that the optimal way to proceed is to use a functional form for gK(bT ; bmax

) that: a.) respects its
strong universality set forth in TMD factorization by matching to earlier large Q fits that use a Gaussian form but
b.) avoids strong disagreement with the results of the empirical analysis of SIDIS data from Sect. V. Thus, we impose
the following conditions:

• At small b2T , the lowest order coe�cient in Eq. (39), i.e. a
1

/b2
NP

, must be roughly & 0.1 GeV2 in order to be
consistent with the values of g

2

/2 found in Ref. [15, 16, 43, 44, 54], thereby respecting the strong universality
of gK(bT ; bmax

).

• At bT � b
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FIG. 9: The solid red and blue curves are again the same initial and final Gaussian fits obtained by COMPASS for Q

2 =
1.1 GeV2 and Q

2 = 4.47 GeV2 respectively – the same as in Fig. 3 . (See online for color.) The black dashed curve is again the
Kaplan fit for Q2 = 4.47 GeV2 already shown in Fig. 7. For comparison, the purple short-dashed curve is the TMD factorization
expression in Eq. (37), but now using Eq. (40) for gK(bT ; bmax

= 0.5GeV�1) with b

NP

= 2.0 GeV�1 and g

2

= 0.1 GeV2. This
should be compared with the g

2

� 0.1 GeV2 curves in Fig. 8 where the quadratic ansatz for gK(bT ; bmax

) – Eq. (22) – is used.

13 Note, however, that Ref. [54] predicts a linear rather than constant dependence at very large bT .
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comes from the universality of the TMD functions, analogously to the collinear PDFs of collinear factorization, and
from the very strong universality of the CS kernel, including the non-perturbative parts contained in gK(bT ; bmax

).
As Q is increased, the dominant contribution to the cross section becomes localized in coordinate space around small

bT so that the non-perturbative bT contribution becomes less important [65]. For extremely large Q, it is expected
that the non-perturbative contribution can be ignored altogether. Alternatively, at moderate values of Q, ↵s(Q) might
be small enough that TMD factorization is completely valid, yet the bT -dependence may still contain a large, or even
dominant, non-perturbative large-bT contribution. The latter situations are ideal for extracting information about
non-pertubative hadron structure in terms of elementary quark and gluon degrees of freedom within a valid pQCD
TMD factorization formalism. Moreover, measurements at relatively small Q are ideal for measuring and testing the
strongly universal nature of the non-perturbative scaling violations contained within gK(bT ; bmax

).
Within the CSS formalism, estimates of the importance of non-perturbative bT -dependence vary widely in the

existing literature. For example, Ref. [8] estimates that the cross section can be reliably assumed to be totally
insensitive to the non-perturbative region for Q ⇠ 108 GeV. Global fits to large Q behavior, such as that discussed
in the recent analysis of Ref. [45], find a small but still important contribution from the non-perturbative component
of the evolution factor for values Q of order heavy vector boson masses. Another method for estimating the non-
perturbative content of the bT -dependence within the CSS formalism was given in Refs. [60, 66] and similarly finds
that non-perturbative input remains important for Q of order heavy vector boson masses. Refs. [60, 66] further note
that the relative contribution from the non-perturbative regime also has significant dependence on

p
s. By contrast, it

has been suggested in Refs. [48–50], within the context of similar but alternative evolution formalisms, that accounting
for non-perturbative evolution can be avoided entirely even at scales of order Q ⇠ 1.0 to 2.0 GeV.

The question of the relevance of the non-perturbative region in the Collins TMD-factorization theorem may be
addressed directly in the context of the COMPASS measurements by using the fits to estimate the important range
of bT .8 We have plotted the fits obtained by the COMPASS collaboration [40] in coordinate space as the solid lines
in Fig. 3. Since the transverse momentum space distribution is obtained from a two dimensional Fourier transform
from the coordinate space expression, we have also included a factor of bT . Also, since we are primarily interested in
the width of the distribution, we normalize to unity in the integration over bT . That is, instead of Eq. (23) the curves
in Fig. 3 are for

bT hP 2

T i
2

exp

⇢
�b2T hP 2

T i
4

�
. (32)

Applying the integration
R
1

0

dbT gives unity. Thus, up to a normalization, Eq. (32) is the integrand of the Fourier
transform to coordinate space for the region of small PT .

The initial and final Gaussian slope parameters hP 2

T i that we have used in Fig. 3 correspond to the largest parameter
C

evol

that is found in Tables I, II. This gives an estimate of the maximum reasonable rate of variation in the width
with changes in Q of order ⇠ 1.0 GeV and so is consistent with a strategy of placing rough upper limits on the rate
of evolution that can reasonably be expected at low Q. The largest value for C

evol

corresponds to the second row of
the first entry in Table II, and the corresponding slope parameters from Ref. [40] are:

hP 2

T iQ1=1.049GeV

= 0.1669± 0.0012GeV2 ; hP 2

T iQ2=2.114GeV

= 0.2325± 0.0011GeV2 , (33)

where the uncertainties are the quoted statistical uncertainties from the fit only.
The resulting curves shown in Fig. 3 are peaked around bT ⇠ 3.0 GeV�1 with tails extending out to nearly

bT ⇠ 10.0 GeV�1, i.e. up to transverse sizes about twice that of the proton charge radius, suggesting that the e↵ect
of non-perturbative input is substantial, at least in this region of moderate Q. For comparison, typical values for b

max

used in the CSS formalism are between about ⇠ 0.3 GeV�1 [60] and ⇠ 1.0 GeV�1 [44]. More relevant are estimates of
the physical transverse distance scales over which non-perturbative physics is expected to become important. Using a
chiral quark soliton model [29–32], Ref. [34] estimates a chiral symmetry breaking scale of about ⇠ 0.3 fm ⇠ 1.5 GeV�1

and a confinement scale of about 5 GeV�1. These estimates are built on earlier instanton models [67–70] which likewise
find a typical instanton size of ⇠ 0.3 fm. The 5 GeV�1 confinement scale is also consistent with a proton charge
radius of ⇠ 0.88 fm [71] and a bag model radius of roughly ⇠ 1.2 fm (See Ref. [72] and references therein).9 Both

8 Despite the notation, the bT in the TMD-factorization formula is not an impact parameter like that appearing in generalized parton
distributions for exclusive processes. Therefore, it should not be taken to represent the total size of either the target or final state
hadron.

9 We mention the bag model here since it continues to be used in non-perturbative model treatments of special TMD functions. See, for
example, Refs. [73, 74].



Example: 
	  
•  Work	  in	  progress:	  	  	  ResBos	  SIDIS	  including	  moderate	  Q	  	  
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Preliminary	  	  

(with	  P.	  Nadolsky,	  in	  progress….)	  
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TMD Evolution Overview 

•  High	  Energy	  Collisions	  and	  Transverse	  Momentum	  
	  
•  Transverse	  Momentum	  Dependent	  (TMD)	  Func=ons	  and	  

Intrinsic,	  non-‐perturba=ve	  Transverse	  Momentum	  
	  

•  Phenomenology	  
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Theorems	  	  
	  

CTEQ,	  MRSTW,	  etc..	  
	  

Implemen)ng	  Collinear	  Factoriza)on	  
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Strategy: “Apples-to-apples” 

More	  TMDs	  
	  

TMD PDF: 
quark in hadron 

TMD PDF: 
antiquark in hadron TMD Fragmentation 
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ff/P (x) �! Ff/P (x,kT ) (78)

d�DY ⇠
X

f

Hf (Q)DY

Z
d2bT

(2⇡)2
e�ibT ·qT

˜Ff/P (x1

,bT ;Q;Q2

)

˜F
¯f/ ¯P (x2

,bT ;Q;Q2

)

+ YDY

+O
✓✓

⇤

Q

◆a◆

lp ! h+X (79)

pp ! �⇤
(Z,W ) +X (80)

pp̄ ! �⇤
(Z,W ) +X (81)

l+l� ! h
1

+ h
2

+X (82)

f
1

(x, kT ) h
1T (x, kT ) g

1L(x, kT ) (83)

g
1T (x, kT ) h

1L(x, kT ) h?
1T (x, kT ) (84)

h?
1

(x, kT ) f?
1T (x, kT ) (85)

Generalized Renormalization

˜F unsub.
f/P (x

1

,bT ;µ, ys) = ˜F unsub.
f/P (x

1

,bT ;µ,�1)⇥ Z
CS

(bT ; ys,+1,�1) (86)

˜F unsub.
f/P (x

1

,bT ;µ, ys) = lim

WLRaps!1

⇣
˜F unsub.
f/P (x

1

,bT ;µ)⇥ Z
CS

(bT ; ys)
⌘

(87)

h0| · · ·WLs · · · |0i (88)

⇠ 1/Q (89)

Or 

Independent	  of	  hadron	  proper7es	  

Independent	  of	  hadron	  proper7es	  


