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Outline 

•  Measurements of σA/σD 
– Early measurements 
– x, Q2, nuclear dependence, universality 

•  JLab results and implications 
– EMC effect and local density 
– EMC-SRC connection 
– Flavor dependence 
– Nuclear dependence of R=σL/σT 

•  Summary 
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Typical nuclear binding energies 
 MeV while DIS scales  GeV 

Naïve expectation: 

More sophisticated approach 
includes effects from Fermi 
motion  

Quark distributions in nuclei were 
not expected to be significantly 
different (below x=0.6)  

Quarks in the Nucleus 

Bodek and Ritchie 
PRD 23, 1070 (1981) 
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First Measurement of the EMC Effect 
•  First published 

measurement of nuclear 
dependence of F2 by the 
European Muon 
Collaboration in 1983 

•  Observed 2 mysterious 
effects 
–  Significant 

enhancement at small x 
 Nuclear Pions! (see 
my thesis) 

–  Depletion at large x  
the “EMC Effect” 

•  Enhancement at x<0.1 later 
went away 

Aubert et al, Phys. Lett. B123, 275 (1983) 
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First Measurement of the EMC Effect 
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measurement of nuclear 
dependence of F2 by the 
European Muon 
Collaboration in 1983 

•  Observed 2 mysterious 
effects 
–  Significant 

enhancement at small x 
 Nuclear Pions! (see 
my thesis) 

–  Depletion at large x  
the “EMC Effect” 

•  Enhancement at x<0.1 later 
went away 

Aubert et al, Nucl. Phys. B293, 740 (1987) 
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Confirmation of the Effect 
VOLUME 51, NUMBER 7 PHYSICAL REVIEW LETTERS 15 AUGUST 1~)8$
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FIG. 1. (a) oA~/O'D and (b) or~/aD vs x. Only random errors are shown. Point-to-point systematic errors have
been added linearly (outer bars) where applicable. The normalization errors of + 2.3% and + 1.1% for crA~/oD (E498)
and oF~/aD (E87), respectively, are not included. All data for W» 1.8 GeV are included. The data have been cor-
rected for the small neutron excess and have not been corrected for Fermi-motion effects. The curve indicates
the expected ratio if Fermi-motion effects were the only effects present (Ref. 11). High-Q2az, /oD data from EMO
(Ref. 2), Iow-g o'Ay/ao and ac„/o'D data from Ref. 9, and photoproduction o'A~/oD and oz, /oD data from Ref. 13 are
shown for comparison. The systematic error in the EMC data is + 1.5% at x = 0.35 and increases to + G%%uo for the
points at x= 0.05 and x= 0.65.

sumably higher-twist effects in the language of
QCD, may be important.
Figure 1(b) shows our recent measurements'

of oz,/crD in a similar Q' range, and the EMC da-
ta' at much higher Q'. Also shown a,re values'
for oc„/oD for (Q') = l.2 (GeV/c)' as well as oF, /
gD from photoproduction data. " These data from
heavier targets taken together also indicate that
at low Q' shadowing effects may cancel some of
the nuclear enhancement at low x. These addi-
tional Q'-dependent nuclear higher-twist effects,
like higher-twist effects in the nucleon, are ex-
pected to be small at large values of Q'. There-
fore, the extraction of AQcD from structure-func-
tion data taken with nuclear targets at high values
of Q' may not be affected by these terms.
We have performed a linear fit to the a„,/cD

ratios for our data in the range 0.2 & x & 0.6 [(Q')
= 5.35 (GeV/c)'] and obtain an intercept at x =0 of
1.11+0.02+ 0.023 (where the second error is sys-
tematic) and a slope of —0.30+ 0.06. A similar
fit to our crF, /crD results' [see Fig. 1(b)] over the
range 0.2 & x & 0.6 [(Q') =6.55 (GeV/c)'] yields an

intercept at x=0 of 1.15+0.04+0.011 and a slope
of -0.45~0.08. Our slope for steel is consistent
with the slope of —0.52 + 0.04+ 0.21 reported by
the EMC collaboration. ' The fitted slopes, which
axe not affected by overall normalization uncex
tainties, indicate that the nuclear distortions in
aluminum and steel exhibit a simila, r trend.
The understanding of the mechanisms responsi-

ble for the distortion of the structure functions of
nucleons bound in a large nucleus has been the
subject of several recent theoretical papers.
These include ideas such as six-quark bags, "
pions and quasipions in nuclei, "delta resonances
in nuclei, "diquark states, "a.nd percolation of
quarks from nucleon to nucleon in a large nucle-
us." The data indicate that there are three inter-
esting regions: (a) the low-x region where shad-
owing may be important at low Q', (b) the inter-
mediate-x region where quark distributions in nu-
clei become distorted, and (c) the high-x region
where Fermi motion is important. The theoreti-
cal understanding of these effects is still in a
very qualitative state and new experiments de-

536

Bodek et al, PRL 50, 1431 (1983) and PRL 51, 534 (1983) 

SLAC re-analysis of old 
solid target data used 
for measurements of 
cryotarget wall 
backgrounds 

 Effect for x>0.3 
confirmed 
 No large excess at 
very low x 
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Subsequent Measurements 
A program of dedicated 
measurements quickly 
followed 

The resulting data is 
remarkably consistent over 
a large range of beam 
energies and species 
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Laboratory/
collaboration 

Beam Energy 
(GeV) 

Target Year 

SLAC E139 e 8-24.5 D,4He, Be, C, Ca, Fe, Ag, Au 1994,1984 

SLAC E140 e 3.75-19.5 D, Fe, Au 1992,1990 

CERN NMC µ 90 6Li, 12C, 40Ca 1992 

µ	

 200 D, 4He, C, Ca 1991, 1995 

µ	

 200 Be, C, Al, Ca, Fe, Sn, Pb 1996 

CERN BCDMS µ	

 200  D, Fe 1987 

µ	

 280 D, N, Fe 1985 

CERN EMC µ	

 100-280 D, Cu 1993 

µ	

 280 D, C, Ca 1988 

µ	

 100-280 D, C, Cu, Sn 1988 

µ	

 280 H, D, Fe 1987 

µ	

 100-280 D, Fe 1983 

FNAL E665 µ	

 490 D, Xe 1992 

µ	

 490 D, Xe 1992 

DESY HERMES e 27 D, 3He, N, Kr 2000, 2003 

Jefferson Lab e 6 D, 3He, 4He, Be, C, Cu, Au 2009 

e 6 D, C, Cu, Au 2004 (thesis) 

EMC Effect Measurements 

Geesaman, Saito, and Thomas, Ann. Rev. Nucl. Sci. 45, 337 (1995) – updated by Gaskell 
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Nuclear dependence of structure 
functions 

€ 

dσ
dΩdE / =

4α 2(E / )2

Q4ν
F2(ν,Q

2)cos2 θ
2

+
2
Mν

F1(ν,Q
2)sin2 θ

2
⎡ 

⎣ ⎢ 
⎤ 

⎦ ⎥ 

Experimentally, we measure cross sections (and the ratios of cross sections) 

€ 

R =
σL

σT
=

F2
2xF1

1+ 4 M
2x 2

Q2

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ −1

In the limit RA = RD
 

σA/σD = F2
A/F2

D 

Experiments almost always display cross section ratios, σA/σD 
 Often these ratios are labeled or called F2

A/F2
D 

  Sometimes there is an additional uncertainty estimated to account for the σF2 
translation. Sometimes there is not.   
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Isoscalar Corrections 
In the case of nuclei where N≠Z, need to remove the “trivial” 
change in nuclear cross section due to σn≠σp   
 Different experiments often use slightly different 
parameterizations/estimates for this correction 

€ 

F2
n

F2
p

Isoscalar correction 
applied to data 

•  SLAC param. (1-0.8x) 
•  CTEQ 
•  NMC fit 

Au 
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Properties of the EMC Effect 
Global properties of the 
EMC effect 

1. Universal x-dependence 

shadowing 

anti-shadowing 

EMC-region 

Fermi motion 
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x Dependence 
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x Dependence 
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Q2 Dependence of the EMC Effect 

49 MEASUREMENT OF THE A DEPENDENCE OF DEEP-. . . 4363

ranged from negligible (below 0.1%) up to about 10% in
the case of Au at x =0.8. We have assigned relative sys-
tematic uncertainties to the cross-section ratios due to
uncertainties in the values of o„/o~ at high x which
ranged from below O. l%%uo up to +0.7%%uo.
The ratios of cross sections per average isoscalar nu-

cleon for heavy targets compared to deuterium,
(o "/o );„aregiven in Table VII. The systematic errors
are itemized in Table VI. Since

&& Be & Fe(E140) ~ Fe(E139/BCDMS) o Au
o Al & Fe & Ca{E139/NMC)

0.01—
')'~(

0 f 1 ()

o'I, /o r = I (Ft /2xF i )[( I +4M x )/Q ]I —1

has been measured [47] to be independent of atomic
weight, the ratio of cross sections, o "/crd, is the same as
the ratio of structure functions, F2" /F2 and F,"/F, .

I I I I I I I ' I

1.0 ~—"—"—"—"- «L ~ ~ «« ~ ««« ~ ~ ~ ~ « ~ ~ IA 0 « ~ \ ~ ~ « ~ ~ «« ~ ~ ~ ~ $4

1. Q~ dependence

These ratios (cr "/o");, are shown in Fig. 12 as a func-
tion of Qs for Fe and Au. Also shown are data from the
BCDMS experiment [3]. There appears to be no
significant Q dependence across the entire kinematic
range. For each value of x, the SLAC data were fit with
the linear form C, (1+C&Q ). Figure 13 shows C& as a
function of x and indicates quantitatively that there is no
significant Q dependence. Also shown for Fe and Ca is
the slope obtained combining our data with that of
BCDMS [3] and the New Muon Collaboration (NMC)
[6], respectively, which also show no Q dependence.

—0.01—
I

0«2
I

0.4
I

0«6
I

0«8

FIG. 13. Q dependence of (rr "/od);, at various values of x.
The slope parameter d(o "/cr~)/dQ~ is shown for the data for
this experiment for Be, Al, Fe, and Au. Also shown for Fe is
the slope from the SLAC E140 data [47] and the slope from the
data from this experiment (E139) and from BCDMS [3] com-
bined. For Ca the E139 and NMC [6] results have been com-
bined. Points at the same value of x have been slightly offset for
clarity.

2. x dependence

The cross-section ratios (o "/o );„averaged over Q,
are shown as a function of x in Fig. 14, where each point
corresponds to one spectrometer setting. The spectrome-
ter momentum-angle bite at each kinematic point was
also partitioned to obtain the ratios of cross sections per
nucleon in smaller ("fine") x bins. These ratios, averaged
over Q, are shown in Fig. 15 and Table VIII as functions
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FIG. 12. Solid circles show (cr "/o ~);, as a function of Q for
different x values for Fe and Au targets for this experiment.
The errors are statistical and point-to-point systematic added in
quadrature. The ratio is for a hypothetical isoscalar nucleus
with the same atomic number. The horizontal broken lines
represent the Q -averaged ratios. Also shown at large Q are
data from the BCDMS Collaboration [3]with total errors (open
circles).
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FIG. 14. Q~-averaged (cr "/o );, ratios for isoscalar nuclei as
a function of x. Data have been binned by single momentum-
angle bite of the spectrometer. The errors shown are the com-
bined statistical and point-to-point systematic errors. In addi-
tion, there is a target-to-target systematic error shown in Table
VII and an overall normalization of 1% dominated by the deu-
terium density.
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Fig. 13. The ratio F2(Fe)/F2(D ) as a function of Q2 at fixed values of x. The iron data are from ref. [2]. 

The systematic errors were calculated as follows. The assumption was made that 
none of the systematic errors cancel in taking the ratios of the structure functions. 
The systematic error was calculated by increasing sequentially the measured values 
of F 2 for iron by each of the systematic errors given in [2] and simultaneously 
decreasing F 2 for deuterium by each of the systematic errors given above. For each 
systematic error in turn the difference between the ratio of F 2 ( F e ) / F 2 ( D  ) from the 
central value was calculated. The total systematic error was then obtained by adding 

Aubert et al, Nucl. Phys. B293, 740 (1987) 
Gomez et al, Phys. Rev. D 49, 4348 (1994) 

EMC Q2=10-200 GeV2 

Q2=1-10 GeV2 

x=0.05 

x=0.65 
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(*) Q2 Dependence of Sn/C  
NMC Collaboration/Nuclear Physics B 481 (1996) 23-39 35 
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Fig. 4. Structure function ratios FSnllff2 as a function of Q2 in different x bins. The error bars give the 
statistical uncertainty. The solid lines represent the result of fits of the function FSn/lff2 = a + b In Q2 in each 
x bin, 

Our results are consistent with those of  previous measurements of  the Q2 dependence of  
F A1 /F  a~, which however had uncertainties larger than the size of  the presently observed 
effect [ 1 -5] .  

The main contributions to the systematic errors at small x are the uncertainties in the 
radiative corrections. These uncertainties were estimated by varying the input parameters 
to the radiative correction program, following the procedure outlined in Ref. [9] .  The 
inputs F~ and F2 c / F  D were varied between their lower and upper limits, including 
statistical and systematic uncertainties, while for the function R we used its systematic 
errors according to the parameterisation of  Ref. [ 18]. An alternative parametrisation of  
the nucleon form factor was taken from Ref. [ 19]. The quasielastic suppression factor 
for carbon was recalculated using the results of  Ref. [ 15], while for tin an uncertainty of  
20% was assumed. Finally, for the nuclear elastic form factors, the Fourier transform of 
the charge distribution was used for carbon [ 20] and for tin a generalised two-parameter 

Arneodo et al, Nucl. Phys. B 481, 23 (1996) 

NMC measured non-zero Q2 
dependence in Sn/C ratio at low 
small x 

 This result is in some 
tension with other NMC C/D 
and HERMES Kr/D results  
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A-Dependence of EMC Effect 
18 
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Fig. 8. Structure function ratios versus atomic weight  A at x = 0.0125, x = 0.045 and x = 0.175. The lines 
show the results o f  fits to the data with the function F2A/lff2 = cA ('~-1) . The errors shown are statistical only. 

(ii) 

(iii) 

the data using the function FA/F2 c = cA C"-]) was performed in each x bin. The 
continuous lines in Fig. 8 show the results of  the fits for three x bins. The fits 
describe the data satisfactorily. 
The small x data are not well described by a linear function of  the nuclear density, 
p, (Fig. 9) :  F A / F  c = f l  + 8 p ( A ) ,  where the nuclear density is given by p ( A )  = 
3A/4~R3e, with Re 2 = 5<r2)/3. The mean square charge radii of  the nuclei, (r2), 
were taken from Ref. [ 17], and the assumption was made that the nuclear density 
distribution and the charge distributions of  a nucleus are equal. 
Alternatively, one can assume that the nuclear effects are due to the local properties 
of  the nuclear medium [27] .  This leads to a dependence of  the nucleus cross 
section on a volume term (proportional to A) and a surface one (proportional 
to A2/3). The structure function ratios can then be parametrised as F A / F  c = 
a + bA -1/3. The result of  a fit of  this function to the data is shown as solid lines 
in Fig. 10. The small x results are not well described. A functional form including 

SY 

NMC Collaboration~Nuclear Physics B 481 (1996) 3-22 

1.1 

0.9 

1.1 

0.9 

1.1 

' i , ' ' i , , , i , ~ , i ~ , , ] 

Co Fe Sn P 

D Li Be C He • ~ ~ - ' - - ~ -  

x = 0 . 0 1 2 5  
' I '  p '  I ' I '  I ~  ~ '  I ' '  I I  

i D Li Be C He AI Fe Sn P~ 
i- Co 
I 

: x = 0.045 i 

19 
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Fig. 9. St ructure  funct ion ratios versus nuc lear  densi ty  p at x = 0 .0125,  x = 0 .045 and  x = 0 .175.  The solid 
lines show the result  o f  a fit to the data  with the funct ion FA/Ff2 = [3 + ~p(A).  The errors shown are 
statistical only. 

(iv) 

a higher order term proportional to A -2/3 yields a significant improvement of  the 
fit quality: the dashed line in Fig. 10 shows the result of  the fit using the function 
FA /F2 c = a + bA -1/3 + cA -2/3. Extrapolating the fitted functions to A = oo gives 
the nuclear matter to carbon structure function ratio, a, which is shown in Fig. I 1. 

A novel approach to nuclear shadowing has been recently proposed in Ref. [28] ,  
where a scaling variable n was introduced in terms of  which nuclear shadowing 
in deep inelastic scattering is universal, i.e. independent of  A, Q 2  and x. The 
scaling variable n is a measure of  the number of  gluons probed by the hadronic 
fluctuations of  the photon. For the numerical estimates of  n we used Eq. (5) of  
Ref. [28] .  Fig. 12 shows results on structure function ratios plotted as a function 
of  n in the range x < 0.07. It appears that within about 5% all the data scale with 
n .  

NMC: Arneodo et al, Nucl. Phys. B 481, 3 (1996) 
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0.04—

0

I I I I I I I deuterium, 0.089 for He, 0.062 for Be, 0.089 for C, 0.106
for Al, 0.105 for Ca, 0.117 for Fe, 0.126 for Ag, and 0.147
for Au. As seen in Fig. 20, the ratio (o' "/o );, is linearly
dependent on the density over the entire region mea-
sured. The values of P(x) and d(x) are given in Table
IX. The average y per degree of freedom is about 0.8.

E).04—
0.04

I l I & I

&.04

0.2 0.4 0.6 0.8 1.0

FIG. 19. Atomic weight fit coef6cients as a function of x.
The a(x) coeScients from the parametrization
(cr "/cr~) =C(x)3 '"' are shown for (a) coarse x bins, and (b)1S

fine x bins. The fits include A =2. The curve is a nine-term po-
lynomial fit; see Eq. (9).

(a) x = 0.220

1.0

(tr "/tr ),,=d(x)[1+p(x}p(A)]. The average nuclear
density was given by p( A )=3& /4~&„
&, =5(r )/3. The quantity (r ) is the rms electron
scattering radius of the nucleus [48]. The values of p( & )
(in units of nucleons/fm ) used in the fits were 0.024 for

4. Effect in deuterium

Since the EMC effect is seen in cr '/0, it is possible
that even deuterium has nuclear effects beyond those ex-
pected from Fermi momentum. Frankfurt and Strikman
[49] suggested that the structure functions for nuclei di-
vided by that for nucleons differed from unity by an
amount proportional to the nuclear density. This implies

(F2/F2 )—1 p~
(11}(FA/FN) 1 A

A dwhere F2 =(FR+F2 )/2 for free nucleons and Ft and Ft
are per isoscalar nucleon. This leads to

F2 (F2"/F2 )—1
(12)—1+FN ( A/ 8)

The value of F~z/Fz averaged over all our measured A at
each value of x is plotted in Fig. 21 and listed in Table X.
Within the framework of this model, deuterium has a
significant EMC effect, especially in the region near
x -0.6. At the highest value of x, Fermi motion causes
Ft/Fz to increase, as expected. Within the context of
this model, the free neutron structure function can be ex-
tracted [49] from measurements on deuterium, hydrogen,
and heavy nuclei without resorting to Fermi smearing
models.
The free neutron cross section might also be extracted

by extending the nuclear density model and using only
heavy nuclear targets. The results using our data from
Be and C [50] are consistent with the other methods, but
have larger statistical errors.
In conclusion, the data are described equally well by a

parametrization in terms of nuclear weight or in terms of

0 0.9
0
1.0

0.9

(b) 0.600

1.04—
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Zo!

~.00—
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U
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I
l I

0.8
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Nuclear Density
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I i I

0.2 0.4
I

0.6
I

0.8 1.0
FIG. 20. Ratios (cr"/cr )- versus nuclear density at (a)

x =0.220 and (b) x =0.600. The solid lines represent the pa-
rametrization (cr"/od) =d( )[1xP(+)p(xA)]. The errors
shown include statistical, point-to-point systematic, and target-
to-target errors. The overall uncertainty due to the deuterium
target is included only at the A =2 point.

FIG. 21. Model-dependent value of F2/F2 extracted from
averaging over all measured targets assuming the validity of Eq.
(12). F& is the average of the free proton and neutron structure
functions. The combined statistical and systematic errors are
shown.
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1.0

I I I I I IIII I I I I lllll
x = 0.22

z Ab

( A =2}. The values of a(x) and C(x) are listed in Table
IX, and the former is plotted in Fig. 19. The y per de-
gree of freedom is (1. Also shown in Fig. 19 is the
empirical parametrization

o 0.9

1.0
(b)

I I IIIII I IIIIII
0.60

a(x)=—0.070+2. 189x—24.667x + 145.291x
—497.237x +1013.129x —1208.393x
+775.767x —205.872x (9)

0.9—
The fit values of C are close to unity everywhere and a
good empirical parametrization is

lnC(x}=0.017+0.018 lnx+0. 005(lnx ) (10)

0.8 I I I I I III I I I I I III
10 100

Nuclear Weight A

FIG. 18. Ratios (o "/0");, versus atomic weight A at (a)
x =0.220 and (b) x =0.600. The solid lines are a parametriza-
tion of the data in terms of (cr "/cr );,=C(x)A '"'. The errors
shown include statistical, point-to-point systematic, and target-
to-target errors. The overall uncertainty due to the deuterium
target is included only at the A =2 point.

These parametrizations also characterize the NMC data
on He, C, and Ca [6] and are only valid in the range
0.01(x&0.88.
The cross-section ratios can also be examined as a

function of nuclear density p as in Fig. 20 and Table IX.
Some models, described below, predict that the probabili-
ty of overlap of nucleons within the nucleus (which is
proportional to nuclear density) is related to the EMC
efFect. The Qs-averaged ratios (rr "1'o );, were
parametrized in terms of average nuclear density by

TABLE IX. Fit coeScients versus x. The coefBcients are from the fits (0 "/cr );,=C(x)A '"' and
(o "iver d);,=d(x) [1+p(x)p( A )] are shown for both coarse and fine x bins. The fits include A =2.

0.130
0.220
0.300
0.400
0.500
0.600
0.700
0.800

C(x)*6C(x)

0.997+0.009
0.998+0.007
1.001+0.008
0.99920.007
1.009+0.007
1.008+0.006
1.010+0.007
1.008%0.010

a(x)+5a(x)
Coarse x bins

0.010820.0034
0.0020%0.0025
0.000420.0026—0.0092+0.0022—0.0234+0.0022—0.0340+0.0020—0.0411+0.0022—0.0149+0.0041

d(x)+Sd(x)

0.994+0.011
0.998+0.010
1.001+0.011
1.002+0.010
1.016+0.010
1.019+0.009
1.022+0.010
1.011+0.011

p(x)&5p(x)

0.397+0.144
0.064+0.115
0.013+0.118—0.325+0.100—0.814+0.093—1.148+0.086—1.356+0.086—0.509+0.146

0.125
0.145
0.205
0.235
0.265
0.295
0.325
0.360
0.400
0.440
0.480
0.520
0.560
0.600
0.640
0.680
0.720
0.760
0.800
0.840
0.880

0.99220.009
1.002+0.010
0.997+0.008
1.000+0.009
1.007+0.010
0.999+0.008
1.002+0.009
1.004+0.009
0.998+0.007
1.008+0.008
1.006+0.008
1.012+0.008
1.011+0.007
1.010+0.007
1.016%0.008
1.017+0.008
1.017+0.009
1.02720.010
1.011%0.010
0.994%0.011
0.970+0.014

Fine x bins

0.0140+0.0036
0.0049+0.0047
0.0050+0.0029—0.0013+0.0031—0.002820.0042
0.0023+0.0028—0.0044+0.0037—0.0047+0.0030—0.010520.0024—0.0147+0.0029—0.0205+0.0025—0.0276+0.0025—0.0289+0.0025—0.0346+0.0023—0.0400+0.0025—0.0442%0.0027—0.0465+0.0030—0.0454+0.0036—0.0219+0.0048
0.0090+0.0079
0.0441+0.0147

0.988+0.011
0.999+0.012
0.997%0.011
1.000+0.011
1.004+0.012
0.999+0.011
1.004+0.011
1.005+0.011
1.001+0.010
1.013+0.011
1.013+0.010
1.020+0.010
1.020+0.010
1.021+0.010
1.025+0.010
1.027+0.010
1.026+0.011
1.034+0.011
1.015+0.012
0.995+0.014
0.964+0.019

0.507+0.152
0.204+0.189
0.172+0.131—0.044+0.131—0.041+0.166
0.069+0.125—0.160+0.143—0.171+0.122—0.367+0.103—0.530+0.114—0.714+0.103—0.937+0.099—0.984+0.097—1.171+0.092—1.302+0.093—1.427+0.097—1.479%0.101—1.430+0.115—0.734%0.163
0.255%0.304
1.551+0.684

SLAC E139: Gomez et al, PRD 49, 4348 (1992) 

ρ=3A/4πRe
3 Re

2=5⟨r2⟩/3 

<r2>=RMS electron scattering radius 
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EMC Effect Measurements at Large x 
SLAC E139 SLAC E139 provided the most 

extensive and precise data set 
for x>0.2 

Measured σA/σD for  A=4 to 197 
 4He, 9Be, C, 27Al, 40Ca, 56Fe, 
108Ag, and 197Au 
 Best determination of the A 
dependence 
  Verified that the x 
dependence was roughly 
constant 

Building on the SLAC data 
  Higher precision data for 4He 
  Addition of 3He  
  Precision data at large x 
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JLab E03103 

Normalization (1.6%)

x

R
EM

C
=(

F 2A /
F 2D )

/(A
/2

)

|dREMC/dx|=0.280 +/- 0.028

0.9

1

1.1

0.3 0.4 0.5 0.6 0.7 0.8 0.9

New definition of “size” of the 
EMC effect 
 Slope of line fit from 
x=0.35 to 0.7 

Definition assumes shape of 
the EMC effect is universal 
for nuclei 
 Data not inconsistent with 
this assumption  
  Normalization errors mean 
we can only confirm this at 
1-1.5% level  

E03103 in Hall C at Jefferson Lab ran Fall 2004 
  Measured EMC ratios for light nuclei (3He, 4He, Be, and C) 
  Results consistent with previous world data 
  Examined nuclear dependence a la E139 
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JLab E03103 Results 
E03103 measured σA/σD 
for 3He, 4He, Be, C 

 3He, 4He, C, EMC 
effect scales well with 
density 

J. Seely, et al., PRL103, 202301 (2009) 

Scaled nuclear density =  (A-1)/A <ρ> 
 remove contribution from struck nucleon 

<ρ> from ab initio few-body calculations 
 [S.C. Pieper and R.B. Wiringa, Ann. Rev. 
Nucl. Part. Sci 51, 53 (2001)] 
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JLab E03103 Results 
E03103 measured σA/σD 
for 3He, 4He, Be, C 

  3He, 4He, C, EMC 
effect scales well with 
density 
  Be does not fit the 
trend 

J. Seely, et al., PRL103, 202301 (2009) 

Scaled nuclear density =  (A-1)/A <ρ> 
 remove contribution from struck nucleon 

<ρ> from ab initio few-body calculations 
 [S.C. Pieper and R.B. Wiringa, Ann. Rev. 
Nucl. Part. Sci 51, 53 (2001)] 



24 

EMC Effect and Local Nuclear Density 

9Be has low average density 
  Large component of structure is 
2α+n   
  Most nucleons in tight, α-like 
configurations  

EMC effect driven by local rather 
than average nuclear density   

“Local density” is appealing in 
that it makes sense intuitively – 
can we make this more 
quantitative? 
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EMC Effect and Short Range Correlations 

L. Weinstein et al, 

PRL 106:052301,2011  

Weinstein et al observed linear 
correlation between size of EMC effect 
and Short Range Correlation “plateau” 

 Observing Short Range Correlations 
requires measurements at x>1   
  Reaction dynamics very different – 
DIS vs. QE scattering, why the same 
nuclear dependence? 
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Nuclear Dependence of EMC and SRCs 

Detailed study of nuclear dependence of EMC effect and SRCs (see N. Fomin’s 
talk from Monday) does not favor either picture 

Can we distinguish between these two pictures via some new 
observable?  Flavor dependence of the EMC effect 

High virtuality Local density 

a2 ~ number of high momentum 
nucleons 

R2N ~ number of nucleons “close” 
together 

Arrington et al, PRC 86, 065204 (2012) 
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Flavor dependence and SRCs 

r12(fm)

N
N
(fm

-3
)

0

0.005

0.01

0.015

0.02

0.025

0.03

0 0.5 1 1.5 2 2.5 3 3.5 4

np/4 

pp 

4He 2-body density from  

If EMC effect due to high virtuality, flavor dependence of EMC 
effect emerges naturally 

 If EMC effect from local density, np/pp/nn pairs all contribute 
(roughly) equally 

High momentum nucleons from SRCs 
emerge from tensor part of NN 
interaction – np pairs dominate 

 Probability to find 2 nucleons “close” 
together nearly the same for np, nn, pp 

Ppp = Pnn ≈ 0.8Pnp

For r12 < 1.7 fm:  

S.C. Pieper and R.B. Wiringa, Ann. 
Rev. Nucl. Part. Sci 51, 53 (2001) 
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Flavor dependence and SRCs 
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x

uA =
Zũp + Nd̃p

A
dA =

Zd̃p + Nũp

A

M. Sargsian, arXiv:1209.2477 [nucl-th] and arXiv:1210.3280 [nucl-th] 

High momentum nucleons in the nucleus 
come primarily from np pairs 

 The relative probability to find a high 
 momentum proton is larger than for 
neutron for N>Z nuclei 

nA
p (p) ≈ 1

2xp
a2(A, y)nd(p)

nA
n (p) ≈ 1

2xn
a2(A, y)nd(p)

xp =
Z

A

xn =
A− Z

A

Probability to find SRC 

Under the assumption the EMC effect comes from “high virtuality” (high 
momentum nucleons), effect driven by protons (u-quark dominates)  similar 
flavor dependence is seen in some “mean-field” approaches  
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Flavor Dependence of the EMC Effect 

Q2 = 5.0 GeV2

Gold
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Mean-field calculations predict a flavor dependent EMC effect for N≠Z nuclei  

Cloët, Bentz, and Thomas, PRL 102, 252301 (2009) 

uA =
Zũp + Nd̃p

A
dA =

Zd̃p + Nũp

A

d0 =
Zdp + Nup

A
u0 =

Zup + Ndp

A

Medium modified  
quark distributions 

Free nucleon  
quark distributions 

Isovector-vector mean field (ρ) causes u (d) quark to feel 
additional vector attraction (repulsion) in N≠Z nuclei   

Experimentally, this flavor dependence has not been observed directly 
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EMC Flavor Dependence: Pion Drell-Yan 

0.5

1

0 0.5 1

(
-  +

 W
)/(

-  +
 D

)

x2

NA10 data

0.5

1

0 0.5 1

(
-  +

 P
t)/

(
-  +

 H
)

x2

NA3 data
CBT Model
CBT Model, N=Z

0

1

0 0.5 1

(
+  +

 W
)/(

-  +
 W

)

x2

Omega data

0

1

0 0.5 1

(
+  +

 W
)/(

-  +
 W

)

x2

Dutta, Peng, Cloët, DG, PRC 83, 042201 (2011) 

Experiment Flavor Ind. Flavor dep. 
NA3 1.3 0.5 

NA10 0.60 2.5 

Omega (low Q2) 6.2 3.2 

Omega (high Q2) 1.4 0.96 

χ2/DOF 

Pion-induced Drell-Yan sensitive 
to potential flavor dependence, 
but existing data lack precision 
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Pion Drell-Yan at COMPASS 
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160 GeV pions on gold 

Dutta et al, PRC 83, 042201 (2011) 

σDY (π+ + A)
σDY (π− + A)

≈ dA(x)
4uA(x)

σDY (π− + A)
σDY (π− + D)

≈ uA(x)
uD(x)

dσπ±A

dxπdx2
=

4πα2

9sxπx2

�

q

e2
q[qπ±(xπ)q̄A(x2) + q̄π±(xπ)qA(x2)]

First measurements on 
NH3 (and nuclear targets) 
planned for 2014 
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Semi-Inclusive DIS 

u

d
u

*

!

(E, p )’ ’

N

e

q

h
h

(E, p)

Assuming factorization holds, 
SIDIS acts as a “flavor tag” for 
struck quark 
 Similar to polarized quark 
distribution extractions 

dσ

dxdQ2dz
=

�
f e2

fqf (x)Dh
f (z)

�
f e2

fqf (x)

�
dσ

dxdQ2

�

Df
h(z) – fragmentation function 

quark of flavor f   hadron h qf(x) = quark distribution 

x = fraction of proton momentum carried by quark 
z = Ehadron/ν	
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Semi-Inclusive DIS 
z=0.5nuc. PDF (flavor Ind.)

uv only
dv only
Cloet et al.
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Extract flavor dependence via semi-
inclusive pion yields from gold and 
deuterium 

EMC effect entirely due 
to d quarks 

EMC effect entirely due 
to u quarks 

Cloet et al 

Nuclear PDFs (no flavor dep.) 

Super-ratio 
Y π+

Au /Y π−

Au

Y π+

D /Y π−
D

Y π+

Au − Y π−

Au

Y π+

D − Y π−
D

Difference ratio 

Toy model: 
uV only: EMC effect due to modification of uA only 
dV only: EMC effect due to modification of dA only F2

A unchanged 
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SIDIS - Interpretability 
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Hadronization is modified in the 
nuclear medium 
  Probability for quark f to form 
hadron h changes 
  Depends on A, hadron 
kinematics 

RA
h (z, ν) =

�
1
σe

dσ
dzdν

�

A�
1
σe

dσ
dzdν

�

D

Complicates interpretation of 
SIDIS measurements of flavor 
dependence if effect different for 
π+ and π- 

 This can be checked with 
measurements at x=0.3 (no 
EMC effect) 
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Parity Violating DIS 

Q2 = 5 GeV2

Z/N = 26/30 (iron)

0.8

0.9

1

1.1

a 2
(x

A
)

0 0.2 0.4 0.6 0.8 1
xA

a2

anaive
2

9
5 − 4 sin2 θW

Q2 = 5 GeV2

Z/N = 82/126 (lead)

0.8

0.9

1

1.1

a 2
(x

A
)

0 0.2 0.4 0.6 0.8 1
xA

a2

anaive
2

9
5 − 4 sin2 θW

Flavor dependence of EMC effect 
can also be explored via parity 
violating DIS 

APV =
GF Q2

4
√

2παem

�
a2(x) +

1− (1− y)2

1 + (1− y)2
a3(x)

�

a2(x) =
2

�
q eqg

q
V [qA(x) + q̄A(x)]

�
q e2

q[qA(x) + q̄A(x)]

suppressed 

quark weak vector couplings 

Cloët, Bentz, and Thomas, PRL 109, 182301 (2012) 

Avoids complications due to hadronization 
issues 
CBT model predicts 5% effect at x=0.6 
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Measuring Flavor Dependence with 
PVDIS 

CTEQ5
CTEQ5 - flavor dep.
MRST
MRST - flavor dep.

x

a2
A

u/a
2 D
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Q2=10 GeV2 

Au/2H 
Experimentally – simpler to 
measure super-ratio  
 Certain systematics are 
reduced (beam polarization) 
 Less sensitivity to absolute 
value of weak vector couplings 

Note that even the “no flavor 
dependence” calculation not 
identically 1.0 
  Must compare experimental 
result to the “naïve” estimate 
  Naïve estimate has some 
dependence on nucleon PDFs 
  May be non-negligible 
contribution to uncertainty 
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PVDIS at JLab 

SOLID experiment at JLab (P. Souder, spokesperson) – use PVDIS to look for 
physics beyond Standard Model, d/u at large x 
 awarded 169 days for H and D running 
 no time for solid target running (flavor dependent EMC) requested yet 

New solenoidal 
spectrometer Proposed kinematic coverage and statistical 

precisions 
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Flavor Dependence with inclusive DIS 
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Several alternatives for accessing 
flavor dependence of EMC effect 

 Pion DY @ COMPASS: sufficient 
statistical precision at large x? 
 SIDIS @ JLab: hadron attenuation 
and factorization concerns 
 PVDIS @ JLab: SOLID experiment 
requires significant $, long time scale 

Would like something “easy” that 
can be done on a short time scale 

Inclusive DIS on nucleus with same A 
and ρ but different ratio N/Z 
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Flavor dependence from 40Ca and 48Ca 

40Ca/48Ca Relative Norm. (1.4%)

40Ca48Ca - no isoscalar dependence48Ca - with isoscalar dependence

0.8

1

1.2

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

CBT model predicts a 
~3% effect for 48Ca at 
x=0.6 
 N/Z = 1.4 

Assuming no flavor 
dependence, difference 
between 40Ca and 48Ca 
should be less than < 1% 

Will be measured at JLab 
@ 12 GeV 

E12-10-008 
Spokespersons: Arrington, 
Gaskell, Daniel  

x 

σA/σD 
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E12-06-118: The MARATHON experiment 

EMC effect with A=3 mirror nuclei 

Spokespeople: G. Petratos, J. Gomez, R. Holt, R. Ransome	



 “Free” n/p (d/u) ratios extracted using “known” corrections to difference in 
EMC effect in 3He/3H; additional flavor dependence could impact extraction 



41 

E12-10-008 and E12-06-105 
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Hall C experiments will 
provide more inclusive 
data 
 E12-06-105 x>1 
 E12-10-008 EMC Effect 

Will provide additional 
data on light and medium-
heavy targets 
 2H, 3He, 4He 
 6Li, 7Li, Be, 10B,11B, C 
 Al, 40Ca, 48Ca, Cu 

First running in Hall C after completion of 
12 GeV Upgrade  will include a few days 
for EMC/x>1 measurements on 10B, 11B, 
and Al (parasitic) 
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E12-11-107: In-Medium Structure 
Functions 

Measure structure function of high momentum 
nucleon in deuterium by tagging the spectator 
 Final state interactions cancelled by taking 
double ratios 
 Requires new, large acceptance proton/neutron 
detector at back angles 

d(e,e’p) 
Spokespersons: O. Hen, L. Weinstein, 
S. Gilad, S. Wood 
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Light to Heavy Nuclei 

•  New JLab data, new method of 
characterizing “size” of EMC effect gave 
insight into nuclear dependence of EMC 
effect.  
– Same dependence observed for A/D ratios at x>1 
– Correlation between EMC effect and SRCs 
–  Local density vs. high virtuality  flavor 

dependence? 
•  Some interesting effects have also been 

observed for heavy targets 
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JLab E03103 – Heavy Targets 
E03-103 also measured EMC ratios for Cu and Au – analysis at the 
relatively low 6 GeV beam energy complicated by Coulomb Corrections 

e	



e’	



p 
n 

Electrons scattering from nuclei can 
be accelerated/decelerated in the 
Coulomb field of the nucleus 

 This effect is NOT part of the 
hadronic structure of the nucleus we 
wish to study 
 Important to remove/correct for 
apparent changes in the cross 
section due to Coulomb effects 

In a very simple picture – Coulomb field induces a change in kinematics in the 
reaction 

Ee  Ee + V0  

Ee’ Ee’ – V0  
V0=3α(Z-1)/2R 

Electrostatic 
potential energy at 
center of nucleus 
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Coulomb Corrections in QE Processes 
Importance of Coulomb Corrections in quasi-elastic processes well known 

   Gueye et al., PRC60, 044308 (1999) 

Distorted Wave Born Approximation calculations are possible – but difficult to apply to 
experimental cross sections 
 Instead use Effective Momentum Approximation (EMA) tuned to agree with DWBA 
calculations 
EMA:           Ee  Ee + V0      Ee’ Ee’ – V0    with “focusing factor”  F2 = (1-V0/E)   
                   V0  (4/5)V0, V0=3α(Z-1)/2R 

[Aste et al, Eur.Phys.J.A26:167-178,2005,  Europhys.Lett.67:753-759,2004] 

V0 = 10 MeV for Cu, 20 MeV for Au 
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E03103: EMC Effect in Gold 

No Coulomb Corrections applied 

σA/σD  for Gold 
A=197 Z=79 

SLAC E-139 
Ee ~ 8-25 GeV 
Ee’ ~4-8 GeV 

JLab E03-103 
Ee ~ 6 GeV 
Ee’ ~1-2 GeV 
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E03103: EMC Effect in Gold 

σA/σD  for Gold 
A=197 Z=79 

SLAC E-139 
Ee ~ 8-25 GeV 
Ee’ ~4-8 GeV 

JLab E03-103 
Ee ~ 6 GeV 
Ee’ ~1-2 GeV 

with Coulomb Corrections (both data sets)  
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RA-RD 

€ 

dσ
dΩdE / =

4α 2(E / )2

Q4ν
F2(ν,Q

2)cos2 θ
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+
2
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F1(ν,Q
2)sin2 θ

2
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⎤ 
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Quark distribution functions 

Measurements of EMC effect often assume σA/σD = F2
A/F2

D   
 this is true if R=σL/σT  is the same for A and D 

€ 

dσ
dΩdE '

= Γ σT (ν,Q
2) + εσ L (ν,Q

2)[ ] F1 α σT    F2 linear combination of σT and σL 

E139 data mostly at large ε – JLab data at small ε  if RA ≠ RD, this 
might explain the difference 

 Motivated us to re-examine earlier experiments that measured 
nuclear dependence of R 

E03103 shows good agreement with E139 data for smaller A 
 agreement not as good for heavier targets. Why? 



49 

SLAC E140: RA-RD 

[E140 Phys. Rev. D 49 5641 (1993)] 

E140 measured ε dependence of 
cross section ratios σA/σD for 

x=0.2, 0.35, 0.5 
Q2 = 1.0, 1.5, 2.5, 5.0 GeV2 

Iron and Gold targets 

RA – RD consistent with zero within 
errors 

No Coulomb corrections were applied 

Large ε  data: Ee ~ 6-15 GeV   Ee’ ~ 3.6-8 GeV 
Low ε  data:    Ee ~ 3.7-10 GeV   Ee’ ~ 1-2.6 GeV 
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RA-RD: E140 Re-analysis 
Re-analyzed E140 data using 
Effective Momentum Approximation 
for published “Born”-level cross 
sections 
 Total consistency requires 
application to radiative corrections 
model as well  

RA-RD = -2E-4 +/- 0.02 

RA-RD = -0.03 +/- 0.02 

Including Coulomb Corrections 
yields result 1.5 σ  from zero when 
averaged over x 
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RA-RD at x=0.5 

RA-RD = -0.035 +/- 0.042 

No Coulomb Corrections 

Interesting result from E140 re-
analysis motivated more 
detailed study 
  x=0.5, Q2=5 GeV2 

  Include E139 Fe data 
  Include JLab data  
       Cu, Q2=4-4.4 GeV2 

Normalization uncertainties 
between experiments treated 
as extra point-to-point errors 

No Coulomb Corrections  
combined analysis still yields  
RA-RD ~ 0 
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RA-RD at x=0.5 

with Coulomb Corrections 

Interesting result from E140 re-
analysis motivated more 
detailed study 
  x=0.5, Q2=5 GeV2 

  Include E139 Fe data 
  Include JLab data  
       Cu, Q2=4-4.4 GeV2 

Normalization uncertainties 
between experiments treated 
as extra point-to-point errors 

RA-RD = -0.084 +/- 0.040 

Application of Coulomb Corrections  RA-RD 2 σ from zero 
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JLab Hall C E02-109/E04-001/E06-009 

2007 Nuclear target ratios 
 300 LT separations for  
RA-RD for Q2>1.5 GeV2 

F2, FL, R on Deuterium and heavier targets 

Additional beam 
energies from 2005 
not shown 

  Precision extraction of separated structure functions on D, Al, C, Fe/Cu 
  Search for nuclear effects in FL, R 
  Neutron and p-n moment extractions (compare to lattice calculations) 
  Allow study of quark-hadron duality for neutron, nuclei separated structure 
functions 
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World Data on RA/RD 
SLAC E140:  PRD 49, 5641 (1994) 
RA-RD for Fe, Au 
Only true Rosenbluth separated 
data 

NMC: 
Phys. Lett. B 294, 120 (1992) 
RCa-RC 
Nucl. Phys. B 481, 23 (1996) 
RSn-RC  
Multiple beam energies, RA-RC 
extracted using Q2 dep. fit at fixed x 

HERMES: 
Phys Lett. B 567, 339 (2003) 
RA/RD for Kr, N, 3He 
Fit ε dependence at fixed x for 
single beam energy (changing Q2) 
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Other Hints of non-zero RA-RD 
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NMC: RSn-RC

NMC: RCa-RC

SLAC: RAu-RFe

SLAC: RFe-RD

RSn-RC=0.04

RSn-RC=0.3 RN

EPS09
HKN07

nDS
RSn – RC = 0.040 +/- 0.026 (stat) +/- 0.020 (sys) 

 Averaged over x=0.0125 – 0.45 
 <Q2> = 10 GeV2 

NMC results for RSn-RC systematically larger than zero 

What are the consequences for A/D 
ratios for F1 and F2 if this is true? 

V. Guzey et al, PRC 86 045201 (2012) 
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Consequences of RA-RD >0  
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V. Guzey et al, PRC 86 045201 (2012) 

F1 ratio purely transverse 

Anti-shadowing disappears for F1 ratio, 
remains for F2 

Anti-shadowing from longitudinal photons? 

More discussion in Thia Keppel’s talk next week 
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A Dependence of Anti-quark 
Distributions 

D.M. Alde et al., PRL64: 2479 (1990) 

•  Drell-Yan process sensitive  
  to anti-quark distributions in    
  the target  
•  E772 measured no A 
  dependence over limited x 
  range, with limited precision 
•  E906 will measure up to x=0.4 

!+

!-p (beam)

N (target)

x1 q
x2 q

_ *
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A Dependence of Anti-quark 
Distributions 

•  Drell-Yan process sensitive  
  to anti-quark distributions in    
  the target  
•  E772 measured no A 
  dependence over limited x 
  range, with limited precision 
•  E906 will measure up to x=0.4 

!+

!-p (beam)

N (target)

x1 q
x2 q

_ *

E906 underway … 
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Nuclear Dependence of R 
•  Conventional wisdom was that there was little or no difference 

between R in heavy nuclei and free nucleon 
•  Recent JLab data suggests RA-RD < 0 at large x 

–  Alternatively, Coulomb Corrections are not under control 
–  Better calculations and/or experimental tests needed 

•  Re-examination of high energy NMC data suggests RA-RD>0 
–  How can this be consistent with JLab + SLAC data? 
–  Q2 dependent? Problems with either data set?  

•  More data is needed – a systematic study over  
large range of Q2 and x 
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Summary 
•  The EMC effect has been with us for 30 years and 

motivated intense experimental (and theoretical) study 
•  Amazingly, it seems there is still much to learn 

–  What is the link between SRCs and the EMC effect? 
–  Does the EMC effect depend on quark flavor? 
–  Does σA/σD = F2

A/F2
D  for all x and Q2 

•  Many of these questions will be addressed at JLab 
after the 12 GeV upgrade 

•  Issues I did not discuss 
–  Polarized EMC effect 
–  Low x measurements   EIC 
–  Several other processes that aim to quantify the 

modification of nucleons in the nucleus 


