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FLASH as a tool for studying CCSNe

EOS effects in simulations with parametric 
neutrino heating in 1D and 2D

Beyond 2D

Magnetorotational CCSN
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                                The FLASH code
1. Parallel, adaptive-mesh refinement (AMR) code
2. Block structured AMR; a block is the unit of computation
• Originally designed for compressible reactive flows
• Can solve a broad range of (astro)physical problems
• Portable: runs on many massively-parallel systems
• Scales and performs well
• Fully modular and extensible: components can be combined 

to create many different applications
• Well defined auditing process
• Extensive user base

Friday, July 6, 12



FLASH v4.0

Fryxell et al. (2000) - My FLASH CCSN 
application shares no lines of code in common 
with F00.

We are preparing a new ‘FLASH’ paper: Lee, 
SMC, et al. (in prep).  See also A. Dubey et 
al. (2009).

Open-source. Get it at: flash.uchicago.edu

User contributions accepted!
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FLASH v4.0
Directionally-unsplit staggered mesh MHD 
solver with constrained transport

Ideal and non-ideal MHD

Reconstruction orders: 1 (Godunov), 2 
(MUSCL-Hancock), 3 (PPM), 5 (WENO)

Multiple slope limiters and Riemann solvers 
(HLL, HLLC, HLLD, Roe, Lax-Friedrichs,...)

New multipole Poisson solver.  Significantly 
faster, more accurate and efficient.

Multigroup FLD with HYPRE linear algebra
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FLASH v4.0 for CCSNe
Extension of unsplit solvers to spherical and 
cylindrical geometries

Addition of 1.5D and 2.5D rotation

Finite temperature EOS (via E. O’Connor, 
stellarcollapse.org)

Neutrino ‘lightbulb’ heating/cooling

Deleptonization a la Liebendorfer (2005)

And new this week: Ray-by-Ray Neutrino 
Leakage (from GR1D, E. O’Connor)
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3D CCSNe Simulations 
Require Petascale Computing!
About 70 million zones in 3D (1% angular/radial 
resolution)

Argonne Leadership Computing Facility: Intrepid (557 
Tera-FLOP BG/P) and next year, Mira (10 Peta-FLOP 
BG/Q)
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First Steps: The influence of EOS 
in parameterized simulations 

(Couch 2012)

C = 1.399⇥ 1020

✓
T

2 MeV

◆6

(Yp + Yn)e�⌧⌫e

H = 1.544⇥ 1020
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T⌫e

4 MeV
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⇥
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3 EOS in 1D and 2D with s15s7b2: 
HShen and Lattimer & Swesty (K=180,220 MeV)
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HShen, L=1.7e52
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HShen, L=1.7e52
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8 COUCH

Figure 9. Same as Fig. 7 except at 600 ms post-bounce.

L=1.3e52, 600 ms post-bounce:
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2D is significantly easier than 
1D

LS curves are lower than 
STOS

LS180 is lower than LS220
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Not quite.
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Why do the explosion times depend 
on EOS?

Difference in alpha-particle abundance causing 
difference in (Yp+Yn)? Tried (1.-YH)2 in heating/cooling 
terms.  No qualitative change.

Difference in buoyant convection/turbulence? Look at 
optical depth through gain region (Murphy, Burrows, & 
Dolence 2012): Ek ⇠ L⌫e⌧
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Why do the explosion times depend 
on EOS?

Difference in alpha-particle abundance causing 
difference in (Yp+Yn)? Tried (1.-YH)2 in heating/cooling 
terms.  No qualitative change.

Difference in buoyant convection/turbulence? Look at 
optical depth through gain region (Murphy, Burrows, & 
Dolence 2012): Ek ⇠ L⌫e⌧

Could be due to different development of the SASI.  
The softer LS EOS produce more compact, denser 
PNS and advective deceleration regions.  Thus, 
acoustic wave generation is more efficient.  Denser 
PNS are better sonic transducers.
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Looking into 3D

Simulations not done, so sorry, no conclusions 
yet.
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What I’d like to do next...
Magnetic, rotating progenitors!

How important could MR be for normal 
supernovae? Aiding neutrinos, shaping 
explosions, driving explosions?

How does MR affect the SASI, convection, 
and turbulence in a range of progenitors?

What is the threshold in initial P/B above 
which MR is important?

Can we better capture the important 
dynamics of unresolved amplification 
mechanisms?
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Important implications for 
initial spin and B-field of 
neutron stars

Possible r-process site (e.g. 
Winteler et al. 2012)

Connection to GRBs

Possible explanation for 
observational evidence of 
bipolar SNe (but see, e.g., 
Hammer et al. 2010)

Rotation and Magnetic Fields Are Important!
The Astrophysical Journal Letters, 750:L22 (5pp), 2012 May 1 Winteler et al.

nucleosynthesis results. Section 4 is devoted to a discussion of
uncertainties and an outlook on future investigations.

2. 3D MHD-CCSN MODEL

The calculation presented here was performed with the
computational setup similar to our previous investigations
(Liebendörfer et al. 2005; Scheidegger et al. 2010). The ini-
tially innermost (600 km)3 of the massive star are covered by
a 3D Cartesian domain uniformly discretized by 6003 cells,
resulting in a 1 km resolution, which is embedded in a spheri-
cally symmetric domain encompassing the iron core and parts
of the silicon shell. The magnetic fluid is evolved with the FISH
code (Käppeli et al. 2011), solving the ideal MHD equations.
The spherically symmetric domain is evolved with the AGILE
code (Liebendörfer et al. 2002). The gravitational potential is
approximated by an effective axisymmetric mass distribution
that includes general relativistic monopole corrections (Marek
et al. 2006). We use the Lattimer & Swesty (1991) EoS with nu-
clear compressibility 180 MeV. We have included a Lagrangian
component in the form of tracer particles which are passively
advected with the flow. They record the thermodynamic con-
ditions of a particular fluid element and serve as input to the
post-processing nucleosynthesis calculations.

The transport of the electron neutrinos and anti-neutrinos is
approximated by a 3D spectral leakage scheme, based on pre-
vious gray leakage schemes (Rosswog & Liebendörfer 2003
and references therein). The neutrino energy is discretized with
12 geometrically increasing energy groups spanning the range
Eν = 3–200 MeV. The amount of energy and particles locally
released is calculated for each bin as an interpolation between
the diffusive rates and the (free streaming) production rates, de-
pending on the local neutrino optical depth. For the computation
of the spectral optical depth we have used a ray-by-ray axisym-
metric approximation, calculated on a polar grid encompassing
the full 3D Cartesian domain discretized uniformly with 1 km
radial spacing and 30 angular rays covering the full [0,π ] realm.
All fundamental neutrino reactions have been included (neutrino
scattering on nucleons and nuclei, neutrino absorption/emission
on nucleons and nuclei), providing detailed spectral emissivities
and opacities (Bruenn 1985). Inside the neutrinosphere, weak
equilibrium is assumed and trapped neutrinos are modeled ac-
cordingly; outside of it, no explicit absorption is considered.
Thus we can only follow neutrino emission and the associated
neutronization of matter. However, the up-to-now microphys-
ically most complete two-dimensional axisymmetric study of
MHD-CCSN with multi-group flux-limited diffusion neutrino
transport performed by Burrows et al. (2007) has shown that
neutrino heating contributes only 10%–25% to the explosion
energy and is therefore subdominant. This justifies our prag-
matic approach at first.

We employed the pre-collapse 15 M! model of Heger et al.
(2005). Although the model provides profiles for rotation and
magnetic fields, we use an analytic prescription for their dis-
tributions and we will comment on this choice in Section 4.
The initial rotation law was assumed to be shellular with
Ω(r) = Ω0R

2
0/(r2 + R2

0), Ω0 = π s−1 and R0 = 1000 km
corresponding to an initial ratio of rotational energy to gravi-
tational binding energy Trot/|W | = 7.63 × 10−3. For the mag-
netic field we have assumed a homogeneous distribution of
a purely poloidal field throughout the computational domain
of strength 5 × 1012 G corresponding to an initial ratio of
magnetic energy to gravitational binding energy Tmag/|W | =
2.63 × 10−8.

Figure 1. 3D entropy contours spanning the coordinates planes with magnetic
field lines (white lines) of the MHD-CCSN simulation ∼31 ms after bounce.
The 3D domain size is 700 × 700 × 1400 km.

The computed model then undergoes gravitational collapse
and experiences core-bounce due to the stiffening of the EoS
above nuclear saturation density. Conservation of angular mo-
mentum in combination with the collapse leads to a massive
spin-up of the core, reaching Trot/|W | = 6.81×10−2 at bounce,
and significant rotationally induced deformations. During the
collapse the magnetic field is amplified by magnetic flux con-
servation reaching a central strength of ∼5 × 1015 G and
Tmag/|W | = 3.02 × 10−4 at bounce. After bounce, differen-
tial rotation winds up the poloidal field very quickly into a very
strong toroidal field, increasing the magnetic energy/pressure at
the expense of rotational energy. Consequently, strongly magne-
tized regions appear near the rotational axis with an associated
magnetic pressure quickly reaching and exceeding that of the
local gas pressure. The Lorentz force then becomes dynami-
cally important and matter near the rotational axis is lifted from
the PNS and drives a bipolar outflow, i.e., jets are launched.
The jets rapidly propagate along the rotational axis and quickly
reach the boundary of the initial 3D domain. In order to follow
the jet propagation further, we have continuously extended the
3D domain to a final size of 700 × 700 × 1400 km at ∼31 ms
after bounce. Figure 1 displays a snapshot at the final time.

The quickly expanding bipolar jets transport energy and
neutron rich material outward against the gravitational attraction
of the PNS. We have estimated the ejected mass Mej =
6.72×10−3 M! and explosion energy Eexp = 8.45×1049 erg by
summing over the fluid cells that are gravitationally unbound.
We defined a fluid cell as unbound if its total specific energy
(internal+kinetic+magnetic+potential) is positive and if the
radial velocity is pointing outward. These are admittedly crude
lower bound estimates and these numbers were still growing at
the end of the simulation.

3. NUCLEOSYNTHESIS

The nucleosynthesis calculations are performed with a new
extended reaction network (Winteler 2011) which represents
an advanced (numerically and physically) update of the
BasNet network (see, e.g., Thielemann et al. 2011). We use
the reaction rates of Rauscher & Thielemann (2000; for the
FRDM mass model). We use the same weak interaction rates

2

Winteler et al. 2012
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Magnetorotational CCSNe

Explosions by MHD jets first suggested by 
LeBlanc & Wilson (1970). Explored further in 
Meier et al. (1976)

Possible importance revisited by Wheeler et 
al. (2000,2002).

Recent work by Burrows et al. (2007) and 
Takiwaki et al. (2009) in 2D, Winteler et al 
(2012) in 3D.

E
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Magnetorotational SNe

coextensive with the magnetically driven jet. Figure 5 clearly
shows the liftoff of the corkscrewing Lagrangian parcels as ro-
tation transitions into spiraling ejection, and then, at larger radii,
into a directed jet. In addition, in model M15B11UP2A1H the ra-
dius of the shock in the equatorial regions is larger. This is because
the equatorial magnetic pressures achieved there at a given time
are larger than in model M15B11DP2A1H. This, in turn, is due to
the fact that in model M15B11UP2A1H the uniform (‘‘U’’) initial
poloidal field results in larger accreted fields at later times than in
model M15B11DP2A1H, for which the late-time accretion is of
matter from the outer corewhere the initial field decays in the 1/r 3

dipolar manner (x 3). In fact, for model M15B11UP2A1H the
equatorial regions join the explosion at later times. This outcome
is expected eventually for all models, but due to the different mag-
netic field structures andmagnitudes for themodels listed inTable 1,
the times to equatorial explosion will vary greatly from model
to model.

The particle trajectories implied by Figure 5 andmagnetic flux
freezing indicate that the ejected material stretches toroidal field
into poloidal field, in a reverse of what happens during rotational
winding in the inner!20Y150 km. So, in the jet column at large
radii the field has a significant poloidal component.

Figure 6 shows radial slices along the poles (solid lines) and
along the equator (dashed lines) of both the poloidal (red ) and
toroidal (black) fields for models M15B11DP2A1H (left panel )
and M15B11UP2A1H (right panel ) at 635 and 585 ms, respec-
tively, after bounce. Since there is no appreciable rotational shear

interior to !10 km, the magnetic fields there have little dynam-
ical effect. It is the fields in the region between!10 and!150 km
that are of consequence, since it is here that the magnetic tower
is launched and maintained. Figure 6 and x 2.3 indicate that the
fields achieved in this region in these models are comparable to
what is expected at saturation for a P0 of 2 s (!1015 G). This jus-
tifies our focus on thesemodels when assumingP0 ¼ 2 s, despite
the fact that we underresolve the MRI.
Figure 7 depicts color maps of the poloidal (left panel ) and to-

roidal (right panel ) field distributions in model M15B11UP2A1H,
585 ms after bounce. In both panels, the lines are isopoloidal field
lines and the inner 200 km on a side is shown. The relative extents
of the red and yellow regions demonstrate the dominance of the
toroidal component in the inner zones at these late times well into
the explosion, but the presence of a column of yellow/red (high
field) along the axis in the poloidal plot attests to the conversion
due to stretching by ejected matter of toroidal into poloidal field
(see also Fig. 5). Figure 7 also demonstrates the columnar struc-
ture of this inner region due to both equatorial accretion (and,
hence, pinching) and rotation about the (vertical) axis. However,
it should be made clear that the actual field distributions after sat-
uration are likely to be different, and what they are in detail when
the MRI is fully enabled remains to be determined.
Figure 8 compares maps of the gas pressures (Pgas; left pan-

els) with the magnetic pressures (Pmag; right panels) for models
M15B11DP2A1H (top panels) and M15B11UP2A1H (bot-
tom panels), at various times after their respective explosions

Fig. 4.—Left: Magnetic field lines for model M15B11UP2A1H at 264.5 ms after bounce. The size of the displayed region is 3000 ; 4000 km2. ‘‘Footpoints’’ for the
field lines are randomly distributed in the inner 500Y1000 km, with a denser distribution along the polar axis to probe the region of larger magnetic energy where the
explosion takes place in our simulations. Hence, the crowding offield lines does not correspond directly and accurately to regions of larger magnetic fields.Right: Same as
the left panel, but for model M15B10DP2A1H at 855.5 ms after bounce and on a scale of 6000 km ; 8000 km. Notice how much more tightly the B field is wound.

BURROWS ET AL.424

Burrows et al. 2007
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B-field Amplification in CCSNe

Field compression:  field carried along with 
collapsing plasma: “flux-freezing”

Field winding:  linear process, wraps up field 
lines.  

Possible (small-scale) dynamo

Magnetorotational Instability (MRI):  
exponential growth of initial field.  
Saturation field strengths as high as 1015 - 
1016 G.  Akiyama et al. (2003).

B� ⇡ 2⇡n�Bp

See, e.g., Endeve et al. (2010,2012), Obergaulinger & 
Janka (2011)
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MRI in the Linear Regime
E.g., Balbus & Hawley (1992), Obergaulinger et al. (2009)

Considering only radial gradients, instability criterion: 

gravity buoyancy rotation
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
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Magnetic, Rotating Progenitors

Magnetic torques slow rotation of cores by a 
factor of 30-50 relative to non-magnetic 
progenitors

standard 15 Msun model: 0.2 s-1 (v. 8.0 s-1)

1.5D collapse simulations for 0.2, 1.0, 2.0 s-1

Heger, Woosley, & Spruit (2005)
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2 s-1

1 s-1

0.2 s-1

2 s-1

1 s-1

0.2 s-1
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Magnetic, Rotating Progenitors
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Is (unresolved) MRI 
turbulence important? 
Angular momentum 
transport, viscous 
heating (e.g. 
Thompson et al. 
2003).

Progenitor structure 
is still a big 
uncertainty. Mass 
loss, binarity, etc.

Magnetic, Rotating Progenitors
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Conclusions
FLASH is a great tool for astrophysical 
simulation, and now CCSNe as well

In parametric-neutrino simulations, the time-
to-explosion depends on EOS

Possibly due to enhanced acoustic flux from 
PNS accelerating SASI growth

FLASH 3D parametric simulations on the way!

Magnetorotational effects need further 
study.  Could be very important for certain 
progenitors
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3D Parameterized Models
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Hubble

SN 1987A
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ALL core-collapse SNe are polarized

Higher asymmetries in the cores of explosions

Often show a “dominant 
axis” in Q/U plane - 
indicates an elongated 
explosion

Loops in Q/U plane 
indicate non-axisymmetry

SN Polarization

ANRV352-AA46-12 ARI 25 July 2008 2:5

June 3, 1987 June 3, 1987
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Figure 5
(a) Hα and adjacent continuum on the Q/U plane for SN 1987A on June 3, 1987, at the beginning of the fading from peak. The loop
structure is now especially prominent. (b) He I λ5876 and adjacent continuum on June 3, 1987. The data at approximately 5600 Å and
6200 Å represent the continuum. The He I line shows a large excursion to Q ∼ 0.7% at 5800 Å at absorption minimum. The data at
Q ∼ –1.2% at 6100 Å correspond to the absorption minimum of the adjacent Ba II line. All these features fall closely along the same
locus. The dashed line corresponds to the speckle angle (θ ∼ 16◦) (Meikle et al. 1987) in the negative quadrant and extrapolated into
the positive quadrant as if there were an oblate counterpart to guide the eye. The data have been corrected for the interstellar
polarization given by M. Méndez (private communication) and Jeffery (1991b). Figure adapted from Cropper et al. (1988).

Although the photosphere is still in the hydrogen envelope, the hydrogen clearly, in part, reflects
the dominant asymmetry of the inner regions. A likely cause for this asymmetry is the nonspherical
distribution of the ionization source in the form of a lump of radioactive nickel and cobalt (Chugai
1992). Departures from the dominant axis lead to loops associated with Hα. All the complexities
displayed here are topics for more in-depth study.

The next epoch presented by Cropper et al. (1988) is on June 3, 1987, approximately 100 days
after the explosion, midway through the decline of the light curve to the radioactive tail and about
the time of the jump of the V-band polarization. Figure 5 shows a sample of these data. In the
vicinity of Hα, there is again a distinct extension roughly along the speckle angle, but also an
interesting loop structure that reflects the nonaxisymmetric interplay of the line opacity with the
polarized continuum. The absorption minimum at ∼6400 Å corresponds to the data of the most
extreme positive Q and U. Significant polarization, primarily along the speckle angle, is shown by
Hα up to 1 year after the explosion (Cropper et al. 1988).

The He I λ5876 line and surrounding continuum illustrated in Figure 5b show remarkable
uniformity. The data span Q = 0 at U ∼ –1 with an exceedingly well-defined dominant axis with
position angle θ ∼ 4◦. The displacement to negative U results from the addition of the underlying
continuum that adds a wavelength-independent component to the line polarization (Wang et al.
2003b). The polarization angle of this helium feature is not the speckle angle. The simple single-
axis behavior of the helium line is in stark contrast with that of the Hα feature. Curiously,
the distinct orientation of the He I line is not imprinted in any obvious way on the hydrogen
geometry.

As in so many other ways, SN 1987A was also a canonical event in terms of its polarimetry.
The data deserve a more thorough quantitative study than has been done, or than we can attempt

www.annualreviews.org • Spectropolarimetry of Supernovae 449
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Type IIP Polarization
14 

the other plateau epochs), and then subtracted the result from the Stokes parameters obtained on 

all other epochs.   This resulted in the removal of 

! 

p
ISP
" 0.29% ,

! 

"
ISP

! 

" 20° from the observed data.  

 

Figure 2. Light curve and continuum polarization of SN 2004dj.  Polarization measures are from 

Table 1; error bars are 1! (s.d.) statistical.  Photometry is from data obtained with the 30-inch (0.8-

m) Katzman Automatic Imaging Telescope (KAIT) at Lick Observatory and the 60-inch (1.5-m) 
telescope at Palomar Observatory.  The dashed line represents the expected decline in polarization 

(

! 

p = (t
0
/ t)

2
" p

0
, where 

! 

t0 = 91 days and p0 = 0.558%  from Table 1) during the transition to the 

nebular phase due to the effects of diminishing electron scattering in optically thin, expanding 
ejecta. Note that the age of SN 2004dj at discovery and, hence, the plateau duration, is not well 
constrained by direct observation, as NGC 2403 had just emerged from solar conjunction and the 
most recent reported pre-explosion image was taken over six months earlier

18
. Our adopted 

explosion date of 2004 July 14 results from the spectral analysis of ref. 14, but we note that the 
light-curve modeling of ref. 19 yields an explosion date 31 days earlier.  If the earlier date were 
adopted, the estimated plateau duration would increase from ~70 to ~100 days.  

 

 

SN 2004dj

Leonard et al. 2006

Friday, July 6, 12



What Do the 
Observations Tell Us?

Massive stars explode all the time, with energies 
around 1051 erg!

They are NOT spherically-symmetric

They often show general ‘bi-polarity’ with significant 
non-axisymmetry and time-dependent polarization.

They leave remnants that often have high kick 
velocities and strong magnetic fields.

Some CCSNe are associated with GRBs.

Mixing & overturn commonly indicated.
Friday, July 6, 12
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Table 1
Explosion Times and Accretion Rates

Lνe,ν̄e Model texp Ṁexp Model texp Ṁexp Model texp Ṁexp

(1052 erg s−1) 1D (ms) (M" s−1) 2D (ms) (M" s−1) 3D (ms) (M" s−1)

1.7 1d:L_1.7 · · · . . . 2d:L_1.7 · · · · · · 3d:L_1.7 415 0.28
1.8 2d:L_1.8 · · · · · ·
1.9 1d:L_1.9 · · · · · · 2d:L_1.9 1045 0.14 3d:L_1.9 254 0.41
1.95 2d:L_1.95 444 0.24
2.0 1d:L_2.0 · · · · · · 2d:L_2.0 240 0.29
2.1 1d:L_2.1 · · · · · · 2d:L_2.1 229 0.33 3d:L_2.1 154 0.54
2.3 2d:L_2.3 217 0.39
2.5 1d:L_2.5 748 0.15 2d:L_2.5 174 0.43
2.6 1d:L_2.6 679 0.18 2d:L_2.6 165 0.48
2.7 1d:L_2.7 568 0.21 2d:L_2.7 163 0.49
2.8 1d:L_2.8 365 0.27 2d:L_2.8 155 0.53
2.9 1d:L_2.9 178 0.41
3.0 1d:L_3.0 168 0.47
3.1 1d:L_3.1 159 0.51

Notes. The explosion time, texp, is calculated when the average shock radius, 〈Rshock〉, reaches 400 km and does not recede during
subsequent evolution. The accretion rate at the time of explosion is calculated just exterior to the shock where the infalling envelope is
spherical and is given by Ṁexp = 4πρvr2. A “. . .” indicates that the model did not explode during the allotted maximum simulation
time (1.4 s). The bold numbers are those for models which both exploded within 1.4 s and were calculated in either both 1D and 2D or
both 2D and 3D. As this table indicates that there were models that were calculated in 1D, 2D, and 3D, but the corresponding 1D models
did not explode within 1.4 s.
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Figure 1. Critical curves in electron–neutrino driving luminosity (Lνe ) vs.
accretion rate (Ṁ) for calculations performed in 1D (black), 2D (blue), and
3D (red). The luminosity is in units of 1052 erg s−1 and the mass accretion
rate (Ṁ) is in solar masses per second. Importantly, we include results in 3D.
Note that the driving electron neutrino luminosity is always accompanied by an
associated anti-electron neutrino luminosity (Lν̄e ). See Section 4 for a discussion
of the meaning of this plot and its salient features.
(A color version of this figure is available in the online journal.)

corresponding 2D curve, which is in turn ∼30% below the 1D
curve. Moreover, the advantage of going to 3D is larger for
higher driving luminosities. The upshot is that the magnitude
of the driving neutrino luminosity necessary to “supernova” a
given core for a given mass accretion rate through the shock is
reduced in going from 1D to 3D by ∼40%–50%, a rather large,
perhaps enabling, effect.

Note that in our study each run is performed for a given
neutrino and anti-neutrino luminosity, while the accretion rate
onto the inner core evolves with time, running from high to low
values of Ṁ in a way determined by the initial inner density
profile of the chosen progenitor star (in this case the 15 M"
progenitor of Woosley & Weaver 1995). Hence, the Ṁ is not

fixed during a run and if another progenitor model had been
chosen the temporal evolution of Ṁ would have been different.
When the Ṁ reaches the value for a given fixed Lνe

at which the
core explodes, we identify this Lνe

− Ṁ pair as a point on the
critical curve (Figure 1). Performing this exercise for a range
of luminosities maps out the corresponding critical curve in
whatever number of dimensions is being studied.

Since before explosion the trajectory in Lνe
(t) − Ṁ(t) space

followed by a given progenitor is a weak function of dimen-
sion, depending mostly on the initial progenitor density profile,
which in turn determines Ṁ and thereby the inner core density,
temperature, and Ye profiles (given an EOS, a neutrino trans-
port algorithm, and quasi-hydrostatic equilibrium), changing the
dimension of a simulation is not met with significant compensat-
ing shifts in the actual Lνe

(t) versus Ṁ(t) trajectory with which
to compare our critical curves. The result is an undiminished
and monotonic advantage at higher dimensions of significant
magnitude. The effect of dimension is seen to be not merely a
few percent, but nearly a factor of 2 in a central aspect of the
collapse context, the driving neutrino luminosity. This new re-
sult leads us to suggest that lack of access to 3D computational
capabilities has been a major retarding factor in progress during
the last few decades toward the solution to the core-collapse
supernova problem.

Plotted in Figure 2 are various curves depicting the temporal
evolution of the average radius of the shock (in kilometers) for
various driving electron neutrino luminosities and for simula-
tions in 1D, 2D, and 3D. This figure shows that for luminosities
for which the 1D and 2D model shocks remain stagnant for
long periods, the 3D models explode much earlier. For instance,
at Lνe

= 1.9 × 1052 erg s−1, in 1D the core does not explode
even after 1.4 s, the 2D core explodes after around ∼0.8–1.0 s,
but the 3D core explodes only after ∼250 ms. In all cases, the
time to explosion (if there is an explosion) is shorter at higher
dimension than at lower dimension. Bruenn et al. (2006, 2009)
witness explosions in all their recent 2D simulations, but these
results have not been reproduced by others (cf. Marek & Janka
2009). Moreover, all their explosions pile up at similar early
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Figure 5. Mass-weighted average entropy in the gain region vs. time after
bounce (in seconds) for the 1D (black), 2D (blue), and 3D (red) models with
Lνe = 1.9 × 1052 erg s−1. This figure, representative of corresponding figures
at other driving luminosities, demonstrates the higher entropies achieved in the
gain region behind the shock in going to 3D. After ∼0.2 s after bounce, the
difference between the 2D and 3D model-average entropies is ∼1.5 units. See
Section 4 for a discussion of the meaning and relevance of this figure.
(A color version of this figure is available in the online journal.)

obtained in 2D in this paper and by others (Blondin et al. 2003;
Bruenn et al. 2006, 2009; Burrows et al. 2006, 2007d; Buras et al.
2006a, 2006b; Marek & Janka 2009). Rather, the free energy
available to power instabilities seems to be shared by more and
more degrees of freedom as the dimension increases (Iwakami
et al. 2008). In 1D, as demonstrated by Murphy & Burrows

(2008), one sees a strong radial oscillation when the luminosity
is near critical. However, 2D models do not manifest this radial
mode, but instead execute an " = 1,m = 0 dipolar oscillation.
In 3D, this dipolar oscillation exists (Blondin & Mezzacappa
2007; Fernandez 2010), but in the linear limit competes with
the m = {−1, 1} modes. The " = 1,m = 0 mode is even less in
evidence in the nonlinear limit, which is achieved early in our
simulations. Hence, the strong dipolar symmetry seen in 2D and
identified as the fundamental characteristic of the “SASI” may
not survive in 3D. At the very least, the " = 1,m = 0 mode does
not dominate in our non-rotating 3D models. Whether rotation
can change this conclusion remains to be seen (Guilet et al.
2010).

5. CONCLUSIONS

In this paper, we have performed 1D, 2D, and 3D numerical
simulations of the collapse, bounce, and explosion of a massive-
star core to isolate the effect of spatial dimension in the
context of the neutrino heating mechanism of core-collapse
supernova explosions. We have found that both the viability
of explosion (measured by the driving neutrino luminosity
needed to overcome a given mass accretion rate at the shock
and its associated accretion pressure tamp) and the position of
the “critical curve” are monotonically increasing functions of
dimension, with 3D more viable than 2D by 15%–25% and 3D
more viable than 1D by almost a factor of 2. Some had thought
that 3D would prove similar to 1D, but our calculations do not
support this expectation. Moreover, we have discovered that the
time to explosion is significantly shorter in 3D than 2D, all else
being equal. These results suggest that a key missing ingredient

Figure 6. Blast morphology. These panels depict an evolutionary sequence (top left, top right, bottom left, and bottom right) of the Lνe = 1.9 × 1052 erg s−1 model
in 3D. The top left panel depicts a phase well before the onset of explosion. The two surfaces in each panel are ρ = 1012 g cm−3 (blue interior) and Ye = 0.47 (outer)
for four different times after bounce (0.156, 0.201, 0.289, and 0.422 s). The scale is more than 2000 km on a side. Note that the crude axis of the explosion is not
along any of the three Cartesian directions and that there is no obvious " = 1 asymmetry. See Section 5 for a discussion of the possible implications of this figure and
of Figure 3 for the relevance of the " = 1,m = 1 “SASI” mode in the context of core-collapse supernovae.
(A color version of this figure is available in the online journal.)
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Fig. 2.— Critical curves for the electron-neutrino luminosity (Lνe ) versus mass accretion rate (Ṁ) (left plot) and versus explosion time texp (right plot) for

simulations in 1D (black), 2D (blue), and 3D (red) with standard resolution. The accretion rate is measureed just outside of the shock at the time texp when the
explosion sets in. The results of the 11.2M! models are represented by plus symbols and those of the 15M! models by diamonds. All models were computed
with standard resolution.
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Fig. 3.— Time evolution of the average shock radius as function of the post-
bounce time tpb for simulations in one (thin dashed lines), two (thin solid
lines), and three dimensions (thick lines). The shock position is defined as
the surface average over all angular directions. The top panel shows results
for the 11.2M! progenitor and the bottom panel for the 15 M! progenitor, all
obtained with our standard resolution. Different electron-neutrino luminosi-
ties (labelled in the plots in units of 1052 erg s−1) are displayed by different
colors.

sion by 15–25% compared to the 2D case.
Despite the basic agreement of the outcome of these investi-

gations it should be kept in mind that it is not ultimately clear
whether the simple concept of a critical threshold condition
separating explosions from failures (and the dependences of
this threshold on dimension and rotation for example) holds
beyond the highly idealized setups considered in the men-

tioned works. None of the mentioned systematic studies by
steady-state or hydrodynamic models was able to include ad-
equately the complexity of the feedback between hydrody-
namics and neutrino transport physics. In particular, none of
these studies could yield the proof that the non-existence of
a steady-state accretion solution for a given combination of
mass accretion rate and neutrino luminosity is equivalent to
the onset of an explosion. The latter requires the persistence
of sufficiently strong energy input by neutrino heating for a
suffiently long period of time. This is especially important
because Pejcha & Thompson (2011) showed that the total en-
ergy in the gain layer is still negative even in the case of the
limiting accretion solution that corresponds to the critical lu-
minosity. Within the framework of simplified modeling se-
tups, however, the question cannot be answered whether such
a persistent energy input can be maintained in the environ-
ment of the supernova core.

Following the previous investigations by
Murphy & Burrows (2008) and Nordhaus et al. (2010)
we performed hydrodynamical simulations that track the
post-bounce evolution of collapsing stars for different, fixed
values of the driving neutrino luminosity. Since the mass
accretion rate decreases with time according to the density
profile that is characteristic of the initial structure of the
progenitor core (see Fig. 1 for the 11.2 and 15M! stars
considered in this work), each model run probes the critical
value of Ṁexp at which the explosion becomes possible for
the chosen value of Lν = Lνe = L νe . The collection of
value pairs (Ṁexp,Lνe) defines a critical curve Lν(Ṁ). These
are shown for our 1D, 2D, and 3D studies with standard
resolution for both progenitor stars in the left panel of Fig. 2
and in the case of the 15M! star can be directly compared
with Fig. 1 of Nordhaus et al. (2010). Table 1 lists, as a
function of the chosen Lνe , the corresponding times texp when
the onset of the explosion takes place and the mass accretion
rate has the value of Ṁexp. The post-bounce evolution of a
collapsing star proceeds from high to low mass accretion rate
(Fig. 1), i.e., from right to left on the horizontal axis of the
left panel of Fig. 2. When Ṁ reaches the critical value for
the given Lνe , the model develops an explosion. The right
panel of Fig. 2 visualizes the functional relations between the
neutrino luminosities Lνe and the explosion times texp for both
progenitors and for the simulations with different dimensions.
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Table 1
Explosion Times and Accretion Rates

Lνe,ν̄e Model texp Ṁexp Model texp Ṁexp Model texp Ṁexp

(1052 erg s−1) 1D (ms) (M" s−1) 2D (ms) (M" s−1) 3D (ms) (M" s−1)

1.7 1d:L_1.7 · · · . . . 2d:L_1.7 · · · · · · 3d:L_1.7 415 0.28
1.8 2d:L_1.8 · · · · · ·
1.9 1d:L_1.9 · · · · · · 2d:L_1.9 1045 0.14 3d:L_1.9 254 0.41
1.95 2d:L_1.95 444 0.24
2.0 1d:L_2.0 · · · · · · 2d:L_2.0 240 0.29
2.1 1d:L_2.1 · · · · · · 2d:L_2.1 229 0.33 3d:L_2.1 154 0.54
2.3 2d:L_2.3 217 0.39
2.5 1d:L_2.5 748 0.15 2d:L_2.5 174 0.43
2.6 1d:L_2.6 679 0.18 2d:L_2.6 165 0.48
2.7 1d:L_2.7 568 0.21 2d:L_2.7 163 0.49
2.8 1d:L_2.8 365 0.27 2d:L_2.8 155 0.53
2.9 1d:L_2.9 178 0.41
3.0 1d:L_3.0 168 0.47
3.1 1d:L_3.1 159 0.51

Notes. The explosion time, texp, is calculated when the average shock radius, 〈Rshock〉, reaches 400 km and does not recede during
subsequent evolution. The accretion rate at the time of explosion is calculated just exterior to the shock where the infalling envelope is
spherical and is given by Ṁexp = 4πρvr2. A “. . .” indicates that the model did not explode during the allotted maximum simulation
time (1.4 s). The bold numbers are those for models which both exploded within 1.4 s and were calculated in either both 1D and 2D or
both 2D and 3D. As this table indicates that there were models that were calculated in 1D, 2D, and 3D, but the corresponding 1D models
did not explode within 1.4 s.
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Figure 1. Critical curves in electron–neutrino driving luminosity (Lνe ) vs.
accretion rate (Ṁ) for calculations performed in 1D (black), 2D (blue), and
3D (red). The luminosity is in units of 1052 erg s−1 and the mass accretion
rate (Ṁ) is in solar masses per second. Importantly, we include results in 3D.
Note that the driving electron neutrino luminosity is always accompanied by an
associated anti-electron neutrino luminosity (Lν̄e ). See Section 4 for a discussion
of the meaning of this plot and its salient features.
(A color version of this figure is available in the online journal.)

corresponding 2D curve, which is in turn ∼30% below the 1D
curve. Moreover, the advantage of going to 3D is larger for
higher driving luminosities. The upshot is that the magnitude
of the driving neutrino luminosity necessary to “supernova” a
given core for a given mass accretion rate through the shock is
reduced in going from 1D to 3D by ∼40%–50%, a rather large,
perhaps enabling, effect.

Note that in our study each run is performed for a given
neutrino and anti-neutrino luminosity, while the accretion rate
onto the inner core evolves with time, running from high to low
values of Ṁ in a way determined by the initial inner density
profile of the chosen progenitor star (in this case the 15 M"
progenitor of Woosley & Weaver 1995). Hence, the Ṁ is not

fixed during a run and if another progenitor model had been
chosen the temporal evolution of Ṁ would have been different.
When the Ṁ reaches the value for a given fixed Lνe

at which the
core explodes, we identify this Lνe

− Ṁ pair as a point on the
critical curve (Figure 1). Performing this exercise for a range
of luminosities maps out the corresponding critical curve in
whatever number of dimensions is being studied.

Since before explosion the trajectory in Lνe
(t) − Ṁ(t) space

followed by a given progenitor is a weak function of dimen-
sion, depending mostly on the initial progenitor density profile,
which in turn determines Ṁ and thereby the inner core density,
temperature, and Ye profiles (given an EOS, a neutrino trans-
port algorithm, and quasi-hydrostatic equilibrium), changing the
dimension of a simulation is not met with significant compensat-
ing shifts in the actual Lνe

(t) versus Ṁ(t) trajectory with which
to compare our critical curves. The result is an undiminished
and monotonic advantage at higher dimensions of significant
magnitude. The effect of dimension is seen to be not merely a
few percent, but nearly a factor of 2 in a central aspect of the
collapse context, the driving neutrino luminosity. This new re-
sult leads us to suggest that lack of access to 3D computational
capabilities has been a major retarding factor in progress during
the last few decades toward the solution to the core-collapse
supernova problem.

Plotted in Figure 2 are various curves depicting the temporal
evolution of the average radius of the shock (in kilometers) for
various driving electron neutrino luminosities and for simula-
tions in 1D, 2D, and 3D. This figure shows that for luminosities
for which the 1D and 2D model shocks remain stagnant for
long periods, the 3D models explode much earlier. For instance,
at Lνe

= 1.9 × 1052 erg s−1, in 1D the core does not explode
even after 1.4 s, the 2D core explodes after around ∼0.8–1.0 s,
but the 3D core explodes only after ∼250 ms. In all cases, the
time to explosion (if there is an explosion) is shorter at higher
dimension than at lower dimension. Bruenn et al. (2006, 2009)
witness explosions in all their recent 2D simulations, but these
results have not been reproduced by others (cf. Marek & Janka
2009). Moreover, all their explosions pile up at similar early
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Figure 5. Mass-weighted average entropy in the gain region vs. time after
bounce (in seconds) for the 1D (black), 2D (blue), and 3D (red) models with
Lνe = 1.9 × 1052 erg s−1. This figure, representative of corresponding figures
at other driving luminosities, demonstrates the higher entropies achieved in the
gain region behind the shock in going to 3D. After ∼0.2 s after bounce, the
difference between the 2D and 3D model-average entropies is ∼1.5 units. See
Section 4 for a discussion of the meaning and relevance of this figure.
(A color version of this figure is available in the online journal.)

obtained in 2D in this paper and by others (Blondin et al. 2003;
Bruenn et al. 2006, 2009; Burrows et al. 2006, 2007d; Buras et al.
2006a, 2006b; Marek & Janka 2009). Rather, the free energy
available to power instabilities seems to be shared by more and
more degrees of freedom as the dimension increases (Iwakami
et al. 2008). In 1D, as demonstrated by Murphy & Burrows

(2008), one sees a strong radial oscillation when the luminosity
is near critical. However, 2D models do not manifest this radial
mode, but instead execute an " = 1,m = 0 dipolar oscillation.
In 3D, this dipolar oscillation exists (Blondin & Mezzacappa
2007; Fernandez 2010), but in the linear limit competes with
the m = {−1, 1} modes. The " = 1,m = 0 mode is even less in
evidence in the nonlinear limit, which is achieved early in our
simulations. Hence, the strong dipolar symmetry seen in 2D and
identified as the fundamental characteristic of the “SASI” may
not survive in 3D. At the very least, the " = 1,m = 0 mode does
not dominate in our non-rotating 3D models. Whether rotation
can change this conclusion remains to be seen (Guilet et al.
2010).

5. CONCLUSIONS

In this paper, we have performed 1D, 2D, and 3D numerical
simulations of the collapse, bounce, and explosion of a massive-
star core to isolate the effect of spatial dimension in the
context of the neutrino heating mechanism of core-collapse
supernova explosions. We have found that both the viability
of explosion (measured by the driving neutrino luminosity
needed to overcome a given mass accretion rate at the shock
and its associated accretion pressure tamp) and the position of
the “critical curve” are monotonically increasing functions of
dimension, with 3D more viable than 2D by 15%–25% and 3D
more viable than 1D by almost a factor of 2. Some had thought
that 3D would prove similar to 1D, but our calculations do not
support this expectation. Moreover, we have discovered that the
time to explosion is significantly shorter in 3D than 2D, all else
being equal. These results suggest that a key missing ingredient

Figure 6. Blast morphology. These panels depict an evolutionary sequence (top left, top right, bottom left, and bottom right) of the Lνe = 1.9 × 1052 erg s−1 model
in 3D. The top left panel depicts a phase well before the onset of explosion. The two surfaces in each panel are ρ = 1012 g cm−3 (blue interior) and Ye = 0.47 (outer)
for four different times after bounce (0.156, 0.201, 0.289, and 0.422 s). The scale is more than 2000 km on a side. Note that the crude axis of the explosion is not
along any of the three Cartesian directions and that there is no obvious " = 1 asymmetry. See Section 5 for a discussion of the possible implications of this figure and
of Figure 3 for the relevance of the " = 1,m = 1 “SASI” mode in the context of core-collapse supernovae.
(A color version of this figure is available in the online journal.)

12 Hanke, Marek, Müller, & Janka

Fig. 10.— Upper row: Quasi-three-dimensional visualization of the 11.2M! simulations in 2D (upper left panel) and 3D (upper right panel) with an electron-
neutrino luminosity of Lνe = 1.0 · 1052 erg s−1 and an angular resolution of 2◦ , comparing the structure at 700ms p.b., roughly 150ms after the onset of the
explosions. Since the explosion started slightly earlier in the 2D model (see the upper panel of Fig. 7 and Table 2) the shock is more extended in the left image.
While in this case the shock possesses a much stronger dipolar deformation component than in 3D (cf. Fig. 9, lower right panel), the distribution of accretion
funnels and plumes of neutrino-heated matter exhibits a hemispheric asymmetry in both cases. Because of the axisymmetry of the 2D geometry this concerns the
hemispheres above and below the x-y-plane in the upper left plot, whereas the virtual equator lies in the plane connecting the upper left and lower right corners of
the top right image and the lower left and upper right corners of the bottom right picture. Note that the jet-like axis feature in the upper left figure is a consequence
of the symmetry constraints of the 2D setup, which redirect flows moving towards the polar grid axis. Such artifacts do not occur in the 3D simulation despite the
use of a polar coordinate grid there, too. Lower row: Ray-tracing and volume-rendering images of the three-dimensional explosion of the 11.2M! progenitor for
the same simulation and time displayed in the upper right image. The left lower panel visualizes the outer boundaries of the buoyant bubbles of neutrino-heated
gas and the outward driven shock, which can be recognized as a nearly transparent, enveloping surface. The visualization uses the fact that both are entropy
discontinuities in the flow. The infalling matter in the preshock region appears as diffuse, nebular cloud. The right lower panel displays the interior structure by
the entropy per nucleon of the plasma (red, yellow, green, light blue, dark blue correspond to decreasing values) within the volume formed by the high-entropy
bubbles, whose surface is cut open by removing a wide cone facing the observer. Note the clear dipolar anisotropy with stronger explosion towards the north-west
direction and more accretion at the south-east side of the structure.

detailed dependence of the thermodynamical state of the stel-
lar plasma. Scheck (2007) was not interested in a systematic
exploration of the critical explosion condition, but his project
was focussed on investigating the possibility of hydrodynamic
pulsar kicks by successful asymmetric explosions. Despite
the grave differences of the neutrino treatments and numer-
ical setups, the results obtained by Scheck (2007) are com-
patible with our present findings: 2D simulations with higher
resolution turned out to yield explosions significantly earlier

and thus also more energetically than the low-resolution runs.
Within the tested range of angular resolutions Scheck (2007)
did not observe any significant differences between his 3D
models. This, however, may just be a consequence of the fact
that the models were clearly above the threshold conditions
for an explosion and did not linger along the borderline be-
tween blast and failure.

6. INTERPRETATION AND DISCUSSION
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