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If high energy heavy ion collisions lead to the formation of a hot quark-gluon plasma, then colour screening prevents ce binding 
in the deconfined interior of  the interaction region. To study this effect, the temperature dependence of  the screening radius, as 
obtained from lattice QCD, is compared with the J/q/radius calculated in charmonium models. The feasibility to detect this effect 
clearly in the dilepton mass spectrum is examined. It is concluded that J/~, suppression in nuclear collisions should provide an 
unambiguous signature ofquark-gluon plasma formation. 

Statistical QCD predicts that strongly interacting 
matter should at sufficiently high density undergo a 
transition from hadronic matter to quark-gluon 
plasma ~ . It is hoped that energetic nuclear colli- 
sions will allow us to study this transition in the lab- 
oratory :2. The experimental detection of plasma 
formation thus becomes crucial: what observable sig- 
natures does the predicted new form of matter 
provide? 

Signatures proposed so far include ~3 real or virtual 
photons, the Pa- distribution of secondary hadrons, 
and the relative production rate of strange particles. 
Non-thermal processes as well as uncertainties in the 
plasma evolution do, however, lead to considerable 
ambiguity for the signals considered up to now. We 
want to present here another type of signature for 
plasma formation, which directly reflects deconfine- 
ment and appears to provide a rather clear and 
model-independent test. 

* This manuscript has been authored under contract number DE- 
AC02-76CH00016 with the US Department of Energy. 

:~ For a recent survey see ref. [ 1 ]. 
:2 Fora recent survey see ref. [2]. 
:3 For surveys see ref. [ 3 ]. 
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The basic mechanism for deconfinement in dense 
matter is the Debye screening of the quark colour 
charge [4]. When the screening radius rD becomes 
less than the binding radius rH of the quark system, 
i.e., less than the hadron radius, the confining force 
can no longer hold the quarks together and hence 
deconfinement sets in. We shall investigate here the 
effect of such a deconfining medium on the binding 
ofc  and e quarks into J/~u mesons. 
The temperature dependence of the colour screening 
radius was recently studied in SU (2) [ 5 ] and SU (3) 
[6] gauge theory. There, one considers the interac- 
tion of a static quark-antiquark system in a purely 
gluonic thermal environment. The absence of 
dynamical quarks does, of course, change the screen- 
ing phenomenon considerably [ 5 ]: since the quarks 
transform according to the fundamental representa- 
tion of the colour gauge group and the gluons accord- 
ing to the adjoint, the quark colour charge cannot be 
screened directly. Nevertheless, the quark interac- 
tion is mediated by gluons, and at high temperature 
the dominant contribution will come from the 
exchange of one gluon, made massive by gluonic col- 
our screening. Moreover, we expect that the intro- 

0370-2693/86/$ 03.50 © Elsevier Science Publishers B.V. 
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Quarkonium in media: the 
long story (made short)



Charmonium dissociation at SPS and RHIC
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Quarkonium suppression

• Experimental data show a 
suppression pattern

• A good understanding of 
suppression requires 
understanding of

• Production and cold nuclear matter 
effects

• In-medium bound-state dynamics

• Recombination effects

• ...
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Figure 2.3: In the top pane the PHENIX Au+Au J/� RAA [118] for
⇥
sNN = 200 GeV

is plotted as a function of the number of participants at mid-rapidity (|y| < 0.35, 2004
run) and at forward rapidity (1.2 < |y| < 2.2, 2007 run). The bottom pane shows a plot
of the ratio of RAA in the two di⇥erent rapidity ranges, showing a larger suppression at
forward rapidity.

data stem from the estimation of the loss of feed-down [119]: a significant percentage of
the J/� yield in pp collision comes from decays of higher excitations of charmonium or
from beauty hadrons to the J/�. In the thermal medium the excited states are instead
expected to be much more suppressed than the J/�, due to their looser binding.
The J/� is of course not the only quarkonium probe available, even though it certainly
is the most studied. bb bound states are equally interesting, and the vector resonances
�(nS) share the appealing features of the J/�, among which the clean dileptonic decays.
The �(1S), which is the bottomonium analogue of the J/�, is, due to the larger mass
of the b quark, more tightly bound than the J/� and hence, by the qualitative approach
of Matsui and Satz, expected to dissociate at higher temperatures. The dissociation
temperature which can be estimated from our results is actually above the temperature
ranges of the RHIC and LHC for the �(1S), as we shall see in Part II.
On the experimental side, at RHIC energies the cross section for bb is quite small and the
detectors do not have the resolution needed to resolve each of the first three �(nS) reso-
nances, which are then measured together. Recent and current detector upgrades should
solve this issue and a future luminosity increase should give more statistics, compensat-
ing the low cross section. As of now, the combined data for the three vector resonances
hints at a large suppression, with PHENIX [120] reporting an upper limit for the nuclear
modification factor RAA < 0.64, independent of centrality. Preliminary STAR data [121]
confirm this result, with RAA(0� 10%) = 0.34± 0.17 (stat) + 0.06/� 0.07 (syst) for the
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Figure 2: RAA of prompt J/� (red squares) as function of Npart. The left panel shows the compar-
ison to PHENIX data at mid- (open black squares) and at forward rapidity (open blue circles).
The right panel compares to STAR data (green stars).

of high pT J/� at RHIC energies than at the LHC.
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Figure 3: RAA of prompt J/� (red squares) as function of pT (left) and rapidity (right). The data
are compared to PHENIX and STAR results.

CMS has separated the prompt J/� from the non-prompt contribution due to B-hadron decays.
The nuclear modification factor of prompt J/� has been measured as function of centrality,
pT, and rapidity in PbPb collisions at

�
sNN = 2.76 TeV. A suppression of prompt J/� has been

observed, which increases with centrality up to a factor of 5. CMS has also measured the RAA
of non-prompt J/� which gives access to the in-medium energy loss of b-quarks [3, 6].
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Charmonium suppression in experimentsQuarkonium in ALICE 7

a function of the collision centrality. A 4% efficiency loss in the most central bin

0-10% is observed, in agreement with the efficiency loss measurement based on the

redundancy of the tracking chambers in each station. The J/ψ nuclear modification
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Figure 3. Left: Invariant mass distribution for opposite-sign muon pairs in the
centrality class 0-10% after mixed-event combinatorial-background subtraction. Right:
J/ψ RAA as a function of 〈Npart〉 in Pb-Pb collisions at

√
sNN=2.76 TeV compared to

PHENIX results in Au-Au collisions at
√
sNN = 200 GeV

factor (down to pT=0) was evaluated (see Fig.3-right). The largest contributions to

the RAA systematic uncertainty are due to the signal extraction and the pp reference

cross-section uncertainties. Fig 3, right panel, compares our results to those obtained by

the PHENIX experiment [6]. We observe a weaker dependence with centrality than that

observed at RHIC, is measured. The RAA(pT > 0, 2.5 < y < 4) for the most central class

is about a factor 2 larger than that measured by PHENIX with muons in the forward
region; the difference is smaller, but still significant, when comparing to PHENIX at mid-

rapidity. The RCP was evaluated to make a comparison to the ATLAS results [21]. The

ALICE RCP(pT > 0, 2.5 < y < 4) is smaller than the RCP (pT > 6.5 GeV/c, |y| < 2.4)

measured by ATLAS, thus the J/ψ RAA either increases with rapidity, or decreases

with pT, or both. The measurement of the J/ψ in the dielectron channel is challenging

with the present statistics and large hadronic background. However the signal has been
extracted in the centrality class 0-40% and RCP with respect to the centrality class

40-80% has been evaluated. Within the large systematic uncertainties, the dielectron

RCP is compatible with ATLAS and ALICE di-muon RCP measurements. Note that the

ALICE J/ψ measurement contains a contribution from B feed down. This contribution

has been measured to be 10% in pp collisions in our rapidity domain [22] so the effect

on the RAA is expected to be small (at most a reduction in RAA of 10%, if we assume
binary scaling for bottom production). Further analysis with the present data is being

carried out: pT and y dependence of RAA, and narrower centrality bins for the most

peripheral centrality classes.

• J/! suppression has been measured at SPS, RHIC 
and now LHC. SPS~RHIC

• Nuclear modification factor RAA ⌘ YieldAA

Yieldpp ⇥Nbin



Bottomonium suppression in experiments

• First quality data on the ϒ family from CMS
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Figure 25: RAA for prompt J/� (red squares) in coarser centrality binning, overlaid with the
non-prompt J/� (orange stars) and the �(1S) (green diamonds), the open symbols indicate the
minimum bias result. An uncertainty of 7% on the measured integrated luminosity of the pp
data sample is shown as gray box as a global scale uncertainty at RAA =1.
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Figure 16: Fit to the pp 2.76 TeV dimuon invariant-mass distribution in the range pT < 20 GeV/c
for |y| < 2.4, showing the � peaks, with the heavy ion algorithm.
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(a) 2.76 TeV pp data
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Figure 17: Invariant mass distributions of 7 TeV and 2.76 TeV data, reconstructed with the pp
algorithms, using tracker muons and applying the acceptance and the muon quality cuts used
for pp analysis.

4.2 � Analysis 11
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µ+µ� pair with |y| < 2.4 with 6.5 < pT < 30 GeV/c and 0–100% centrality.
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Figure 9: Invariant mass spectrum of µ+µ� pairs (solid black circles) with pT < 20 GeV/c and
|y| < 2.4 in minimum bias collisions, for muons above 4 GeV/c.

• Significant suppression of the ϒ(2S) and ϒ(3S)
CMS, PRL107 and CMS-PAS-HIN-10-006 (2011)



Quarkonium suppression
• Proposed in 1986 as a probe and “thermometer” 

of the medium produced by the collision
Matsui Satz PLB178 (1986)
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Quarkonium suppression
• Proposed in 1986 as a probe and “thermometer” 

of the medium produced by the collision
Matsui Satz PLB178 (1986)

• Motivated by colour screening of the interaction

V (r) ⇥ ��s
e�mDr

r

• Studied with potential models, lattice spectral 
functions, AdS/CFT and now with EFTs

r � 1
mD

Bound state
dissolves



Potential models
• Assumption: Schrödinger 

equation with all medium 
effects encoded in T-dependent 
potential



Potential modelsStatic quark anti-quark free and internal energy in 2-flavor QCD Olaf Kaczmarek
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Figure 1: (left) The colour singlet quark anti-quark free energies, F1(r,T ), at several temperatures as func-
tion of distance in physical units. Shown are results from lattice studies of 2-flavour QCD (from [1]). The

solid line represents the T = 0 heavy quark potential,V (r). The dashed error band corresponds to the string
breaking energy at zero temperature, V (rbreaking) ! 1000− 1200 MeV, based on the estimate of the string

breaking distance, rbreaking ! 1.2−1.4 fm [2]. (right) The screening radius estimated from the inverse Debye
mass, rD ≡ 1/mD (Nf=0: open squares, Nf=2 filled squares), and the scale rmed (Nf=0: open circles, Nf=2:

filled circles, Nf=3: crosses) defined in (2.1) as function of T/Tc. The horizontal lines give the mean squared
charge radii of some charmonium states, J/! , "c and ! ′ (see also [3, 4]) and the band at the left frame shows
the distance at which string breaking is expected in 2-flavor QCD at T = 0 and quark mass m#/m$ ! 0.7
[2].

1. Introduction

A simple Ansatz to study the possible existence of bound states above the critical temperature

is to use effective temperature dependent potentials that model the medium modifications of strong

interactions in a quark gluon plasma. To what extend a suitable effective potential at finite tem-

perature can be defined by quark antiquark free or internal energies and furthermore how realistic

such (simple) descriptions of bound states in a deconfined medium are is still an open question.

By comparing the screening radii obtained from lattice results on singlet free energies in 2-flavour

QCD to the mean squared charge radii we obtain first estimates on the temperatures where char-

monium bound states may be influenced by medium effects. In more realistic potential model

calculations effective temperature dependent potentials that model medium effects are used in the

Schrödinger equation. We present the heavy quark free energies and their contributions, i.e. en-

tropy and internal energy, and discuss the different results obtained using those contributions in

potential models.

2. Screening radii and medium modifications

In Fig. 1 (left) we show results for the heavy quark anti-quark free energies in 2-flavour QCD

[1]. While in the limit of short distances F1(r,T ) shows no or only little medium effects, i.e. F1(r→

0) ! V (r), at large distances the free energies approach temperature dependent constant values,

F%(T ) ≡ F1(r→ %,T ). To characterise distances at which medium effects become important we

introduce a screening radius, rmed , defined by the distance at which the value of the zero temperature

P
o
S
(
L
A
T
2
0
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5
)
1
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2

192 / 2

Kaczmarek Zantow 2005

• Assumption: Schrödinger 
equation with all medium 
effects encoded in T-dependent 
potential

• Potential extracted from lattice 
data of ad-hoc correlators
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Schrödinger equation. We present the heavy quark free energies and their contributions, i.e. en-

tropy and internal energy, and discuss the different results obtained using those contributions in

potential models.

2. Screening radii and medium modifications

In Fig. 1 (left) we show results for the heavy quark anti-quark free energies in 2-flavour QCD

[1]. While in the limit of short distances F1(r,T ) shows no or only little medium effects, i.e. F1(r→

0) ! V (r), at large distances the free energies approach temperature dependent constant values,

F%(T ) ≡ F1(r→ %,T ). To characterise distances at which medium effects become important we

introduce a screening radius, rmed , defined by the distance at which the value of the zero temperature
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Potential models
• Assumption: Schrödinger 

equation with all medium 
effects encoded in T-dependent 
potential

• Potential extracted from lattice 
data of ad-hoc correlators

• Many different techniques and 
issues developed over the 
years: U vs F, gauge-dependent 
lattice correlators ....

• All models agree on a 
qualitative picture of sequential 
dissociation 
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The real-time potential
• Perturbative computation of the real-time potential between a 

static quark and antiquark for T>>1/r:

When 
Laine Philipsen Romatschke Tassler JHEP0703 (2007)

VHTL(r) = ��sCF

�
e�mDr

r
� i

2T

mDr
f(mDr)

⇥

r � 1
mD

ImV � ReV

• EFT approach for hydrogen at finite temperature within 
pNRQED (Abelian, non-static)
Escobedo Soto PRA78 (2008)

• EFT approach for static quark-antiquark pairs in finite T 
pNRQCD (Non-Abelian, static)
Brambilla JG Petreczky Vairo PRD78 (2008)

a b c

d e f

Figure 3.1: The diagrams contributing to the tree-level rectangular Wilson loop in Feyn-
man or Coulomb gauge. Imaginary time runs in the horizontal direction, space in the
vertical one. As per the conventions of App. A, dashed lines are longitudinal gluons and
curly lines are transverse gluons. After analytical continuation to real times, it can be
shown that in the large time limit only the diagrams in the first line contribute to the
potential, both in Feynman gauge [22] and in Coulomb gauge [182].

As in any EFT, establishing a hierarchy and identifying the low-energy degrees of free-
dom is the first step in the construction of the e↵ective theory, as we explained in
Sec. 1.2. A crucial aspect of our EFT framework is thus the assumption of a scale hi-
erarchy between the non-relativistic and the thermodynamical scales. We remark that
the aforementioned calculation [22] of the potential from the real-time continuation of
the Wilson loop has been performed in the context of the HTL e↵ective theory, with
the Feynman rules derived from the Lagrangian (2.42). As such it implicitly assumes a
temperature T much larger than the inverse spatial extent 1/r of the Wilson loop, i.e.
T � 1/r. The use of resummed HTL propagators furthermore implies 1/r ⇠ mD.
Sec. 3.1 shall then be devoted to introducing the possible scale hierarchies that are rel-
evant for QQ bound states in the plasma, among which the one just discussed. These
hierarchies will then be analyzed in detail in Chapters 4, 5 and 6.

3.1 Scale hierarchies

Bound states at finite temperature are systems characterized by many energy scales. As
we mentioned before, on one side there are the thermodynamical scales that describe the
motion of the particles in the thermal bath: as discussed in Sec. 2.4, one has the temper-
ature scale2 T , the Debye mass mD, which is the screening scale of the chromoelectric

2There is an ambiguity as to what is the e↵ective scale between T , ⇡T and multiples thereof. The
controversy arises because in the Matsubara formalism frequencies are even/odd multiples, according to

62

W (⌧ < 1/T ) ! W (it), t ! 1



The EFT approach
• Generalization of the successful framework of NR EFTs to 

finite temperature

• Rigorous definition of the potentials as Wilson coefficients of 
the EFT, with potential model picture as zeroth-order 
approximation

• Power counting and possibility of systematic improvement

• Potentials have real and imaginary parts. The real parts do 
not correspond to the thermodynamical free energies 
measured on the lattice
Brambilla JG Petreczky Vairo 2008-10, Escobedo Soto 2008-10, Brambilla 
Escobedo JG Soto Vairo 2010, Brambilla Escobedo JG Vairo 2011, 
Escobedo Mannarelli Soto 2011
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Thermodynamical free energies
• The “singlet free energy” 

Gauge dependent, Coulomb gauge popular

Perturbative: Burnier Laine Vepsäläinen JHEP1001 (2010) 
Lattice: Kaczmarek Karsch Petreczky Zantow PLB243 (2002)

hTrL(x)L†(0)i

The purpose of this paper is to complete the next-to-leading result for the Polyakov

correlator and address its short distance behavior. We also revisit the calculation of the

expectation value of the Polyakov loop at next-to-leading order and find a result which is

di�erent from the next-to-leading result of Gava and Jengo [19]. The rest of the paper is

organized as follows. In the next section we discuss the gluon propagator in static gauge

at 1-loop level. Section III contains the calculation of the Polyakov loop at next to leading

order, while in section IV we discuss Polyakov loop correlators. Finally Section VI contains

the summary and conclusion.

II. THE STATIC GAUGE AND THE SELF-ENERGY

The calculations in this paper have been performed in static gauge [20] defined as

⌥0A
0(x) = 0 (1)

The reason for using the static gauge is the fact that the Polyakov line has a very simple

form

L = P exp

�
ig

⇤ �

0

d⇧A0(⇧,x)

⇥
= exp(ig�A0(x)) (2)

The Feynman rules in this gauge have been discussed in Refs. [20–22]. The spatial part of

the gluon propagator reads

Dij(⌃n,k) =
1

k2

�
⇥ij +

kikj
⌃2
n

⇥
(1� ⇥n0) +

1

k2

�
⇥ij � (1� ⇤)

kikj
k2

⇥
⇥n0, (3)

where ⌃n = 2⌅Tn are the bosonic Matsubara frequencies and k2 = ⌃2
n+k2. Throughout the

paper italic letters refer to Euclidean four-vectors and bold letters to the spatial components.

We call non-static modes those propagating with nonzero Matsubarara frequencies and con-

versely we employ the term static mode for the zero mode. The first term in the r.h.s. of Eq.

(3) is then the non-static part (⇥ (1� ⇥n0)), whereas the second is the static part (⇥ ⇥n0).

We then have the free temporal propagator

D00(⌃n,k) =
⇥n0
k2

, (4)

which is purely static. The Feynman rules in this gauge are briefly presented in App. A

together with our Feynman diagrams conventions.
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Figure 5: The singlet potential in Coulomb gauge from eq. (3.28) [βV1 ≡ − ln(ψC/|ψP|2)], for Nf = 0,

at T = 3.75ΛMS (T ≈ 3Tc), at small (left) and large (right) distances. The band corresponds to

variations of the gauge coupling and mE as explained in the caption of fig. 2. As explained in fig. 4,

“unresummed” results can only be applied at short distances, “resummed” ones only at large distances.

The lattice data, labelled by Nτ , is from ref. [8] (the spatial lattice size was kept fixed at 323).

replaced with exp(−m̃Er), with some non-perturbative m̃E. The uncancelled power-law term

on the third line implies that the singlet free energy dies away at large distances slower than

gauge-invariant correlations.

In fig. 5 we compare eq. (3.28) with Nf = 0 lattice data from ref. [8]. The parameters

have been fixed as in eq. (2.22), and also more elaborately as explained in the caption. We

observe good agreement between our result and the non-perturbative data, if the unresummed

form of eq. (3.22) is used at short distances, and the resummed form of eqs. (3.24)–(3.27)

at large distances. (Unfortunately the latter expression involves an unknown parameter,

m̃E, so the test is less stringent at large distances.) We have repeated the comparison at

T ≈ 12Tc, and the agreement remains good, despite the band becoming narrower (cf. fig. 6).

Such a nice agreement for ψC even at T ≈ 3Tc is perhaps somewhat surprising, given that

according to fig. 2 higher-order perturbative corrections to ψP could still to be significant in

this temperature range. (Formally, ψP can be obtained from the T - and r-dependent part of

ψC by setting r → 0, cf. eqs. (2.9), (3.2), and it can indeed be observed from fig. 5(left) that

some tendency towards a discrepancy starts to form in this limit.)

It is interesting to compare the present results with those in ref. [42], where the short-

distance spatial correlators related to gauge-invariant scalar and pseudoscalar densities were

measured. The authors observed stronger correlations than indicated by the leading-order

18



Thermodynamical free energies
• Correlator of two Polyakov loops: (difference in) free energy 

of a quark-antiquark pair

Gauge independent and well defined, but probes the octet 
sector as well

hTrL(x) TrL†(0)i j

i i

j

Quarkonium in Hot Medium 2

The QGP is characterized by color screening: the range of interaction between

heavy quarks becomes inversely proportional to the temperature. Thus at sufficiently

high temperatures, forming a bound state with a heavy quark (c or b) and its anti-quark

becomes impossible. Color screening is studied on the lattice by calculating the spatial
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Figure 1. Static quark singlet free energy versus quark separation calculated in 2+1
flavor QCD on 163× 4 lattices at different temperatures [36] (right). The combination
r(F1(r, T ) − F∞(T )) as function of rT (left). The solid black line on the left plot is
the parametrization of the zero temperature potential calculated in Ref. [24].
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correlation function of a static quark and anti-quark, which propagates in Euclidean time

from τ = 0 to τ = 1/T where T is the temperature (see Ref. [28] for a recent review).

Two types of correlation functions are usually calculated on the lattice. The correlation

function of Polyakov loops, which is also called the color averaged correlator

G(r, T ) =
1

9
〈TrL(r)TrL†(0)〉, (1)

where the temporal Wilson line is defined in terms of link variable U0(x0, r) as
L(r) =

∏
Nτ−1
x0=0 U0(x0, r), and the color singlet correlator

G1(r, T ) =
1

3
〈TrL(r)L†(0)〉 (2)

HISQ action [27] seem to support this scenario.

Petreczky 1001.5284

• Perturbation theory at short 
distances/EFT analysis
Brambilla JG Petreczky Vairo 
PRD82 (2010)

• Intermediate distances r~1/
mD Nadkarni PRD33 (1986)

• Large distances r≫1/mD
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Thermodynamical free energies
• The Cyclic Wilson loop: a gauge invariant completion of 

the singlet free energy

• It corresponds to two Polyakov lines connected by an 
adjoint spacelike Wilson line

• The restored gauge invariance comes at a price: no longer 
a simple QQbar free energy and additional divergences 

• The renormalization of this object is our goal

Figure 6. The contours for the non-cyclic (left) and the cyclic Wilson loop (middle) are shown.
One can see that the cusp points turn into intersection points. The contour for the Polyakov loop
correlator is shown on the right.

Figure 7. The two possible path orderings for a loop with one intersection

sets of loops and loop correlators that mix under renormalization. These sets consist of all

possible path ordering prescriptions for contours that occupy the same points in space-time

and retain the same direction everywhere except at the intersection points. An illustration

of this is given in figure 7 for the simplest case of a smooth curve that intersects with itself

once at a single point.

Following this contour and arriving at the intersection point, there are two possible

ways how to go on: one can either go straight ahead, thus following the rest of the contour,

or make a turn onto the way one has come, splitting the contour into two separate loops.

To highlight this last feature the two loops on the right of figure 7 are drawn apart, while

it should be understood that they still connect at the intersection point.

Each of those two loops on the right, taken on its own, would have a normal cusp and

be renormalizable through a multiplicative constant. However, when taking the average

over the product of both loops there is a new source of divergences from gluon exchanges

between the two loops. In order to get rid of those one has to add a multiple of the

expectation value of the smooth loop on the left, for which similar divergences arise at the

intersection. By choosing appropriate coefficients, linear combinations of both loops can

be made finite.

In general a loop may cross an intersection point more than twice and the angles at

which the different lines enter that point may all be different. In that case the set of all

associated loops is renormalized by a matrix of renormalization constants, which depend

only on the angles at the intersection point. When a loop has more than one intersection

point, then the set of associated loops takes on a tensor like structure with a renormalization

matrix for each intersection point. If there are additional cusps present, then those can be

taken care of by multiplicative constants. So the general formula looks like this:

– 9 –

Wc ⌘
1

Nc
hTrU(⌧ = 0;0, r)L(r)U †(⌧ = 0;0, r)L†(0)i



The real-time potential from the 
lattice

• Rothkopf Hatsuda Sasaki 1108.1579: determine the static 
potential on the lattice by extracting the spectral representation 
of the Wilson loop with the Maximum Entropy Metod
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FIG. 1. (Left) Typical results for the Euclidean-time Wilson loop and the corresponding MEM reconstruction data indicated by
the solid lines. WE

! (r, τ ) is purely real and not symmetric in τ . (Right) Spectral functions reconstructed by MEM for r/aσ = 1, 4
and their prior dependence. Positive ω regions and negative ω regions are plotted separately with a different vertical scale.
Even though a prior dependence becomes visible for large r, the lowest lying peak for ω > 0 is always reconstructed in a stable
manner.

The spectral decomposition of Eq.(1) for mQ → ∞ is
composed of three parts, ρloop, ρstaple and ρhandle, ac-
cording to different imaginary-time paths of the heavy-
quarks: The present spectral function ρ!(r,ω) cor-
responds to ρloop and can be shown to be positive
[10]. Through Eq.(3) we are lead to the following non-
perturbative definition of the in-medium potential

i∂tW!(r, t)

W!(r, t)
=

∫
dω ω e−iωtρ!(r,ω)∫
dω e−iωtρ!(r,ω)

≡ V!(r, t). (4)

Indeed, the solution of Eq.(4) yields the transfer matrix

compatible relation W!(r, t) = exp
(
−i
∫ t
0
V!(r, s)ds

)
and thus leads to an in-medium Schrödinger equation

i∂tD
>
NR

(r, t) =
(
−

∇2
r

mQ
+ V!(r, t)

)
D>

NR
(r, t). (5)

Eq.(4) is an energy weighted sum of the heavy quark
spectral function at each r. If the spectral func-
tion is dominated by a single delta-function peak,
ρ!(r,ω) ∝ δ(ω − ω0(r)), we have a t-independent po-
tential V!(r, t) → Vδ(r, t) = ω0(r). In general, there
arise several peaks with a more intricate structure. Since
the lowest peak around ω = 0 is most important for
late times t, it is the focus of our attention in this Letter.
Based on Eq.(4), the real part of the potential is given by
the peak position, whereas the imaginary part is related
to the peak width: For example, if we find a Breit-Wigner
shape with a peak position ω0(r) and a peak width Γ0(r),
we obtain V!(r, t) → VBW(r) = ω0(r)+ iΓ0(r), while if a
single Gaussian is present, we have V!(r, t) → VG(r, t) =
ω0(r) + iΓ2

0(r) t.
A possible non-perturbative way to determine ρ!(r,ω)

and hence V!(r, t) for all temperature is through lattice
QCD simulations. For this purpose, we first make an

analytic continuation of Eq.(3) to imaginary time:

WE
!(r, τ) =

∫ +∞

−∞

dωe−ωτρ!(r,ω). (6)

Note that WE
!
(r, τ) is purely real and not symmetric un-

der the reflection τ ↔ β − τ by definition. We can ex-
tract the spectral function along ω at each r by using the
Maximum Entropy Method (MEM) [11] with the lattice
QCD data for the Euclidean thermal Wilson loop on the
left hand side of Eq.(6). To this end we have developed
a MEM procedure using arbitrary precision variables in
the C language with an extended search space prescrip-
tion. High precision is rather important, e.g. to detect
the small peaks of the spectral function in the negative
ω region. Details will be given elsewhere [12].
For the numerical evaluation of the static potential

we perform quenched lattice QCD simulations with the
naive Wilson action on an anisotropic lattice 203 × Nτ

with the spatial (temporal) lattice spacing aσ (aτ ). The
anisotropy ratio is ξ = aσ/aτ = 4. We fix aσ to
be 0.097fm (β = 6.1) and adopt the temporal lattice
sizes Nτ = 36, 24, 12 which correspond to temperatures
T/TC = 0.78, 1.17, 2.33 with TC ) 290MeV. Our spatial
lattice size L ∼ 2fm can accommodate the characteristic
J/ψ scale of rJ/ψ ∼ 0.5fm.
The subsequent MEM is carried out over a frequency

interval Iω = [ωmin,ωmax] of Nω = 1500 points. Our
choice corresponds to an Iω ) [−21GeV, 42GeV] atNτ =
24. We use a prior distribution of the formm(ω) = 1

ω+ω0
,

motivated by the canonical dimension of ρ!(r,ω). The
parameter ω0(> 0) is fixed by setting the amplitudem0 =
m(ωmin) at the smallest frequency in Iω .
In Fig.1(left) we plot typical Wilson loop data as a

function of τ for various distances r at T = 1.17TC.
Two of its spectral functions obtained from MEM at
r = aσ ) 0.1 fm and r = 4aσ ) 0.39 fm are plotted
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FIG. 1. (Left) Typical results for the Euclidean-time Wilson loop and the corresponding MEM reconstruction data indicated by
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and their prior dependence. Positive ω regions and negative ω regions are plotted separately with a different vertical scale.
Even though a prior dependence becomes visible for large r, the lowest lying peak for ω > 0 is always reconstructed in a stable
manner.

The spectral decomposition of Eq.(1) for mQ → ∞ is
composed of three parts, ρloop, ρstaple and ρhandle, ac-
cording to different imaginary-time paths of the heavy-
quarks: The present spectral function ρ!(r,ω) cor-
responds to ρloop and can be shown to be positive
[10]. Through Eq.(3) we are lead to the following non-
perturbative definition of the in-medium potential

i∂tW!(r, t)

W!(r, t)
=

∫
dω ω e−iωtρ!(r,ω)∫
dω e−iωtρ!(r,ω)

≡ V!(r, t). (4)

Indeed, the solution of Eq.(4) yields the transfer matrix

compatible relation W!(r, t) = exp
(
−i
∫ t
0
V!(r, s)ds

)
and thus leads to an in-medium Schrödinger equation

i∂tD
>
NR

(r, t) =
(
−

∇2
r

mQ
+ V!(r, t)

)
D>

NR
(r, t). (5)

Eq.(4) is an energy weighted sum of the heavy quark
spectral function at each r. If the spectral func-
tion is dominated by a single delta-function peak,
ρ!(r,ω) ∝ δ(ω − ω0(r)), we have a t-independent po-
tential V!(r, t) → Vδ(r, t) = ω0(r). In general, there
arise several peaks with a more intricate structure. Since
the lowest peak around ω = 0 is most important for
late times t, it is the focus of our attention in this Letter.
Based on Eq.(4), the real part of the potential is given by
the peak position, whereas the imaginary part is related
to the peak width: For example, if we find a Breit-Wigner
shape with a peak position ω0(r) and a peak width Γ0(r),
we obtain V!(r, t) → VBW(r) = ω0(r)+ iΓ0(r), while if a
single Gaussian is present, we have V!(r, t) → VG(r, t) =
ω0(r) + iΓ2

0(r) t.
A possible non-perturbative way to determine ρ!(r,ω)

and hence V!(r, t) for all temperature is through lattice
QCD simulations. For this purpose, we first make an

analytic continuation of Eq.(3) to imaginary time:

WE
!(r, τ) =

∫ +∞

−∞

dωe−ωτρ!(r,ω). (6)

Note that WE
!
(r, τ) is purely real and not symmetric un-

der the reflection τ ↔ β − τ by definition. We can ex-
tract the spectral function along ω at each r by using the
Maximum Entropy Method (MEM) [11] with the lattice
QCD data for the Euclidean thermal Wilson loop on the
left hand side of Eq.(6). To this end we have developed
a MEM procedure using arbitrary precision variables in
the C language with an extended search space prescrip-
tion. High precision is rather important, e.g. to detect
the small peaks of the spectral function in the negative
ω region. Details will be given elsewhere [12].
For the numerical evaluation of the static potential

we perform quenched lattice QCD simulations with the
naive Wilson action on an anisotropic lattice 203 × Nτ

with the spatial (temporal) lattice spacing aσ (aτ ). The
anisotropy ratio is ξ = aσ/aτ = 4. We fix aσ to
be 0.097fm (β = 6.1) and adopt the temporal lattice
sizes Nτ = 36, 24, 12 which correspond to temperatures
T/TC = 0.78, 1.17, 2.33 with TC ) 290MeV. Our spatial
lattice size L ∼ 2fm can accommodate the characteristic
J/ψ scale of rJ/ψ ∼ 0.5fm.
The subsequent MEM is carried out over a frequency

interval Iω = [ωmin,ωmax] of Nω = 1500 points. Our
choice corresponds to an Iω ) [−21GeV, 42GeV] atNτ =
24. We use a prior distribution of the formm(ω) = 1

ω+ω0
,

motivated by the canonical dimension of ρ!(r,ω). The
parameter ω0(> 0) is fixed by setting the amplitudem0 =
m(ωmin) at the smallest frequency in Iω .
In Fig.1(left) we plot typical Wilson loop data as a

function of τ for various distances r at T = 1.17TC.
Two of its spectral functions obtained from MEM at
r = aσ ) 0.1 fm and r = 4aσ ) 0.39 fm are plotted
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The spectral decomposition of Eq.(1) for mQ → ∞ is
composed of three parts, ρloop, ρstaple and ρhandle, ac-
cording to different imaginary-time paths of the heavy-
quarks: The present spectral function ρ!(r,ω) cor-
responds to ρloop and can be shown to be positive
[10]. Through Eq.(3) we are lead to the following non-
perturbative definition of the in-medium potential

i∂tW!(r, t)

W!(r, t)
=

∫
dω ω e−iωtρ!(r,ω)∫
dω e−iωtρ!(r,ω)

≡ V!(r, t). (4)

Indeed, the solution of Eq.(4) yields the transfer matrix

compatible relation W!(r, t) = exp
(
−i
∫ t
0
V!(r, s)ds

)
and thus leads to an in-medium Schrödinger equation

i∂tD
>
NR

(r, t) =
(
−

∇2
r

mQ
+ V!(r, t)

)
D>

NR
(r, t). (5)

Eq.(4) is an energy weighted sum of the heavy quark
spectral function at each r. If the spectral func-
tion is dominated by a single delta-function peak,
ρ!(r,ω) ∝ δ(ω − ω0(r)), we have a t-independent po-
tential V!(r, t) → Vδ(r, t) = ω0(r). In general, there
arise several peaks with a more intricate structure. Since
the lowest peak around ω = 0 is most important for
late times t, it is the focus of our attention in this Letter.
Based on Eq.(4), the real part of the potential is given by
the peak position, whereas the imaginary part is related
to the peak width: For example, if we find a Breit-Wigner
shape with a peak position ω0(r) and a peak width Γ0(r),
we obtain V!(r, t) → VBW(r) = ω0(r)+ iΓ0(r), while if a
single Gaussian is present, we have V!(r, t) → VG(r, t) =
ω0(r) + iΓ2

0(r) t.
A possible non-perturbative way to determine ρ!(r,ω)

and hence V!(r, t) for all temperature is through lattice
QCD simulations. For this purpose, we first make an

analytic continuation of Eq.(3) to imaginary time:

WE
!(r, τ) =

∫ +∞

−∞

dωe−ωτρ!(r,ω). (6)

Note that WE
!
(r, τ) is purely real and not symmetric un-

der the reflection τ ↔ β − τ by definition. We can ex-
tract the spectral function along ω at each r by using the
Maximum Entropy Method (MEM) [11] with the lattice
QCD data for the Euclidean thermal Wilson loop on the
left hand side of Eq.(6). To this end we have developed
a MEM procedure using arbitrary precision variables in
the C language with an extended search space prescrip-
tion. High precision is rather important, e.g. to detect
the small peaks of the spectral function in the negative
ω region. Details will be given elsewhere [12].
For the numerical evaluation of the static potential

we perform quenched lattice QCD simulations with the
naive Wilson action on an anisotropic lattice 203 × Nτ

with the spatial (temporal) lattice spacing aσ (aτ ). The
anisotropy ratio is ξ = aσ/aτ = 4. We fix aσ to
be 0.097fm (β = 6.1) and adopt the temporal lattice
sizes Nτ = 36, 24, 12 which correspond to temperatures
T/TC = 0.78, 1.17, 2.33 with TC ) 290MeV. Our spatial
lattice size L ∼ 2fm can accommodate the characteristic
J/ψ scale of rJ/ψ ∼ 0.5fm.
The subsequent MEM is carried out over a frequency

interval Iω = [ωmin,ωmax] of Nω = 1500 points. Our
choice corresponds to an Iω ) [−21GeV, 42GeV] atNτ =
24. We use a prior distribution of the formm(ω) = 1

ω+ω0
,

motivated by the canonical dimension of ρ!(r,ω). The
parameter ω0(> 0) is fixed by setting the amplitudem0 =
m(ωmin) at the smallest frequency in Iω .
In Fig.1(left) we plot typical Wilson loop data as a

function of τ for various distances r at T = 1.17TC.
Two of its spectral functions obtained from MEM at
r = aσ ) 0.1 fm and r = 4aσ ) 0.39 fm are plotted
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and their prior dependence. Positive ω regions and negative ω regions are plotted separately with a different vertical scale.
Even though a prior dependence becomes visible for large r, the lowest lying peak for ω > 0 is always reconstructed in a stable
manner.

The spectral decomposition of Eq.(1) for mQ → ∞ is
composed of three parts, ρloop, ρstaple and ρhandle, ac-
cording to different imaginary-time paths of the heavy-
quarks: The present spectral function ρ!(r,ω) cor-
responds to ρloop and can be shown to be positive
[10]. Through Eq.(3) we are lead to the following non-
perturbative definition of the in-medium potential

i∂tW!(r, t)

W!(r, t)
=

∫
dω ω e−iωtρ!(r,ω)∫
dω e−iωtρ!(r,ω)

≡ V!(r, t). (4)

Indeed, the solution of Eq.(4) yields the transfer matrix

compatible relation W!(r, t) = exp
(
−i
∫ t
0
V!(r, s)ds

)
and thus leads to an in-medium Schrödinger equation

i∂tD
>
NR

(r, t) =
(
−

∇2
r

mQ
+ V!(r, t)

)
D>

NR
(r, t). (5)

Eq.(4) is an energy weighted sum of the heavy quark
spectral function at each r. If the spectral func-
tion is dominated by a single delta-function peak,
ρ!(r,ω) ∝ δ(ω − ω0(r)), we have a t-independent po-
tential V!(r, t) → Vδ(r, t) = ω0(r). In general, there
arise several peaks with a more intricate structure. Since
the lowest peak around ω = 0 is most important for
late times t, it is the focus of our attention in this Letter.
Based on Eq.(4), the real part of the potential is given by
the peak position, whereas the imaginary part is related
to the peak width: For example, if we find a Breit-Wigner
shape with a peak position ω0(r) and a peak width Γ0(r),
we obtain V!(r, t) → VBW(r) = ω0(r)+ iΓ0(r), while if a
single Gaussian is present, we have V!(r, t) → VG(r, t) =
ω0(r) + iΓ2

0(r) t.
A possible non-perturbative way to determine ρ!(r,ω)

and hence V!(r, t) for all temperature is through lattice
QCD simulations. For this purpose, we first make an

analytic continuation of Eq.(3) to imaginary time:

WE
!(r, τ) =

∫ +∞

−∞

dωe−ωτρ!(r,ω). (6)

Note that WE
!
(r, τ) is purely real and not symmetric un-

der the reflection τ ↔ β − τ by definition. We can ex-
tract the spectral function along ω at each r by using the
Maximum Entropy Method (MEM) [11] with the lattice
QCD data for the Euclidean thermal Wilson loop on the
left hand side of Eq.(6). To this end we have developed
a MEM procedure using arbitrary precision variables in
the C language with an extended search space prescrip-
tion. High precision is rather important, e.g. to detect
the small peaks of the spectral function in the negative
ω region. Details will be given elsewhere [12].
For the numerical evaluation of the static potential

we perform quenched lattice QCD simulations with the
naive Wilson action on an anisotropic lattice 203 × Nτ

with the spatial (temporal) lattice spacing aσ (aτ ). The
anisotropy ratio is ξ = aσ/aτ = 4. We fix aσ to
be 0.097fm (β = 6.1) and adopt the temporal lattice
sizes Nτ = 36, 24, 12 which correspond to temperatures
T/TC = 0.78, 1.17, 2.33 with TC ) 290MeV. Our spatial
lattice size L ∼ 2fm can accommodate the characteristic
J/ψ scale of rJ/ψ ∼ 0.5fm.
The subsequent MEM is carried out over a frequency

interval Iω = [ωmin,ωmax] of Nω = 1500 points. Our
choice corresponds to an Iω ) [−21GeV, 42GeV] atNτ =
24. We use a prior distribution of the formm(ω) = 1

ω+ω0
,

motivated by the canonical dimension of ρ!(r,ω). The
parameter ω0(> 0) is fixed by setting the amplitudem0 =
m(ωmin) at the smallest frequency in Iω .
In Fig.1(left) we plot typical Wilson loop data as a

function of τ for various distances r at T = 1.17TC.
Two of its spectral functions obtained from MEM at
r = aσ ) 0.1 fm and r = 4aσ ) 0.39 fm are plotted
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FIG. 2. (Left) The real part of the in-medium heavy-quark potential for three different temperatures across TC . As reference
we show the color singlet free energies F 1(r) in the Coulomb gauge at corresponding temperatures. Note that the real-part
does not change appreciably near the phase transition. (Right) The imaginary part of the potential, obtained from the width
of the lowest lying peak of the spectral function. Although the width is consistent with zero below TC , it starts to grow above
the phase transition.

in Fig.1(right). The falloff of WE
!
(r, τ) for small and in-

termediate values of τ in the left figure corresponds to the
peaks located in the ω > 0 region seen in the right fig-
ure: They arise as string excitations between the heavyQ

and Q̄ at finite T . The upward trend of WE
!
(τ, r) around

τ = β on the other hand is induced by extremely small
structures located in the ω < 0 region: these arise from
short distance gluon interactions connecting the spatial
Wilson lines across the compactified temporal axis. Al-
though the spectral function in the negative ω region is
important for reproducing WE

!
(r, τ ∼ β) due to its ex-

ponential “enhancement” by the Laplace transform in
Eq.(6), its effect on V!(r, t) in Eq.(4) is negligible due to
its extremely small magnitude.

Even though the MEM reconstruction of ρ!(r,ω) in
Fig.1 shows rather strong prior dependence for larger val-
ues of r [13] in all but the lowest positive peak, the physics
of the potential at late t is not affected.

The real and imaginary parts of the potential are ob-
tained from fitting the lowest lying peak with both a
Breit-Wigner and Gaussian shape. The identical re-
sults for position and width are shown in Fig.2(left) and
Fig.2(right), respectively. The error bars are obtained
from the variance in the peak structure between differ-
ent choices for the amplitude of the prior distribution.
The interval of 10−2 ≥ m0 ≥ 10−6 is chosen to span as
many orders without introducing numerical instabilities
in the minimization process. We have checked that the
standard MEM error, estimated from the stability of the
spectral function given m0 [11], is much smaller than the
error from the variation of m0.

T = 0.78TC: Re[V!(r)] denoted by the filled square
in the left panel is found to show a linearly rising po-
tential at long distances, which is consistent with the
confinement of quarks below TC . To check the short dis-
tance behavior of the potential, we have also carried out

simulations for (β = 7, ξ = 4, aσ = 0.039fm, 203 × 96)
at the same T/TC and found that the Re[V!(r)] can be
fitted well by a Coulomb + linear potential [14]. Fur-
thermore, these results agree with the color-singlet free
energies F 1(r) in the Coulomb gauge (solid black line in
the left panel) at all measured distances r. We find in
addition that Γ!(r) appears to be small and is consistent
with zero within the statistical and systematic errors as
shown by the filled squares in the right panel.

T = 1.12TC: At this temperature we find that
Re[V!(r)] has frozen at around the same strength found
at T = 0.78TC, as shown by the filled circles in the left
panel. This is in contrast to the behavior of F 1(r) at the
same T , which exhibits a significant thermal screening as
shown in the left panel. As for Γ!(r), there is a tendency
to develop a non-zero value, which grows as r increases
as shown by the filled circles in the right panel.

T = 2.33TC: At the highest available temperature,
we find that both Re[V!(r)] and Γ!(r) exhibit a strong
rise as a function of r, shown by the filled squares.
We have checked that the relatively small number of
data points in the temporal direction at this tempera-
ture does not influence the reconstructed spectral width,
by comparison with a finer lattice (β = 7, ξ = 4, aσ =
0.039fm, 203 × 32) at the same T/TC. [15]

Although we construct our potential, starting from the
mesonic operator M(x,y, t) with a straight Wilson line
in Eq.(1), one has the freedom to choose the operator
M differently, hence the forward correlator D> and the
potential V . On the other hand, no matter what kind
of operator one chooses, the physical outcome such as
the dilepton emission rate calculated using the different
potentials must remain the same [16]. One could then
imagine there to be a trade-off between the real and the
imaginary part of the potential to compensate for the
change of M . To check this point, we consider an op-



Motivation

• Continue the program of comparison between 
perturbation theory and lattice for quarkonium-
related quantities 

• Relevance for the analytical continuation/MEM 
program (last point is the cyclic Wilson loop)

• Possible relevance for the null Wilson loop 
community?



Divergences in the cyclic Wilson loop



Renormalization of Wilson loops 

• A Wilson loop with a smooth, nonintersecting contour is 
finite in DR after charge renormalization

• Cusps in the contour introduce UV cusp divergences, 
renormalized multiplicatively through the cusp anomalous 
dimension, which only depends on the angle. Known in 
QCD to NLO

Polyakov NPB84 (1980) Dotsenko Vergeles NPB169 (1980) Brandt 
Neri Sato PRD24 (1981) Korchemsky Radyushkin NPB283 (1987)

Figure 6. The contours for the non-cyclic (left) and the cyclic Wilson loop (middle) are shown.
One can see that the cusp points turn into intersection points. The contour for the Polyakov loop
correlator is shown on the right.

Figure 7. The two possible path orderings for a loop with one intersection

sets of loops and loop correlators that mix under renormalization. These sets consist of all

possible path ordering prescriptions for contours that occupy the same points in space-time

and retain the same direction everywhere except at the intersection points. An illustration

of this is given in figure 7 for the simplest case of a smooth curve that intersects with itself

once at a single point.

Following this contour and arriving at the intersection point, there are two possible

ways how to go on: one can either go straight ahead, thus following the rest of the contour,

or make a turn onto the way one has come, splitting the contour into two separate loops.

To highlight this last feature the two loops on the right of figure 7 are drawn apart, while

it should be understood that they still connect at the intersection point.

Each of those two loops on the right, taken on its own, would have a normal cusp and

be renormalizable through a multiplicative constant. However, when taking the average

over the product of both loops there is a new source of divergences from gluon exchanges

between the two loops. In order to get rid of those one has to add a multiple of the

expectation value of the smooth loop on the left, for which similar divergences arise at the

intersection. By choosing appropriate coefficients, linear combinations of both loops can

be made finite.

In general a loop may cross an intersection point more than twice and the angles at

which the different lines enter that point may all be different. In that case the set of all

associated loops is renormalized by a matrix of renormalization constants, which depend

only on the angles at the intersection point. When a loop has more than one intersection

point, then the set of associated loops takes on a tensor like structure with a renormalization

matrix for each intersection point. If there are additional cusps present, then those can be

taken care of by multiplicative constants. So the general formula looks like this:
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The divergence in the cyclic loop
• Burnier Laine Vepsäläinen computed the loop for rT~1 in 
JHEP1001. After charge renormalization the result was still 
UV divergent at order ↵2

s

order potential,

∫
d3−2εk

(2π)3−2ε

eik·r

k2 +m2
E

=
e−mErµ−2ε

4πr

{
1 + ε

[
ln

µ̄2r

2mE

+ γE − e2mErE1(2mEr)

]}
, (5.20)
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d3−2εk

(2π)3−2ε

eik·r

k2
=

µ−2ε

4πr

{
1 + 2ε

[
ln(µ̄r) + γE

]}
, (5.21)

where we inserted 1 = µ−2ε[1+ ε(ln µ̄2

4π + γE)] in order to fix the dimensions. It is not clear to

us whether the O(1/ε) ×O(ε) terms from here can have physical significance.

In any case, after fixing Y2
0 , the terms can be added up. The complete result is not

particularly transparent, and may be ambiguous as just discussed, so we do not write it down

explicitly; it suffices to say that the sum can be expressed as

ln

(
ψE

W(r)

|ψP|2

)
resummed
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(1
ε
,
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T
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)CF exp(−mEr)
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−
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exp(−2mEr)

8T 2r2
. (5.22)

The function GDR, in which the complications are hidden, does have a simple expression in

certain limits, however, and these will be discussed in the next section.

5.5. Summary and comparison with literature

Adding up the relevant parts of eqs. (3.28), (5.9) and (5.22), we finally get
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At small distances, mEr $ 1, the dominant term of the coefficient function GDR, defined in

eq. (5.22), is

GDR

(1
ε
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. (5.24)

Though we have not carried out the computation, we could expect that in lattice regulariza-

tion the corresponding structure goes over into

Glat
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In any case, after fixing Y2
0 , the terms can be added up. The complete result is not

particularly transparent, and may be ambiguous as just discussed, so we do not write it down

explicitly; it suffices to say that the sum can be expressed as

ln

(
ψE

W(r)

|ψP|2

)
resummed

= GDR

(1
ε
,
µ̄

T
, rT

)CF exp(−mEr)

4πTr
−

g4CFNc

(4π)2
exp(−2mEr)

8T 2r2
. (5.22)

The function GDR, in which the complications are hidden, does have a simple expression in

certain limits, however, and these will be discussed in the next section.

5.5. Summary and comparison with literature

Adding up the relevant parts of eqs. (3.28), (5.9) and (5.22), we finally get

ln

(
ψW(r)

|ψP|2

)
≈ GDR

(1
ε
,
µ̄

T
, rT

) CF exp(−mEr)

4πTr
−

g4CFNc

(4π)2
exp(−2mEr)

8T 2r2

+
g4CFNc

(4π)2

{
2Li2(e−2πTr) + Li2(e−4πTr)

(2πTr)2

+
1

πTr

∫ ∞

1
dx

[
1

x2
ln
(
1− e−2πTrx

)
+

(
1

x2
−

1

2x4

)
ln
(
1− e−4πTrx

)]}

+
g4CFNf

(4π)2

[
1

2πTr

∫ ∞

1
dx

(
1

x2
−

1

x4

)
ln

1 + e−2πTrx

1− e−2πTrx

]
+O(g5) . (5.23)

At small distances, mEr $ 1, the dominant term of the coefficient function GDR, defined in

eq. (5.22), is

GDR

(1
ε
,
µ̄

T
, rT

)
mEr#1
≈ g2

{
1 +

g2

(4π)2

[
4Nc

(
1

ε
+ ln

µ̄2

T 2
+O(1)

)]}
. (5.24)

Though we have not carried out the computation, we could expect that in lattice regulariza-

tion the corresponding structure goes over into

Glat

( 1

aT
, rT

)
≈ g2

{
1 +

g2

(4π)2

[
4Nc

(
1

a2T 2
+O(1)

)]}
, (5.25)
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where g2 is a suitably defined renormalized coupling. Therefore, it would appear that Glat

diverges in the continuum limit. On the other hand, at large distances, mEr ! 1, the

dominant term of the coefficient function is

GDR

(1
ε
,
µ̄

T
, rT

)
mEr!1
≈ g2

{
1−

g2NcT

8π

[
r

(
1

εUV

+ ln
µ̄2

m2
E

+O(1)

)]}
, (5.26)

where possible logarithms of mEr are also included in O(1) (whether such logarithms appear

is related to the ambiguities mentioned after eqs. (5.20), (5.21)).9 Apart from the said

logarithms, eq. (5.26) can be accounted for by a mass correction,

exp(−mEr) → exp(−m̄Er) , (5.27)

where m̄E contains a logarithmic ultraviolet divergence:

m̄E,DR = mE +
g2NcT

8π

(
1

εUV

+ ln
µ̄2

m2
E

+O(1)

)
. (5.28)

A naive transliteration to lattice yields

m̄E,lat = mE +
g2NcT

8π

(
ln

1

a2m2
E

+O(1)

)
. (5.29)

So, Debye screening grows logarithmically as the continuum limit is approached, much like

in the numerical study of ref. [41], and the exponential function exp(−m̄E,latr) decreases.

To summarize, we believe that the leading term, ∼ Glat exp(−mEr), is a very ultraviolet

sensitive and pathological function of the lattice spacing; at large distances, it appears to ex-

trapolate towards zero in the continuum limit, while at short distances it appears to explode.

In fact it might look somewhat like a delta-function.

Concerning whether the same happens also in the other terms, in particular in the one

with exp(−2mEr), a higher order computation would be required to see any perturbative

indications. We find it conceivable, though, that some of the terms could also remain finite,

representing a coupling to the gauge-invariant channel of the traced Polyakov loop,

ψT(r) ≡
1

N2
c
〈Tr [Pr]Tr [P

†
0 ]〉 . (5.30)

This behaves as [23]

ln

(
ψT(r)

|ψP|2

)
≈

g4CF

(4π)2Nc

exp(−2mEr)

4T 2r2
+O(g5) (5.31)

at the order of our computation; the argument of the large-distance exponential fall-off has

recently been determined at next-to-leading order in ref. [30]. (A more precise analysis of

this correlator at short distances has been undertaken in ref. [28].)

9No logarithms of r appear if the soft contributions to ψC are treated as in eq. (3.24) and no terms of the

type O(1/ε) ×O(ε) are included, i.e., if we just sum together eq. (5.13) and the large-r limit of eq. (5.18).
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The divergence in the cyclic loop

• We perform a calculation for rT≪1, focusing only on the 
UV aspects and on the contribution from the scale 1/r. 

The divergent terms agree. The divergence is UV and 
cannot be renormalized multiplicatively
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Origin of the divergence
• In Coulomb gauge the singlet free energy is finite
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Origin of the divergence
• In Coulomb gauge the singlet free energy is finite

• Add the strings: a lot of diagrams cancel because of 
cyclicity (all those where the two strings are connected 
on at least one side by the singlet component of a 
Polyakov line) a b c

d e f

Figure 3.1: The diagrams contributing to the tree-level rectangular Wilson loop in Feyn-
man or Coulomb gauge. Imaginary time runs in the horizontal direction, space in the
vertical one. As per the conventions of App. A, dashed lines are longitudinal gluons and
curly lines are transverse gluons. After analytical continuation to real times, it can be
shown that in the large time limit only the diagrams in the first line contribute to the
potential, both in Feynman gauge [22] and in Coulomb gauge [182].

As in any EFT, establishing a hierarchy and identifying the low-energy degrees of free-
dom is the first step in the construction of the e↵ective theory, as we explained in
Sec. 1.2. A crucial aspect of our EFT framework is thus the assumption of a scale hi-
erarchy between the non-relativistic and the thermodynamical scales. We remark that
the aforementioned calculation [22] of the potential from the real-time continuation of
the Wilson loop has been performed in the context of the HTL e↵ective theory, with
the Feynman rules derived from the Lagrangian (2.42). As such it implicitly assumes a
temperature T much larger than the inverse spatial extent 1/r of the Wilson loop, i.e.
T � 1/r. The use of resummed HTL propagators furthermore implies 1/r ⇠ mD.
Sec. 3.1 shall then be devoted to introducing the possible scale hierarchies that are rel-
evant for QQ bound states in the plasma, among which the one just discussed. These
hierarchies will then be analyzed in detail in Chapters 4, 5 and 6.

3.1 Scale hierarchies

Bound states at finite temperature are systems characterized by many energy scales. As
we mentioned before, on one side there are the thermodynamical scales that describe the
motion of the particles in the thermal bath: as discussed in Sec. 2.4, one has the temper-
ature scale2 T , the Debye mass mD, which is the screening scale of the chromoelectric

2There is an ambiguity as to what is the e↵ective scale between T , ⇡T and multiples thereof. The
controversy arises because in the Matsubara formalism frequencies are even/odd multiples, according to
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Origin of the divergence
• In Coulomb gauge the singlet free energy is finite

• Add the strings: a lot of diagrams cancel because of 
cyclicity (all those where the two strings are connected 
on at least one side by the singlet component of a 
Polyakov line)

• The divergence is then given by these diagrams

a b c
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Figure 3.1: The diagrams contributing to the tree-level rectangular Wilson loop in Feyn-
man or Coulomb gauge. Imaginary time runs in the horizontal direction, space in the
vertical one. As per the conventions of App. A, dashed lines are longitudinal gluons and
curly lines are transverse gluons. After analytical continuation to real times, it can be
shown that in the large time limit only the diagrams in the first line contribute to the
potential, both in Feynman gauge [22] and in Coulomb gauge [182].

As in any EFT, establishing a hierarchy and identifying the low-energy degrees of free-
dom is the first step in the construction of the e↵ective theory, as we explained in
Sec. 1.2. A crucial aspect of our EFT framework is thus the assumption of a scale hi-
erarchy between the non-relativistic and the thermodynamical scales. We remark that
the aforementioned calculation [22] of the potential from the real-time continuation of
the Wilson loop has been performed in the context of the HTL e↵ective theory, with
the Feynman rules derived from the Lagrangian (2.42). As such it implicitly assumes a
temperature T much larger than the inverse spatial extent 1/r of the Wilson loop, i.e.
T � 1/r. The use of resummed HTL propagators furthermore implies 1/r ⇠ mD.
Sec. 3.1 shall then be devoted to introducing the possible scale hierarchies that are rel-
evant for QQ bound states in the plasma, among which the one just discussed. These
hierarchies will then be analyzed in detail in Chapters 4, 5 and 6.

3.1 Scale hierarchies

Bound states at finite temperature are systems characterized by many energy scales. As
we mentioned before, on one side there are the thermodynamical scales that describe the
motion of the particles in the thermal bath: as discussed in Sec. 2.4, one has the temper-
ature scale2 T , the Debye mass mD, which is the screening scale of the chromoelectric

2There is an ambiguity as to what is the e↵ective scale between T , ⇡T and multiples thereof. The
controversy arises because in the Matsubara formalism frequencies are even/odd multiples, according to
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Thinking cylindrically



Renormalization
• The divergence is related to the cusp divergence, but not 

quite the same. Indeed, thinking cylindrically, the cyclic 
Wilson loop is topologically different from a regular one

• It does not have cusps, but a continuous set of intersections. 

The Cyclic Wilson Loop Renormalization of the Cyclic Wilson Loop

Divergence of the cyclic Wilson loop

periodic boundary conditions: ⌧ = 0 and ⌧ = � are identified
cusps turn into intersections:

only intersections at string endpoints relevant
(angles 0 and ⇡ not divergent)
alternate path orderings lead to Polyakov loop correlator (finite)
renormalization matrices at the 2 intersections must be identical

Renormalization formula (compact)
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Renormalization
• The divergence is related to the cusp divergence, but not 

quite the same. Indeed, thinking cylindrically, the cyclic 
Wilson loop is topologically different from a regular one

• It does not have cusps, but a continuous set of intersections. 

• Wilson loops with intersections are renormalized in matrix 
form, by considering all possible choices of paths at the 
intersection

Brandt Neri Sato PRD24 (1981)
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The Cyclic Wilson Loop Renormalization of Loop Functions

Divergences

logarithmic divergences 2 for intersections:
cannot be removed through a single multiplicative constant
set of associated loops mix under renormalization

same contour, but di↵erent path ordering at intersection
disconnected loops are traced separately
renormalization matrix depends only on intersection angles

general case:
1 renormalization constant / matrix for every cusp / intersection
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Renormalization
• The procedure is the same in the case of n intersections. 

In our case in principle n=∞, but in practice there are 
only two independent paths:
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Renormalization
• The procedure is the same in the case of n intersections. 

In our case in principle n=∞, but in practice there are 
only two independent paths:

• They are the cyclic loop (Wc) and the correlator of two 
Polyakov loops (CPL). The latter being finite, the 
renormalization matrix reads

The Cyclic Wilson Loop Renormalization of the Cyclic Wilson Loop

Divergence of the cyclic Wilson loop
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Intermediate summary
• We have obtained that the cyclic Wilson loop is 

not renormalized multiplicatively. Due to the 
periodic boundary conditions, it mixes with the 
Polyakov loop correlator under renormalization.

• This renormalization prescription is valid at weak 
and strong coupling

• We are now going to test it in perturbation theory

WR
c = ZWc + (1� Z)CPL



Cylindrical divergences
• The standard cusp divergence arises when all vertices 

are contracted at the singular point

• In the case of the intersection, one always has to think 
cylindrical.

• Only the last diagram contributes to the intersection 
divergence

+ + = finite

Figure 10. Example for the cancellation of a first kind logarithmic divergence with a line vertex
counterterm. This relation is gauge independent, although some of these diagrams may vanish for
particular choices of gauge.

γ γ γ

Figure 11. Contributions to a cusp divergence at O (αs).

their contributions are already included in the substitution of the charge. However, in the

following we would like to distinguish exactly where divergences come from and how they

are cancelled, so when we consider logarithmic divergences of the first kind, we will stick

to the cancellation by counterterms. Note also, that in addition to the usual ones we get

a line vertex counterterm (Z1Z
−1
3 − 1), which comes from gA = Z1Z

−1
3 g(R)A(R) in the

definition of the cyclic Wilson loop.

In non-covariant gauges, like Coulomb gauge, the different components of the gauge

fields are not treated equally, so also the corresponding field renormalization constants may

be different from each other. For example, at O
(
α2
s

)
in Coulomb gauge the only diagrams

that could have a logarithmic divergence of the first kind (compare figure 10) vanish in

dimensional regularization. Since there are no divergences that the line vertex counterterm

should remove, this implies gA0 = g
(R)

A
(R)
0 , at least at this order in αs. For the spatial

components of A there would be a line vertex renormalization constant different from 1,

however at this order all relevant diagrams cancel through cyclicity. This is the reason

why we have not considered line vertex counterterms in our previous calculations. But had

we used Feynman gauge to calculate the cyclic Wilson loop, we would have needed a line

vertex counterterm also for A0. The cancellation in case of a general gauge is depicted in

figure 10.

The second kind of logarithmic divergences in the case of cusps arise from diagrams

and integration regions as those depicted in figure 11. The divergence as a function of the

– 15 –

Figure 13. Intersection divergence for subdiagrams. If the line vertices are contracted as in the left
and middle diagram at a smooth or a singular point, we get a first kind logarithmic divergence or a
finite contribution respectively because of the external line. But the periodic boundary conditions
allow for a contraction at the singular point without external lines, as depicted in the right diagram.

contracted at the intersection and thus give a divergence. This is illustrated in the second

row of figure 12. The first diagram is finite (Polyakov loop), the second diagram cancels

(cyclicity), but the third and forth diagram are divergent, because we can contract the

line vertices of the respective one-gluon and three-gluon subdiagrams at the intersection.

The periodic boundary conditions are of vital importance here, because in order to have

no external line, the intersection point must be approached from the left and the right, as

depicted in figure 13.

So diagrams with an intersection divergence have to be unconnected and only subdi-

agrams contribute to the divergence. This means that we can obtain every such diagram

of a given order in αs by taking lower order diagrams, which are finite after charge renor-

malization, and adding appropriate subdiagrams in such a way, that their line vertices

can be drawn together at an intersection without crossing any line vertex of the finite

diagram, since this would provide external lines and there would be no divergence. These

finite diagrams, which we will call bases, need to involve both quark lines according to our

previous line of argument. Note that the bases need not necessarily be 2PI, since adding

subdiagrams will often result in an irreducible diagram.

At O
(
α3
s

)
there are eight possible base diagrams, all of which are given in figure 14.

In order to get all diagrams with a second kind logarithmic divergence, we will add subdia-

grams of O
(
α2
s

)
to the first base, and a single gluon to the other bases, in such a way that

their line vertices can be contracted at least at one of the intersection points. However,

in order to save space, we will not show all of those diagrams. Since we can get another

diagram contributing to the intersection divergence by simply moving some of the line

vertices across the intersection from string to quark line or from quark line to string, it

suffices to give only one of them. This is illustrated for the O
(
α2
s

)
diagrams in figure 15.

Note that we are no longer restricting ourselves to gauges with diagonal propagators.

Another important point is that, while the insertion of subdiagrams may interfere with

the contour integrations of the bases, the divergence comes from integration regions, where

all of the new line vertices are at the intersection. So if we just look at the divergent

part, then this is given by a divergent factor multiplying the value of the base diagram.

This factor depends only on the inserted subdiagram and not on the base. The changes in

– 17 –



Perturbative renormalization



Building blocks
• The Polyakov loop correlator at order      at short 

distances

McLerran Svetitsky PRD24 (1981) Gross Pisarski Yaffe PRD24 
(1981) Brambilla JG Petreczky Vairo PRD82 (2010) Burnier Laine 
Vepsäläinen JHEP1001 (2009)

• Expansion of the renormalization constant 

• We now evaluate Z1
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Leading-order renormalization
• The renormalization equation gives

• This implies Z1 = �CA
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Going to higher orders

• Non-trivial check of the renormalization equation by 
considering higher-order divergences
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Going to higher orders

• Non-trivial check of the renormalization equation by 
considering higher-order divergences

• In these diagrams the IR cancellation breaks down in 
the non-Abelian term
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Going to higher orders

• Non-trivial check of the renormalization equation by 
considering higher-order divergences

• In these diagrams the IR cancellation breaks down in 
the non-Abelian term

• This results in a UV-divergent contribution
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Divergences at order g6

• We have carried out a full study of the cancellation 
of divergences at order g6

• There one has again iterations of the leading-order 
divergence, cancelled by Z1, and new divergences, 
cancelled by Z2 (undetermined)

• The analysis is based on the topological 
classification of divergent graphs

• The analysis is gauge-invariant. For illustration let 
me show some examples in Coulomb gauge



Divergences at order g6

• The cancellation shown before at order g5 carries through 
to all orders
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s
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Trivial cancellations at O(↵3
s )

Z1↵s⇥ Z1↵s⇥ �Z1↵s⇥

the divergences of the two diagrams on the left cancel in completely
the same way as for the O(↵2

s

) diagrams without the selfenergy

the two diagrams on the right are exactly equal, so they cancel.

Compare: ZW
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+ (1� Z )P
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= P
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+ Z (W
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� P
c

)

in the di↵erence W
c

� P
c

all diagrams equal for W
c

and P
c

drop out,
so when multiplying with Z one only has to consider diagrams where
the colour factors di↵er between W

c

and P
c
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Divergences at order g6

• The cancellation shown before at order g5 carries through 
to all orders

• New divergences combining divergent and finite 
diagrams
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Cancellations at O(↵3
s ) proportional to (rT )0
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left and middle diagram have the same colour factors

so their integration regions can be combined
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Divergences at order g6

• The two-gluon exchange term in CPL enters in
The Cyclic Wilson Loop Check of the Renormalization Procedure at O(↵3

s

)

Cancellations at O(↵3
s ) proportional to (rT )�2

+

Z1↵s ⇥
1

2

2

⇥+

� Z1↵s⇥

The sum of the W
c

diagrams gives

✓
C 2

F

� 1

2
C
F

C
A

◆
↵2

s

2r2T 2

C
A

↵
s

⇡"

This is exactly canceled by the contribution from P
c

!

Matthias Berwein (TU München) The Cyclic Wilson Loop 21.12.2011 43 / 47

The Cyclic Wilson Loop Check of the Renormalization Procedure at O(↵3

s

)

Cancellations at O(↵3
s ) proportional to (rT )�2

+

Z1↵s ⇥
1

2

2

⇥+

� Z1↵s⇥

The sum of the W
c

diagrams gives

✓
C 2

F

� 1

2
C
F

C
A

◆
↵2

s

2r2T 2

C
A

↵
s

⇡"

This is exactly canceled by the contribution from P
c

!

Matthias Berwein (TU München) The Cyclic Wilson Loop 21.12.2011 43 / 47

The Cyclic Wilson Loop Check of the Renormalization Procedure at O(↵3

s

)

Cancellations at O(↵3
s ) proportional to (rT )�2

+

Z1↵s ⇥
1

2

2

⇥+

� Z1↵s⇥

The sum of the W
c

diagrams gives

✓
C 2

F

� 1

2
C
F

C
A

◆
↵2

s

2r2T 2

C
A

↵
s

⇡"

This is exactly canceled by the contribution from P
c

!

Matthias Berwein (TU München) The Cyclic Wilson Loop 21.12.2011 43 / 47



Divergences at order g6

• The two-gluon exchange term in CPL enters in

• Z2 has to be determined from

completing the renormalization procedure to order g6
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Figure 19. Types of diagrams that contribute to the divergence cancelled by Z2.

This result in particular is a strong confirmation for the renormalization procedure pre-

sented above. An illustration is given in figure 18.

At last, the second order expansion term Z2 of the renormalization constant Z times

the tree level diagram of the cyclic Wilson loop gives a term

ZWc ∼ Z2α
2
s

CFαs

rT
. (4.7)

This will be used to cancel divergent contributions from diagrams with the tree level dia-

gram as base and subdiagrams of O(α2
s) added. The different diagram types are depicted

in figure 19. The sum of the divergent terms of all those diagrams (after charge renormal-

ization) determines the value of Z2.

We should comment on the left and right diagram in the first row of figure 19. The

diagram type on the left has two different kinds of divergences related to the intersection,

corresponding to different integration regions: either all four line vertices of the added

gluons approach the intersection, or only the two vertices of one gluon do, while the vertices

of the other gluon remain at a finite distance. We will call the first case an overall divergence

and the second case a subdivergence, in order to describe the nature of the divergent terms.

The first case does not present problems and will be briefly commented on below, but the

second case produces terms like 1
ε̄ lnµr or

1
ε̄ times a thermal part, which cannot be included

in the definition of Z2. However, those are exactly cancelled by the diagram type on the

right multiplied by the first order renormalization constant Z1αs.

We will show this for the thermal part contributions. If we take the thermal part of

the gluon propagator not connecting the quark lines in the diagrams of the type depicted

on the right of figure 19, then this is finite and the value will be denoted by W (γ+)(T ).

Actually, we could have considered the thermal part of these diagrams also as a base. Then,

with the same line of argument as before, adding another gluon around the intersection

leads to a divergence which is given by the known factor
(
−2αs

πε̄

)
. The colour connected

– 21 –

×Z1αs

Figure 19. Types of diagrams that contribute to the divergence cancelled by Z2.

This result in particular is a strong confirmation for the renormalization procedure pre-

sented above. An illustration is given in figure 18.

At last, the second order expansion term Z2 of the renormalization constant Z times

the tree level diagram of the cyclic Wilson loop gives a term

ZWc ∼ Z2α
2
s

CFαs

rT
. (4.7)

This will be used to cancel divergent contributions from diagrams with the tree level dia-

gram as base and subdiagrams of O(α2
s) added. The different diagram types are depicted

in figure 19. The sum of the divergent terms of all those diagrams (after charge renormal-

ization) determines the value of Z2.

We should comment on the left and right diagram in the first row of figure 19. The

diagram type on the left has two different kinds of divergences related to the intersection,

corresponding to different integration regions: either all four line vertices of the added

gluons approach the intersection, or only the two vertices of one gluon do, while the vertices

of the other gluon remain at a finite distance. We will call the first case an overall divergence

and the second case a subdivergence, in order to describe the nature of the divergent terms.

The first case does not present problems and will be briefly commented on below, but the

second case produces terms like 1
ε̄ lnµr or

1
ε̄ times a thermal part, which cannot be included

in the definition of Z2. However, those are exactly cancelled by the diagram type on the

right multiplied by the first order renormalization constant Z1αs.

We will show this for the thermal part contributions. If we take the thermal part of

the gluon propagator not connecting the quark lines in the diagrams of the type depicted

on the right of figure 19, then this is finite and the value will be denoted by W (γ+)(T ).

Actually, we could have considered the thermal part of these diagrams also as a base. Then,

with the same line of argument as before, adding another gluon around the intersection

leads to a divergence which is given by the known factor
(
−2αs

πε̄

)
. The colour connected

– 21 –

×Z1αs

Figure 19. Types of diagrams that contribute to the divergence cancelled by Z2.

This result in particular is a strong confirmation for the renormalization procedure pre-

sented above. An illustration is given in figure 18.

At last, the second order expansion term Z2 of the renormalization constant Z times

the tree level diagram of the cyclic Wilson loop gives a term

ZWc ∼ Z2α
2
s

CFαs

rT
. (4.7)

This will be used to cancel divergent contributions from diagrams with the tree level dia-

gram as base and subdiagrams of O(α2
s) added. The different diagram types are depicted

in figure 19. The sum of the divergent terms of all those diagrams (after charge renormal-

ization) determines the value of Z2.

We should comment on the left and right diagram in the first row of figure 19. The

diagram type on the left has two different kinds of divergences related to the intersection,

corresponding to different integration regions: either all four line vertices of the added

gluons approach the intersection, or only the two vertices of one gluon do, while the vertices

of the other gluon remain at a finite distance. We will call the first case an overall divergence

and the second case a subdivergence, in order to describe the nature of the divergent terms.

The first case does not present problems and will be briefly commented on below, but the

second case produces terms like 1
ε̄ lnµr or

1
ε̄ times a thermal part, which cannot be included

in the definition of Z2. However, those are exactly cancelled by the diagram type on the

right multiplied by the first order renormalization constant Z1αs.

We will show this for the thermal part contributions. If we take the thermal part of

the gluon propagator not connecting the quark lines in the diagrams of the type depicted

on the right of figure 19, then this is finite and the value will be denoted by W (γ+)(T ).

Actually, we could have considered the thermal part of these diagrams also as a base. Then,

with the same line of argument as before, adding another gluon around the intersection

leads to a divergence which is given by the known factor
(
−2αs

πε̄

)
. The colour connected

– 21 –

×Z1αs

Figure 19. Types of diagrams that contribute to the divergence cancelled by Z2.

This result in particular is a strong confirmation for the renormalization procedure pre-

sented above. An illustration is given in figure 18.

At last, the second order expansion term Z2 of the renormalization constant Z times

the tree level diagram of the cyclic Wilson loop gives a term

ZWc ∼ Z2α
2
s

CFαs

rT
. (4.7)

This will be used to cancel divergent contributions from diagrams with the tree level dia-

gram as base and subdiagrams of O(α2
s) added. The different diagram types are depicted

in figure 19. The sum of the divergent terms of all those diagrams (after charge renormal-

ization) determines the value of Z2.

We should comment on the left and right diagram in the first row of figure 19. The

diagram type on the left has two different kinds of divergences related to the intersection,

corresponding to different integration regions: either all four line vertices of the added

gluons approach the intersection, or only the two vertices of one gluon do, while the vertices

of the other gluon remain at a finite distance. We will call the first case an overall divergence

and the second case a subdivergence, in order to describe the nature of the divergent terms.

The first case does not present problems and will be briefly commented on below, but the

second case produces terms like 1
ε̄ lnµr or

1
ε̄ times a thermal part, which cannot be included

in the definition of Z2. However, those are exactly cancelled by the diagram type on the

right multiplied by the first order renormalization constant Z1αs.

We will show this for the thermal part contributions. If we take the thermal part of

the gluon propagator not connecting the quark lines in the diagrams of the type depicted

on the right of figure 19, then this is finite and the value will be denoted by W (γ+)(T ).

Actually, we could have considered the thermal part of these diagrams also as a base. Then,

with the same line of argument as before, adding another gluon around the intersection

leads to a divergence which is given by the known factor
(
−2αs

πε̄

)
. The colour connected

– 21 –

The Cyclic Wilson Loop Check of the Renormalization Procedure at O(↵3

s

)

Cancellations at O(↵3
s ) proportional to (rT )�1

All of these divergences together must be canceled by Z
2

↵2

s

times the tree
level diagram and thus determine the value of Z

2

.

⇥Z1↵s

Matthias Berwein (TU München) The Cyclic Wilson Loop 21.12.2011 42 / 47

The Cyclic Wilson Loop Check of the Renormalization Procedure at O(↵3

s

)

Cancellations at O(↵3
s ) proportional to (rT )�1

All of these divergences together must be canceled by Z
2

↵2

s

times the tree
level diagram and thus determine the value of Z

2

.

⇥Z1↵s

Matthias Berwein (TU München) The Cyclic Wilson Loop 21.12.2011 42 / 47



Conclusions
• We have derived a generic renormalization 

equation for the cyclic Wilson loop, showing 
how it mixes with the Polyakov loop correlator

• We have tested this procedure in perturbation 
theory, determining the leading-order 
renormalization constant

• In order to match perturbative and lattice data, a 
non-trivial matching of the renormalization 
schemes in the two cases needs to be performed




