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Why should I care about GPUs?
• GPUs deliver cost effective FLOPs for LQCD today.

– You can have > 1 TFlop sustained, under your desk
– JLab clusters deliver ~ 2 c/MFlop

• GPUs have features which are promised in future systems
– High degree of concurrency (448-512 ‘cores’)
– Complicated memory hierarchies

• GPUs are programmable (by the mainstream)
– CUDA is well supported, and documented
– OpenCL support is coming along
– Compilers are providing other mechanisms (#pragma-s)

• Large scale GPU machines are already with us
– Tianhe 1A, Keeneland, Edge etc.
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We need the Flops
PRIORITY RESEARCH DIRECTION: 
COLD QUANTUM CHROMODYNAMICS AND NUCLEAR FORCES 
 

Scientific Grand Challenges:  Forefront Questions in Nuclear Science and the  
142 Role of Computing at the Extreme Scale 

 
Figure 39.  Anticipated highlights for priority research direction “Spectrum of Quantum Chromodynamics.” 
Upper-left image courtesy of the Thomas Jefferson National Accelerator Facility.  Remainder of image courtesy of 
Thomas Luu (Lawrence Livermore National Laboratory) and David Richards (Thomas Jefferson National 
Accelerator Facility). 

Scientific Outcomes and Impacts 

The Spectrum and Properties of Meson Resonances.  The presently observed spectrum of QCD 
provides little direct evidence of the presence of gluons.  However, QCD presents the possibility of exotic 
mesonic states of matter in which the gluonic degrees of freedom are explicitly exhibited, and the flux 
tubes excited.  The search for such states will be the subject of intense experimental effort, notably the 
GlueX experiment at the 12 GeV upgrade at the Jefferson Laboratory (JLab@12GeV).  The confrontation 
of the precise LQCD calculation of the spectrum afforded through extreme computing with the 
experimentally determined spectrum of meson resonances will provide the culmination of the quest to 
understand QCD as the theory of strong interactions.  The calculation of the spectrum and properties of 
exotic resonances will reveal the nature of the gluonic degrees of freedom in the spectrum, and may help 
elucidate scientists’ understanding of the origin of confinement. 

Exascale Sustained Petascale Spectrum of hadrons

 PRIORITY RESEARCH DIRECTION:
COLD QUANTUM CHROMODYNAMICS AND NUCLEAR FORCES 

 

Scientific Grand Challenges:  Forefront Questions in Nuclear Science and the  
Role of Computing at the Extreme Scale 149 

 
Figure 41.  Anticipated highlights for priority research direction “From Quantum Chromodynamics to Nuclei.”  
Upper-left image from NASA.  Lower-right image courtesy of the Plasma Physics Laboratory of the Royal Military 
Academy, EURATOM Association, Belgium.  Remaining images courtesy of Thomas Luu (Lawrence Livermore 
National Laboratory) and David Richards (Thomas Jefferson National Accelerator Facility). 

FUNDAMENTAL SYMMETRIES 

In some instances, nature is very nearly invariant under certain symmetry transformations, such as spatial 
inversion or motion reversal (also known as time-reversal).  However, the consequences of a slight 
noninvariance under such transformations can have widespread implications.  A well known example is 
CP-violation, where the combined symmetry operation of charge-conjugation, C, and spatial-inversion, P, 
is known to be slightly violated.  Without CP-violation, the present-day matter and antimatter asymmetry 
of the universe would not exist (the universe contains more matter than antimatter), and from what 
ensues, humans would not exist. 

Research efforts to uncover particles and symmetries beyond those of the standard model of particle 
physics are multipronged.  One of the approaches in this effort is to perform precision measurements of 
the properties of known particles, such as the magnetic moment of the muon.  The E821 experiment at 
Brookhaven National Laboratory has measured the deviation from the classical value of the muon 
magnetic moment, g-2, to eight significant digits, and is found to agree with the theoretical calculation 
within the uncertainties of both the theoretical calculation and the experimental determination.  One of the 
significant uncertainties in the theoretical calculation arises from strong interaction contributions through 
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Figure 40.  Anticipated highlights for priority research direction “How Quantum Chromodynamics Makes a 
Proton.” Upper-left image courtesy of Brookhaven National Laboratory.  Lower-right image courtesy of Thomas 
Jefferson National Accelerator Facility.  Remainder of image courtesy of Thomas Luu (Lawrence Livermore 
National Laboratory) and David Richards (Thomas Jefferson National Accelerator Facility). 

Scientific Outcomes and Impacts 

Gluon Contributions to Nucleon Structure.  The contribution of gluons to the nucleon mass, and the 
calculation of the low moments of the spin-averaged and spin-dependent gluon distributions, will address 
key questions in the 2007 Nuclear Science Long Range Plan (DOE 2007).  LQCD calculations are crucial 
to experimental investigations of the hadron structure of nucleons at the Jefferson Laboratory,  
Relativistic Heavy Ion Collider-spin and a possible future electron-ion collider.  Notably, these 
calculations, together with experiments, will resolve the origin of spin in the nucleon.  These calculations 
will also delineate between the roles of the spins of the quarks and gluons, and of their orbital angular 
momentum with a precision that neither experiments nor computation can achieve alone. 

The progression toward extreme computing for hadron structure is encapsulated in Figure 40.  LQCD will 
enable precision calculations of key isovector quantities.  These include the nucleon axial charge, which 
impacts the lifetime of the neutron, electromagnetic form factors specifying the spatial distribution of 
charge and magnetization in the nucleon, moments of quark distributions measured in deep inelastic 
scattering, and moments of generalized parton distributions, which are a major focus of the experimental 
program at Jefferson Laboratory.  Calculations requiring computational resources approximately one 

Exascale Sustained Petascale Hadron Structure
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Figure 41.  Anticipated highlights for priority research direction “From Quantum Chromodynamics to Nuclei.”  
Upper-left image from NASA.  Lower-right image courtesy of the Plasma Physics Laboratory of the Royal Military 
Academy, EURATOM Association, Belgium.  Remaining images courtesy of Thomas Luu (Lawrence Livermore 
National Laboratory) and David Richards (Thomas Jefferson National Accelerator Facility). 

FUNDAMENTAL SYMMETRIES 

In some instances, nature is very nearly invariant under certain symmetry transformations, such as spatial 
inversion or motion reversal (also known as time-reversal).  However, the consequences of a slight 
noninvariance under such transformations can have widespread implications.  A well known example is 
CP-violation, where the combined symmetry operation of charge-conjugation, C, and spatial-inversion, P, 
is known to be slightly violated.  Without CP-violation, the present-day matter and antimatter asymmetry 
of the universe would not exist (the universe contains more matter than antimatter), and from what 
ensues, humans would not exist. 

Research efforts to uncover particles and symmetries beyond those of the standard model of particle 
physics are multipronged.  One of the approaches in this effort is to perform precision measurements of 
the properties of known particles, such as the magnetic moment of the muon.  The E821 experiment at 
Brookhaven National Laboratory has measured the deviation from the classical value of the muon 
magnetic moment, g-2, to eight significant digits, and is found to agree with the theoretical calculation 
within the uncertainties of both the theoretical calculation and the experimental determination.  One of the 
significant uncertainties in the theoretical calculation arises from strong interaction contributions through 
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Figure 41.  Anticipated highlights for priority research direction “From Quantum Chromodynamics to Nuclei.”  
Upper-left image from NASA.  Lower-right image courtesy of the Plasma Physics Laboratory of the Royal Military 
Academy, EURATOM Association, Belgium.  Remaining images courtesy of Thomas Luu (Lawrence Livermore 
National Laboratory) and David Richards (Thomas Jefferson National Accelerator Facility). 

FUNDAMENTAL SYMMETRIES 

In some instances, nature is very nearly invariant under certain symmetry transformations, such as spatial 
inversion or motion reversal (also known as time-reversal).  However, the consequences of a slight 
noninvariance under such transformations can have widespread implications.  A well known example is 
CP-violation, where the combined symmetry operation of charge-conjugation, C, and spatial-inversion, P, 
is known to be slightly violated.  Without CP-violation, the present-day matter and antimatter asymmetry 
of the universe would not exist (the universe contains more matter than antimatter), and from what 
ensues, humans would not exist. 

Research efforts to uncover particles and symmetries beyond those of the standard model of particle 
physics are multipronged.  One of the approaches in this effort is to perform precision measurements of 
the properties of known particles, such as the magnetic moment of the muon.  The E821 experiment at 
Brookhaven National Laboratory has measured the deviation from the classical value of the muon 
magnetic moment, g-2, to eight significant digits, and is found to agree with the theoretical calculation 
within the uncertainties of both the theoretical calculation and the experimental determination.  One of the 
significant uncertainties in the theoretical calculation arises from strong interaction contributions through 

Exascale Sustained Petascale 
Nuclear Interactions

 PRIORITY RESEARCH DIRECTION:
COLD QUANTUM CHROMODYNAMICS AND NUCLEAR FORCES 

 

Scientific Grand Challenges:  Forefront Questions in Nuclear Science and the  
Role of Computing at the Extreme Scale 149 

 
Figure 41.  Anticipated highlights for priority research direction “From Quantum Chromodynamics to Nuclei.”  
Upper-left image from NASA.  Lower-right image courtesy of the Plasma Physics Laboratory of the Royal Military 
Academy, EURATOM Association, Belgium.  Remaining images courtesy of Thomas Luu (Lawrence Livermore 
National Laboratory) and David Richards (Thomas Jefferson National Accelerator Facility). 

FUNDAMENTAL SYMMETRIES 

In some instances, nature is very nearly invariant under certain symmetry transformations, such as spatial 
inversion or motion reversal (also known as time-reversal).  However, the consequences of a slight 
noninvariance under such transformations can have widespread implications.  A well known example is 
CP-violation, where the combined symmetry operation of charge-conjugation, C, and spatial-inversion, P, 
is known to be slightly violated.  Without CP-violation, the present-day matter and antimatter asymmetry 
of the universe would not exist (the universe contains more matter than antimatter), and from what 
ensues, humans would not exist. 

Research efforts to uncover particles and symmetries beyond those of the standard model of particle 
physics are multipronged.  One of the approaches in this effort is to perform precision measurements of 
the properties of known particles, such as the magnetic moment of the muon.  The E821 experiment at 
Brookhaven National Laboratory has measured the deviation from the classical value of the muon 
magnetic moment, g-2, to eight significant digits, and is found to agree with the theoretical calculation 
within the uncertainties of both the theoretical calculation and the experimental determination.  One of the 
significant uncertainties in the theoretical calculation arises from strong interaction contributions through 
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Anatomy of a Fermi GPU

 NVIDIA GPU consists of Streaming Multiprocessors (SMs)
 SMs provide:

 registers (32K 32-bit)
 CUDA cores (32 per SM) – 1 SP mul-add per clock.
 64 KB Shared Memory (configured as memory/L1 cache)
 Special Function units (for fast sin/cos/exp etc)
 Hardware barrier within SM.
 texture caches, thread dispatch logic etc.

Tesla M2090;
512 CUDA cores
x 2 Flops/clock
x 1.3 GHz
= 1.33 Tflops (SP)
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What does a full system look like?

• Regular, possibly multi-socket/multi-core CPUs
• One or more GPU devices on PCIe ‘network’ (bus(es), PLX etc )
• Typically CPU & GPU have separate memories
• Regular networking to other ‘nodes’ 

NB: ‘Speeds and Feeds’ shown are approximate

PCIe 2
‘Network’
8+8 GB/s

GPU
Memory
buses

~150GB/s

CPU
Memory
buses 

~32GB/s

GPU: ~ 1-1.6 TFlop (SP)
2 x #cores x freq

Off-node
‘Network’
~5GB/s
(40Gb/s)

CPU: ~64-150 GFlop (SP)
4 x 2 x freq x #cores

JLab 10G cluster

Tuesday, July 5, 2011



The CUDA Thread Model
• user 'kernels' execute in a 'grid' of 

'blocks' of 'threads'
– block has ID in the grid
– thread has ID in the block

• blocks are 'independent'
– no synchronization between 

blocks
• threads within a block may 

cooperate
– use shared memory 
– fast synchronization

• in H/W, blocks are mapped to SMs
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Example: Kernel to add two vectors
#include <cuda.h>
#include <cstdio>
#include <iostream>

#define N 20 

// Kernel to add vectors 'x' and 'y' into 'z'
// vectors are of length N elements

__global__ 
void add( float *z, float *x, float *y ) 
{
  
  int thread_id = threadIdx.x + blockIdx.x * blockDim.x;

  if( thread_id < N ) {

     z[ thread_id ] = x[ thread_id ] + y[ thread_id ];

  }
}

Include cuda.h to access
 cuda API

(may also need 
cuda_runtime.h)

__global__ marks this as a kernel

Generate a global
thread ID

These are device memory 
accesses
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Example: Host Code
int main(int argc, char *argv[]) 
{  float host_x[N], host_y[N], host_z[N];
   float* device_x; float* device_y; float* device_z;

   for(int i=0;  i < N; i++) {  
     host_x[i]=(float)i;  host_y[i]=(float)(2*i);
   } 

   cudaMalloc( &device_x, N*sizeof(float) );
   cudaMalloc( &device_y, N*sizeof(float) );
   cudaMalloc( &device_z, N*sizeof(float) );

   cudaMemcpy( device_x, host_x, N*sizeof(float), cudaMemcpyHostToDevice );
   cudaMemcpy( device_y, host_y, N*sizeof(float), cudaMemcpyHostToDevice );

   dim3 n_blocks; dim3 threads_per_block; 
   n_blocks.x = 1; threads_per_block.x = N;   

   add<<< threads_per_block, n_blocks >>>( device_z, device_x, device_y );

   cudaMemcpy( host_z, device_z, N*sizeof(float), cudaMemcpyDeviceToHost );
     
   cudaFree( device_x ); cudaFree( device_y ); cudaFree( device_z );
 }  

Launch 
Kernel

Allocate space on GPU
and transfer data to GPU

Bring Data back from GPU and 
free space on device
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It began with ...
• Egri et al. Comput. Phys. Commun. 177:631-639, 2007
• with a preview at Lattice’06 (Tuscon, AZ)
• predated CUDA, using OpenGL graphics primitives
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Lattice QCD as a video game

Győző I. Egria, Zoltán Fodor abc, Christian Hoelbling b,
Sándor D. Katz ab, Dániel Nógrádi b and Kálmán K. Szabó b

aInstitute for Theoretical Physics, Eötvös University, Budapest, Hungary
bDepartment of Physics, University of Wuppertal, Germany
cDepartment of Physics, University of California, San Diego, USA

Abstract

The speed, bandwidth and cost characteristics of today’s PC graphics cards make them an at-
tractive target as general purpose computational platforms. High performance can be achieved also
for lattice simulations but the actual implementation can be cumbersome. This paper outlines the
architecture and programming model of modern graphics cards for the lattice practitioner with the
goal of exploiting these chips for Monte Carlo simulations. Sample code is also given.

1 Introduction

The goal of every lattice field theorist is to use a calculational platform that maximizes the perfor-
mance/price ratio. In this paper a competitive but so far unused and unappreciated (at least in the
lattice community) architecture will be introduced.

So far the only available option was the usage of CPU-based platforms may it be individual PCs, PC
clusters, dedicated supercomputers such as QCDOC or APE or commercial supercomputers such as
BlueGene/L. The actual calculational task in all of these solutions is done by CPU’s which significantly
vary in terms of features but are similar in the sense that they all share a very general purpose
architecture. In recent years a rapidly developing specialized architecture emerged from the graphics
industry, Graphical Processing Units or GPU’s which took over some of the calculational tasks of the
CPU. These chips are designed to fulfill the needs of a graphics oriented audience (gamers, designers,
etc.) and hence were specialized to the kind of task this set of users most frequently need i.e. graphical
processing. However the complexity of this task grew to a level that general programmability of the
chips was also required. The end product of this evolution is a high performance chip optimized for
SIMD floating point operations on large vectors that can be utilized for general purpose calculations
such as lattice field theory.

Figure 1 and 2 show sustained performances for both Wilson and staggered matrix multiplication
on various lattice sizes and a comparison is given with SSE optimized CPU codes on an Intel P4.
Considering the fact that the price of the current top GPU models are around $500 it becomes clear
that they are very cost effective. For reference we give some numbers from figure 1 for the NVIDIA
8800 GTX card: 33 Gflops sustained performance on a 163

× 60 lattice using the Wilson kernel.
Another good reason for investigating graphics hardware is the fact that the performance growth rate
is still a steep exponential for GPU’s [1].

The relatively low price tag of GPU’s is of course the result of the large market value of their
target audience (gamers, designers, etc.) which was also the reason why ordinary PCs proved to be
very cost effective in the past [2, 3].

The question of scalability is of course an important one for any high performance calculational
platform and for GPU’s this aspect has not yet been explored in detail for lattice applications. The

1

Tuesday, July 5, 2011



GPUs and LQCD in the US
• 2008-2009: QUDA Library (QCD with CUDA) 

- GPU/Algorithms program at Boston Univ. led by Brower, Rebbi
- Mike Clark, Ron Babich lead developers 
- Staggered branch (Gottlieb, Shi), DWF branch (Giedt)

• 2009-2010: Joined by Jefferson Lab 
- JLab deploys 9G/10G ARRA clusters
- QUDA integration with Chroma (Wilson & Clover solvers) 
- Multi-GPU parallelization (T-direction)
- Strong Scale QUDA to 8-16 GPUs, Weak Scale to 32 GPUs

• 2011: QUDA Unified diverse branches, actions -> community
-  Parallelize QUDA in any direction - strong scale to 256 GPUs 

• Independent GPU code for Overlap Fermions: A. Alexandru (GWU)
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LQCD And GPUs around the world
• Budapest-Wuppertal group: Multi-GPU 

-  several actions (staggered, Wislon) and representations (e.g. sextet)
•  Pisa Group: Multi-GPU

- Staggered RHMC on GPUs, CUDA & OpenCL
•  Taiwan: DWF solver, Single GPU?
•  Portugal: SU(3) & SU(4) pure gauge

- Multi-GPU in a single node using OpenMP
•  The APEnet+ project (Rome)

- Scalable network to connect GPUs
•  Edinburgh: QDP++ for GPUs 
•  Japan: Multi-GPUs + blocking techniques, Nf = 10 simuations, DD
• ... (apologies to the groups I didn’t mention)...
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QUDA Community
• A group of interested developers coalesced around QUDA

– Mike Clark (Harvard), Ron Babich (BU) - QUDA leads
– Bálint Joó (Jefferson Lab) - Chroma integration
– Guochun Shi (NCSA) - Staggered Fermions, MILC integration
– Will Detmold, Joel Giedt - previous contributors
– Rich Brower (BU)
– Steve Gottlieb, Justin Foley (U. Indiana) 

• Source Code: http://github.com/lattice/quda

Tuesday, July 5, 2011

http://github.com/lattice/quda
http://github.com/lattice/quda


The Wilson-Clover Fermion Matrix

M = 1   - 

total: 1824 flops,
408 words in + 24 words out
FLOP/Byte: 1.06 (SP), 0.53 (DP)

⎧ ⎨ ⎩

After even-odd (red-black) preconditioning (Schur style): 

Clover term 
(local)

Dslash term
(nearest neighbor)• ‘Speed of Light’ estimate is minumum of:

– multiply/add imbalance: ~75% of peak Flops (Dslash)
– bandwidth constraint: ~ 1x Mem B/W in Flops (SP)  0.5x (DP)
– staggered is harder: ~(2/3) x Mem B/W in Flops (SP) 1/3x (DP)
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B/W Trick: Compression
• Store 3x3 SU(3) matrix as 6 complex numbers, or 8 reals

– 6 (complex) number storage saves loading: 8x3x2=48 words
– costs 8x60 = 480 flops. 
– New FLOP/Byte ratio for clover: 1.5 (SP), 0.75 (DP)
– Speed of light now 50% higher from Bandwidth Constraint
– May not realize all of this (e.g. if Flops are not really free)
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QUDA Optimizations
• Data Layout tuned for Memory Coalescing

– 1 thread / lattice site, 
– break up data for site data into chunks (e.g. float4 for SP)

Single Precision Gauge Field Example   
• V sites  x  12 floats/site ( 2 row compressed )
• Break 12 into 3 chunks of 4 floats (float4-s)
• 1 block = V float4-s, 3 blocks for full field
• each thread reads a float4 at a time

• coalesced reads
•  Add Pad to avoid ‘partition camping’
• Store ghost zones in Pad
• for spinors store ghost zones at end of data.
• similar for other types

(V-1 sites) x 12 floats12 floats

(V-1 sites) x 4 floats4 floats Pad

1 block 

Host Order:

GPU Order:
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More bandwidth saving tricks
• Use Dirac Basis - only load in 1/2 of temporal neighbours
• Use Axial Gauge - save loading temporal gauge links

- but caveat: axial gauge transformation may introduce noticeable 
rounding effects in single precision

• Multiple precision solver algorithms: as low as 16-bit precision
- Iterative refinement: Inner-Outer schemes
- Reliable Updates (aka residual replacement) schemes

✴ solve in reduced precision
✴ occasionally compute full precision residuum
✴ ‘group-wise’ update of solution
✴ equivalent to an iterative refinement scheme in mixed precision

• Clark, et. al., Comp. Phys. Commun. 181:1517-1528, 2010
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Test Clusters

Westmere 
Socket

IOH

Westmere 
Socket

IOH

Westmere 
Socket

Westmere 
Socket

IOH

PLXPCIe x16
 8 + 8 GiB

QPI @ 24 GiB/s

Full QDR IB

PCIe x16
 8 + 8 GiB

JLab Nodes (Up to 32 in partition) Edge Nodes (Up to 392 in partition)

QDR/SDR IB
in x4 slot

IOH

Tesla
C2050s Tesla

M2050s
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Scaling of BiCGStab Solver
• JLab Tesla tops out at 8 GPUs
• JLab GTX480 tops out at 4 GPUs

– GTX 480 cluster uses SDR
– JLab Tesla: QDR in x4 slots

• JLab Tesla tops out at 16 GPUs
• GTX480 tops out at 8 GPUs
• Edge can almost make it to 32.
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C(t�, t) = Tr
�
ΦB(t�) τ(t�, t) ΦA(t) τ(t, t�)

�

τ(t�, t) = V †(t�) M−1
α,β(t�, t) V (t)

V (t) = (v0|v1|...|vn)
τ(t, t�)

τ(t�, t)

ΦB(t�) ΦA(t)

Distillation in a nutshell

• Both Φ(t) and τ(t’,t) are  N x Nspin dimensional dense matrices
• isoscalar disconnected diagram needs τ(t,t) on all timeslices
• Nt x Ns x Nev x #quark inversions per cfg. needed for isoscalar mesons

Meson Source/Sink 
Operator

Quark ‘perambulator’

N eigenvectors of 3D ∇2 smearing 
operator on t-slice t (spin-diagonal) 

Distillation subspace

t

Peardon et al: Phys.Rev.D80:054506,2009Meson 2pt function:
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2.0
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exotics

isoscalar

isovector

YM glueball

negative parity positive parity

Isoscalar Meson Spectrum

• Dudek et. al. PRD, 83, 111502(R) (2011)
• 31 Million solves + large variational basis + anisotropic lattice
• All T to all T ‘perambulators’ using Distillation method
• Excited States, JPC identfication, light/strange quark content
• Exotics within reach of JLab@12 GeV
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More to Isoscalars than GPUs
• Excited States:  anisotropic lattice generation needed
• Disconnected diagrams: needed Distillation, a new analysis method
• JPC identification

– Large variational basis of operators
– Continuum operators subduced onto lattice cubic symmetries - 

new technique
• Databases of operators/perambulators 

– FILEDB package - new software
– Lustre filesystem - new infrastructure at JLab

• and the GPUs of course :)
– which may be able to help further with the dense matrix multiplies 

needed for constructing the correlation function
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5 

Our science requires that we advance 
computational capability 1000x over the 
next decade 
Mission: Deploy and operate 
the computational resources 
required to tackle global challenges 

Vision: Maximize scientific productivity 
and progress on the largest scale 
computational problems 

•! Deliver transforming discoveries 
in climate, materials, biology, 
energy technologies, etc. 

•! Ability to investigate otherwise 
inaccessible systems, from 
regional climate impacts to energy 
grid dynamics 

•! Providing world-class computational resources and 
specialized services for the most computationally 
intensive problems 

•! Providing stable hardware/software path of increasing 
scale to maximize productive applications development 

Cray XT5 2+ PF 
Leadership system for 
science 

OLCF-3: 10-20 PF 
Leadership system with 
some HPCS technology 

2009 2012 2015 2018 

OLCF-5:   1 EF 

OLCF-4:  100-250 PF 
based on DARPA 
HPCS technology 

What about Capability Computing?
• Accelerated Capability 

Machines are on the Way
– More Clusters like Edge
– Cray XK6 System 
– Keeneland Phase 2
– Titan@OLCF 
– Nvidia’s Echelon?

• What about Capability GPU 
Capability?
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What about Capability?
• Communication appears to be scaling bottleneck
• How to ameliorate this:

– Wait for technology to improve
– Change Algorithm, do less communication

• Domain Decomposed Preconditioner:
– Divide lattice into domains, assign 1 domain to 1 GPU
– No communication between domains (interior kernel only)
– Apply preconditioner with ‘inner solve’
– Need a ‘flexible’ solver (variable preconditioner) e.g. GCR, 

Flexible GMRES etc.
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Preconditioned GCR Algorithm

Solve for χl   l=k,k-1,...,0:

Compute correction for x:

(Re)Start

Generate Subspace Update Solution

repeat for all k or until
residuum drops enough 
or convergence

Full precision restart
if not converged

Quantities with
^ are in reduced
precision

normalize ẑk

Orthogonalize ẑ-s

Apply 
Preconditioner:

reduced precision 
inner solve

Reduced 
Precision 

M v
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Size Matters
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Size Matters
• No comms between domains 

– Block Diagonal Preconditioner
• Blocks impose λ cutoff
• Finer Blocks

– lose structure in operator
– lose long wavelength/low energy modes

• Heuristically (& from  Lüscher)
– keep wavelengths of ~ O(ΛQCD-1)
– ΛQCD -1 ~ 1fm 
– Aniso:  (as=0.125fm, at=0.035fm)

• Our case: 83x32 blocks are ideal
– Iso: 1fm ~ 8-10 sites  (a=0.11fm)
– Min. blocksize has scaling implications

(1/2)λMax
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Strong Scaling of DD-GCR
• With DD-GCR, we can scale up 

to 256 GPUs on 323x256 lattice.
– 83x32 blocks: 512 GPUs max

• > 2x more FLOPS v.s. BiCGStab
– but only 1.64x faster walltime 
– trade off fast inner/slow outer 

iterations 
• Scaling drops off at 256 GPUs

– outer solver + reductions (?)
• This is just the first step: need 

more research on ‘architecture 
aware’ algorithms

Babich, Clark, Joó, Shi, Brower, Gottlieb, accepted for SC’11
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“Please sir, can we have some more?”
• 17.2 Tflop on 256 GPUs = 69 Gflops/GPU

– using all the precision tricks
– The local problem is small 

• Low occupancy? 
• Driver overheads?
• Communications?

–  Single GPU runs
• with ‘strong scaling’ local volumes

– Communications seems not the worst bottleneck here. 
• Current Multi-GPU sweet spot: 128 GPUs ~ 100Gflop/GPU.
• Ambition: 403x256 lattice, 1000 GPUs, 50-100 Tflops(?)
• Large algorithmic space to explore
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QUDA Publications
• Barros, Babich, Brower, Clark, Rebbi, “Blasting through lattice calculations using CUDA”,PoS LATTICE2008:045, 

2008
• Clark, Babich, K. Barros, R. C. Brower, C. Rebbi, “Solving Lattice QCD systems of equations using mixed precision 

solvers”, Comput. Phys.Commun, 181:1517-1528,2010

• Babich, Clark, Joó, “Parallelizing the QUDA Library for Multi-GPU Calculations in Quantum Chromodynamics”, 
IEEE/ACM International Conference for High Performance Computing, Networking Storage and Analysis, SC’10,  
New Orleans, Lousiana, 2010

• G. Shi, S. Gottlieb, A. Torok, V. Kindratenko, “Design of MILC lattice QCD application for GPU clusters,” 25th IEEE 
International Parallel and Distributed Processing Symposium (IPDPS), Anchorage(Alaska), May, 2011

• S. Gottlieb, G. Shi, A. Torok, V. Kindratenko, “Quda programming for staggered quarks”In Proc.XXVIII International 
Symposium on Lattice Field Theory (Lattice 2010), Villasimius, Sardinia, June 2010

• B. Joó, R. Babich, R. Brower, M. Clark, J. Chen, J. Dudek, R. Edwards, M. Peardon, C. Rebbi, D. Richards, G. Shi, C. 
Thomas, W. Watson III, ”Hadronic Physics from Lattice QCD and GPUs”  Scientific Discovery through Advanced 
Computing (SciDAC), 2010

• G. Shi, S. Gottlieb, A. Torok, V. Kindratenko, “Accelerating Quantum Chromodynamics Calculations with GPUs”,
2010 Symposium on Application Accelerators in High-Performance Computing (SAAHPC10) 

• Babich, Clark, Joó, Shi, Brower, Gottlieb, “Scaling Lattice QCD Beyond 100 GPUs”, Accepted for Publication in 
IEEE/ACM International Conference on High Performance Computing, Networking, Storage and Analysis, SC’11, 
Seattle, 2011
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Related Algorithmic Work
• Schwarz preconditioner 

– (SAP+GCR) Lüscher, Comput.Phys.Commun. 156(2004) 209-220
– (RAS+ flex. BiCGStab) Osaki, Ishikawa, PoS(Lattice2010), 036

• Domain Decomposed HMC
– Lüscher, JHEP 0305 (2003) 052
– Lüscher,  Comput.Phys.Commun.165:199-220,2005

• Multi-Grid:
• Babich et. al.,  Phys.Rev.Lett.105:201602,2010
• Osborn et. al., PoS Lattice2010:037,2010

• Deflation: 
– Lüscher, JHEP 0707:081,2007, JHEP 0712:011,2007
– Stathopoulos & Orginos: SIAM J. Sci. Comput. 32, pp. 439-462

Challenge:
Updating 

preconditioner/
deflation space 
in the Gauge 

evolution.
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Will GPUs survive to the exascale?
• Perhaps not in the form of ‘PCIe bus based accelerators’
• But very likely as part of massively parallel nodes

System Sketch

Self-Aware 
OS

Self-Aware 
Runtime

Locality-Aware
Compiler & 
Autotuner

Echelon System
Cabinet 0 (C0) 2.6PF, 205TB/s, 32TB

Module 0 (M)) 160TF, 12.8TB/s, 2TB M15
Node 0 (N0) 20TF, 1.6TB/s, 256GB

Processor Chip (PC)

L0

C0

SM0

L0

C7

NoC

SM127

MC NICL20 L21023

DRAM
Cube

DRAM
Cube

NV 
RAM

High-Radix Router Module (RM)

CN

Dragonfly Interconnect (optical fiber)

N7
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0
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AMD Llano A8 fusion APU:
4 CPUs + GPU on chip

figure from anandtech.com
NVIDIA Echelon System Sketch, 20 Tflop node made up of 128 SMs

figure from Bill Dally’s SC’11 Keynote

Hybrid APU 
for Desktop today Hybrid System for the Exascale
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Where do we go from here?
• Forthcoming ‘large’ (sustained petascale) machines in the US

– Titan: GPU accelerated (eventually)
• CUDA, OpenCL, Compilers

– BlueWaters: Petascale multi-core, shared caches, vectors
• Plain old C/C++, OpenMP/pthreads

– BlueGene/Q
• Accelerator architectures

– NVIDIA CUDA line (Kepler, Maxwell)
– AMD line (OpenCL, Microsoft C++ AMP extensions?)
– Intel MIC 

• Technology is in a state of flux - many programming model options
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What about the exascale?
• It’s all very well to say:

– “Expose parallelism in your problem. ”
– “You’ll reap benefits in the long term (exascale and beyond)”

• But we also need to reap benefits in the short run to survive:
– High Performance code for BlueWaters, BlueGene, AVX
– Moving gauge generation, correlation functions onto GPUs
– Developing new algorithms: more Domain Decomposition?
– Developing new analysis techniques: better scaling Distillation?
– Tuning current production run parameters

• We should think also about ‘planting trees’ (a la Brad Chamberlain)
– OpenCL? LQCD in Chapel ?

• and of course maintain Chroma, develop QUDA, and do physics too
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A personal worry...
• Doing the kind of work I just mentioned is resource intensive

– Bronson Messer’s talk: 2 +/- 0.5 FTEs to port codes to GPUs
• in practice: ~4 member code teams @ ~50% effort
• including 2 vendor specialists

• Our current resources are oversubscribed
• Risk Management:

– How would your project cope without its current lead developer?
• Need for resources that can be focused on the software tasks

– Grad Students typically focus on post graduation jobs
– Post Docs usually focus on doing science to get long term jobs.

• This issue needs to be addressed soon
– for both exascale and current generation hardware

Tuesday, July 5, 2011



Summary/Conclusions
• GPUs are with us, and provide much needed Flops for QCD.
• Common features between GPU and future Exascale computers
• Successful exploitation by Lattice QCD

– QUDA Library in the US: strong scaled to 256 GPUs
– Capacity Use: JLab clusters deliver ~100TFlop/s in aggregate
– Isoscalar Spectrum calculation made tractable by GPUs

• Need to get the entire LQCD software stack GPU enabled
– already done by e.g.: Budapest-Wuppertal Group, Pisa group, ...

• Need to get more resources for this here in the U.S.
– algorithm development 
– code development 
– collaboration
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