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2. New strongly interacting systems in quantum gases
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Feshbach resonance is an important tool to achieve 
strong interactions in ultracold Fermi gases 

ing referred to as the entrance channel. The other po-
tential Vc!R", representing the closed channel, is impor-
tant as it can support bound molecular states near the
threshold of the open channel.

A Feshbach resonance occurs when the bound mo-
lecular state in the closed channel energetically ap-
proaches the scattering state in the open channel. Then
even weak coupling can lead to strong mixing between
the two channels. The energy difference can be con-
trolled via a magnetic field when the corresponding
magnetic moments are different. This leads to a mag-
netically tuned Feshbach resonance. The magnetic tun-
ing method is the common way to achieve resonant cou-
pling and it has found numerous applications, as
discussed in this review. Alternatively, resonant coupling
can be achieved by optical methods, leading to optical
Feshbach resonances with many conceptual similarities
to the magnetically tuned case !see Sec. VI.A". Such
resonances are promising for cases where magnetically
tunable resonances are absent.

A magnetically tuned Feshbach resonance can be de-
scribed by a simple expression,2 introduced by Moerdijk
et al. !1995", for the s-wave scattering length a as a func-
tion of the magnetic field B,

a!B" = abg#1 −
!

B − B0
$ . !1"

Figure 2!a" shows this resonance expression. The back-
ground scattering length abg, which is the scattering
length associated with Vbg!R", represents the off-
resonant value. It is directly related to the energy of the
last-bound vibrational level of Vbg!R". The parameter B0
denotes the resonance position, where the scattering

length diverges !a→ ±"", and the parameter ! is the
resonance width. Note that both abg and ! can be posi-
tive or negative. An important point is the zero crossing
of the scattering length associated with a Feshbach reso-
nance; it occurs at a magnetic field B=B0+!. Note also
that we use G as the magnetic field unit in this paper
because of its near-universal usage among groups work-
ing in this field, 1 G=10−4 T.

The energy of the weakly bound molecular state near
the resonance position B0 is shown in Fig. 2!b" relative
to the threshold of two free atoms with zero kinetic en-
ergy. The energy approaches threshold at E=0 on the
side of the resonance where a is large and positive.
Away from resonance, the energy varies linearly with B
with a slope given by #$, the difference in magnetic mo-
ments of the open and closed channels. Near resonance
the coupling between the two channels mixes in
entrance-channel contributions and strongly bends the
molecular state.

In the vicinity of the resonance position at B0, where
the two channels are strongly coupled, the scattering
length is very large. For large positive values of a, a
“dressed” molecular state exists with a binding energy
given by

Eb = %2/2$a2, !2"

where $ is the reduced mass of the atom pair. In this
limit Eb depends quadratically on the magnetic detuning
B−B0 and results in the bend shown in the inset of Fig.
2. This region is of particular interest because of its uni-
versal properties; here the state can be described in
terms of a single effective molecular potential having
scattering length a. In this case, the wave function for
the relative atomic motion is a quantum halo state which
extends to a large size on the order of a; the molecule is
then called a halo dimer !see Sec. V.B.2".

2This simple expression applies to resonances without inelas-
tic two-body channels. Some Feshbach resonances, especially
the optical ones, feature two-body decay. For a more general
discussion including inelastic decay see Sec. II.A.3.
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FIG. 1. !Color online" Basic two-channel model for a Fesh-
bach resonance. The phenomenon occurs when two atoms col-
liding at energy E in the entrance channel resonantly couple to
a molecular bound state with energy Ec supported by the
closed channel potential. In the ultracold domain, collisions
take place near zero energy, E→0. Resonant coupling is then
conveniently realized by magnetically tuning Ec near 0 if the
magnetic moments of the closed and open channels differ.
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FIG. 2. !Color online" Feshbach resonance properties. !a"
Scattering length a and !b" molecular state energy E near a
magnetically tuned Feshbach resonance. The binding energy is
defined to be positive, Eb=−E. The inset shows the universal
regime near the point of resonance where a is very large and
positive.
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New Way to achieve scattering resonance 
in New cold atom systems

with Novel features

A: Spatially modulated interaction induced resonance  

Alkali-earth-(like) atomic gases 

B: Strong dipolar interaction induced resonace 

Polar molecular gases
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Idea of Optical Feshbach resonance

E = sin(Kx) (1)

V (r1, r2) = V (r1 − r2) (2)

V (r1, r2) = V

(
r1 − r2,

r1 + r2

2

)
(3)

E =

∫
dx

[
!2

2m
ϕ∗∇2ϕ +

4π!2

m
aloc(x)n2(x)

]
(4)

lim
r→0

ψ(r, x) =
1

r
− 1

aloc(x)
(5)

Kaeff # 1 (6)

H = − !2

4m
∇2

R −
!2

m
∇2

r + v(r) (7)

2

E = sin(Kx) (1)

V (r1, r2) = V (r1 − r2) (2)

V (r1, r2) = V

(
r1 − r2,

r1 + r2

2

)
(3)

E =

∫
dx

[
!2

2m
ϕ∗∇2ϕ +

4π!2

m
aloc(x)n2(x)

]
(4)

lim
r→0

ψ(r, x) =
1

r
− 1

aloc(x)
(5)

Kaeff # 1 (6)

H = − !2

4m
∇2

R −
!2

m
∇2

r + v(r) (7)

v(r) =



 −V0 !Ω

!Ω −Vc



 (8)

2



Optical Feshbach resonance
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Optical Feshbach resonance with Standing wave



Spatial dependent interaction

Two-body interaction potential:

Spatial independent 
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Spatial dependent interaction
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is spatially dependent and modulates periodically in space
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Experimental Realization

Despite its potentially wide applicability, the use of OFR
has been scant [11]. One reason for this is that usually the
optical coupling also induces inelastic scattering, leading
to rapid atom depletion. The use of narrow transitions in
alkaline-earth-metal-like atoms [17] to avoid inelastic scat-
tering loss was successfully demonstrated in a recent ex-
periment in our group by using the 1S0-

3P1 intercombi-
nation transition in thermal gases of 172Yb and 176Yb [18].

In that earlier work, a relatively low inelastic scattering
rate was observed, an order of magnitude less than the case
of alkaline atoms, indicating the possibility of observing
large tunings of scattering length over short distances, as
we report here. In this work we extend this technique to a
condensate of 174Yb.

To demonstrate the capability of OFR to modulate the
s-wave scattering length on short length scales and also on
short time scales, we use a pulsed optical lattice beam as
the OFR light, as shown in Fig. 1(a). The application of a
pulsed optical lattice beam generally results in a diffraction
of a released BEC, which was previously studied both
theoretically and experimentally [12]. In a phase modula-
tion regime, where the exposure time of the optical lattice !
is much smaller than the minimum classical oscillation
period of the formed lattice, the effect of the lattice is

treated as a thin grating. The phase of the condensate
modified by the lattice has the form

"ðzÞ ¼ UðzÞ!@ ; (3)

with UðzÞ ¼ U0cos
2ðqzÞ, where q is the wave number of

the lattice laser and z is the direction along the lattice laser
propagation. The potential U0 experienced by the atoms in
the ground state at an antinode of the optical lattice is given
by

U0 ¼
@!2

"atom
þ 4#@2na

m
$a: (4)

The first term describes the atomic light shift, where !
and "atom correspond to the Rabi frequency and the detun-
ing of the OFR laser to the atomic excited state, respec-
tively. The second term represents the OFR-induced shift
of the mean-field energy and thus is proportional to the
scattering length variation $a and the atom density na. It is

noted that there is a mean-field energy UMF ¼ 4#@2na
m abg

across the condensate. However, it is not susceptible to the
OFR laser and does not contribute to the diffraction pat-
tern. It is clear from Eqs. (1) and (4) that the OFR dis-
persively varies the scattering length, and therefore the
mean-field energy, across a photoassociation resonance.
From the diffraction pattern of the condensate generated
from the phase modulation "ðzÞ imparted by the OFR, one
should be able to extract the variation of the scattering
length.
The method for the all-optical formation of the 174Yb

condensate is described in Ref. [19]. After the evaporation
in a crossed far-off resonant trap, an almost pure 174Yb
condensate is prepared with an atom number of up to 1:5%
105 in a typical harmonic trap potential ð!x;!y;!zÞ ¼
2#% ð32; 121; 199Þ Hz with corresponding Thomas-
Fermi radii of ð15:7; 4:2; 2:5Þ %m. A simple schematic of
the experimental process after the preparation of conden-
sate is shown in Fig. 1(a). Following the condensate for-
mation, we release the condensate from the trap by turning
off the far-off resonant trap lasers. At the release, the OFR
laser pulse of a 1D optical lattice is turned on for several
microseconds with a typical power of 1–100 %W with a
beam radius w ¼ 70 %m at the location of the condensate.
The OFR laser is tuned near the 1S0-

3P1 photoassociation
resonances with the vibrational quantum numbers v0 ¼ 11,
12, and 13, which correspond to the detuning"atom of&69,
&117, and &192 MHz, respectively [20]. After a TOF
time of typically 10 ms, the absorption image is taken for
the diffraction pattern analysis. For every OFR pulse, the
power of the pulse is monitored by a fast photodiode and
recorded with an oscilloscope to compensate for the power
instability.
A typical image and a column density of the obtained

diffraction pattern are shown in Figs. 1(c) and 1(d), re-
spectively. Each peak in the image represents the momen-

∆

Γ

∆

γ

µ

FIG. 1 (color online). (a) Schematic of the experimental setup.
A 174Yb condensate is irradiated with the standing wave formed
by an OFR laser. The diffraction pattern in the TOF image is
observed. (b) Energy diagram of the relevant states for the
experiment. The 1S0-

3P1 photoassociation transitions to the
vibrational states v0 ¼ 11, 12, and 13 are used for the OFR.
(c) Typical diffraction pattern obtained in the experiment. Each
peak in the image represents different momentum components
imparted by the pulsed lattice. (d) An integrated column density
of the image where the red dots and a blue line correspond to the
data and the fitted line for the determination of &, respectively.

PRL 105, 050405 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
30 JULY 2010

050405-2

Submicron spatial modulation of an interatomic interaction in a Bose-
Einstein condensate, PRL, 105, 050405 (2010) Kyoto group 
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?

Any other physics effects? 
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ψ(r, x) =
1

r
− 1

aloc(x)
(5)

Kaeff # 1 (6)

H = − !2

4m
∇2

R −
!2

m
∇2

r + v(r) (7)

2

E = sin(Kx) (1)

V (r1, r2) = V (r1 − r2) (2)

V (r1, r2) = V

(
r1 − r2,

r1 + r2

2

)
(3)

E =

∫
dx

[
!2

2m
ϕ∗∇2ϕ +

4π!2

m
aloc(x)n2(x)

]
(4)

lim
r→0

ψ(r, x) =
1

r
− 1

aloc(x)
(5)

Kaeff # 1 (6)

H = − !2
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∇2

R −
!2

m
∇2

r + v(r) (7)

v(r) =



 −V0 !Ω

!Ω −Vc



 (8)

v(r) =



 −V0 !Ω(R)

!Ω(R) −Vc



 (9)

as = abg

(
1− Ω2

Ω2 − Ω2
0

)
(10)

2

E = sin(Kx) (1)

V (r1, r2) = V (r1 − r2) (2)

V (r1, r2) = V

(
r1 − r2,

r1 + r2

2

)
(3)

E =

∫
dx

[
!2

2m
ϕ∗∇2ϕ +

4π!2

m
aloc(x)n2(x)

]
(4)

lim
r→0

ψ(r, x) =
1

r
− 1

aloc(x)
(5)

Kaeff # 1 (6)

H = − !2

4m
∇2

R −
!2

m
∇2

r + v(r) (7)

v(r) =



 −V0 !Ω

!Ω −Vc



 (8)

v(r) =



 −V0 !Ω(R)

!Ω(R) −Vc



 (9)

as = abg

(
1− Ω2

Ω2 − Ω2
0

)
(10)

Ω(R) = Ω cos(Kx) (11)

as(x) = abg

(
1− Ω2 cos2(Kx)

Ω2 cos2(Kx)− Ω2
0

)
(12)

2

What we have done:
Solve two-body problem of this Hamiltonian

Qi Ran and HZ, arXiv: 1101.4464 
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Results II: Scattering Resonances

3

!"# $"# %"# &"# '"# (!
!(!!

!#!

!

#!

(!!

!)!
!

*
+
,,
)-
*
.
/
-

$"# $"& $"0 $"'
!(!!

!

(!!

!)!
!

*
+
,,
)-
*
.
/
-

1"( 1"$ 1"2 1"%
!(!!

!

(!!

!)!
!

*
+
,,
)-
*
.
/
-

345

.

*

6

3*5

3653.5

FIG. 4: The effective scattering length defined as Eq. (12)
aeff/|abg| as a function of Ω/Ω0. (b) and (c) are enlarged plot
around Ω/Ω0 = 2.64 (b), 9.20 (c). The arrows indicate the
positions at which we plot the local scattering length aloc in
Fig. 5(a-d).

U−2 U−1 U0 U1 U2

1st 0 + 0 + 0

2nd + 0 + 0 +

3rd + 0 0 0 −
4th 0 + 0 − 0

TABLE I: Symmetry of Bloch wave function for the first four
bound states

Results 2 – Effective Scattering Length: For the scat-
tering state wave function, at large r only the first term
in Eq. (10) will not exponentially decay, and the asymp-
totic behavior of the scattering wave function is still the
same as that in the uniform case. Hence we can introduce
an effective scattering length as

aeff = lim
k→0

tan δ(k)
k

. (12)

Note that though the interaction is spatially dependent,
the effective scattering length defined as Eq. (12) is a
spatial independent one. Among the first four bound
states, aeff only diverges when the second bound state
appears at threshold, as one can see by comparing Fig.
4(a) with Fig. 2. This is because the divergence of aeff

implies the first term in Eq. (10) goes like 1/r, which
should be smoothly connected to a zero-energy bound
state with non-zero U0. Therefore, for the other three
bound states whose U0 = 0, their coupling to the low-
energy scattering states vanish and will not cause diver-
gency of aeff. In Fig. 4(c) we show that aeff diverges
when the sixth bound state (whose U0 != 0) appears at
scattering threshold, but the width of resonance becomes
narrower compared to Fig. 4(b) because this bound state
comes from higher band and its coupling to low-energy
scattering state ( i.e. the absolute value of U0) is smaller.

Results 3 – Local Scattering Length: At short distance
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FIG. 5: The local scattering length aloc as a function of posi-
tion x/a for Ω/Ω0 = 0.71, 2.55, 2.64 and 2.7 (a-d). The solid
blue line is calculated results, the black dashed line is the fit-
ting formula Eq(17) or (18), and the green dash-dotted line
in (a) is from simple replacement formula Eq. (15).

the wave function Eq. (10) satisfies the Bethe-Peierls
contact condition and display 1/r − 1/aloc(x) behavior,
hence we can introduce a local scattering length as

aloc(x) = − lim
r→r0

rψo(x, r)
∂r(rψo(x, r))

(13)

Unlike in the uniform case, aeff and aloc are different.
Similar situation has also been encountered for scatter-
ing in confined geometry [3], lattices [8] and mixed di-
mension [9]. What is unique here is that aloc is spatially
dependent. Naively, one may think that aloc(x) can be
obtained by replacing Ω in Eq. (4) by local Ω(x), i.e.

aloc(x) = abg

(
1− βΩ2 cos2(Kx)

εc + βΩ2 cos2(Kx)

)
(14)

≈ abg

[
1− βΩ2 cos2(Kx)/εc

]
(15)

where the second line is valid for small Ω. This formula
in fact corresponds to an oversimplified approximation
in our model that the kinetic energy term of the center-
of-mass motion (−!2∇2

R/(4m)) is completely ignored in
Eq. (1). In fact, what we really obtained from the wave
function Eq. (10) is

aloc(x) =
1−

∑
m"=0 Um cos(mKx)/U0

a−1
eff −

∑
m"=0 Um|m|K cos(mKx)/(2U0)

≈ 1− 2U2 cos(2Kx)/U0

a−1
eff − 2U2K cos(2Kx)/U0

(16)

The second line is also valid when Ω is not too large, so
the coefficient Um>2 is small enough that can be ignored.

Away from a resonance, Kaeff % 1, Eq. (16) can be
well approximated as

aloc(x) = aeff

[
1− 2U2

U0
cos(2Kx)

]
(17)

!"# $"# %"# &"# '"# (!
!(!!

!#!

!

#!

(!!

!)!
!

*
+
,,
)-
*
.
/
-

$"# $"& $"0 $"'
!(!!

!

(!!

!)!
!

*
+
,,
)-
*
.
/
-

1"( 1"$ 1"2 1"%
!(!!

!

(!!

!)!
!

*
+
,,
)-
*
.
/
-

345

.

*

6

3*5

3653.5

Resonances Resonances

Strongly interacting many-body system !!
Universal Behavior ?



Results III: Local Scattering Length 
--- related to local interaction energy
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FIG. 4: The effective scattering length defined as Eq. (12)
aeff/|abg| as a function of Ω/Ω0. (b) and (c) are enlarged plot
around Ω/Ω0 = 2.64 (b), 9.20 (c). The arrows indicate the
positions at which we plot the local scattering length aloc in
Fig. 5(a-d).

U−2 U−1 U0 U1 U2

1st 0 + 0 + 0

2nd + 0 + 0 +

3rd + 0 0 0 −
4th 0 + 0 − 0

TABLE I: Symmetry of Bloch wave function for the first four
bound states

Results 2 – Effective Scattering Length: For the scat-
tering state wave function, at large r only the first term
in Eq. (10) will not exponentially decay, and the asymp-
totic behavior of the scattering wave function is still the
same as that in the uniform case. Hence we can introduce
an effective scattering length as

aeff = lim
k→0

tan δ(k)
k

. (12)

Note that though the interaction is spatially dependent,
the effective scattering length defined as Eq. (12) is a
spatial independent one. Among the first four bound
states, aeff only diverges when the second bound state
appears at threshold, as one can see by comparing Fig.
4(a) with Fig. 2. This is because the divergence of aeff

implies the first term in Eq. (10) goes like 1/r, which
should be smoothly connected to a zero-energy bound
state with non-zero U0. Therefore, for the other three
bound states whose U0 = 0, their coupling to the low-
energy scattering states vanish and will not cause diver-
gency of aeff. In Fig. 4(c) we show that aeff diverges
when the sixth bound state (whose U0 != 0) appears at
scattering threshold, but the width of resonance becomes
narrower compared to Fig. 4(b) because this bound state
comes from higher band and its coupling to low-energy
scattering state ( i.e. the absolute value of U0) is smaller.

Results 3 – Local Scattering Length: At short distance
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FIG. 5: The local scattering length aloc as a function of posi-
tion x/a for Ω/Ω0 = 0.71, 2.55, 2.64 and 2.7 (a-d). The solid
blue line is calculated results, the black dashed line is the fit-
ting formula Eq(17) or (18), and the green dash-dotted line
in (a) is from simple replacement formula Eq. (15).

the wave function Eq. (10) satisfies the Bethe-Peierls
contact condition and display 1/r − 1/aloc(x) behavior,
hence we can introduce a local scattering length as

aloc(x) = − lim
r→r0

rψo(x, r)
∂r(rψo(x, r))

(13)

Unlike in the uniform case, aeff and aloc are different.
Similar situation has also been encountered for scatter-
ing in confined geometry [3], lattices [8] and mixed di-
mension [9]. What is unique here is that aloc is spatially
dependent. Naively, one may think that aloc(x) can be
obtained by replacing Ω in Eq. (4) by local Ω(x), i.e.

aloc(x) = abg

(
1− βΩ2 cos2(Kx)

εc + βΩ2 cos2(Kx)

)
(14)

≈ abg

[
1− βΩ2 cos2(Kx)/εc

]
(15)

where the second line is valid for small Ω. This formula
in fact corresponds to an oversimplified approximation
in our model that the kinetic energy term of the center-
of-mass motion (−!2∇2

R/(4m)) is completely ignored in
Eq. (1). In fact, what we really obtained from the wave
function Eq. (10) is

aloc(x) =
1−

∑
m"=0 Um cos(mKx)/U0

a−1
eff −

∑
m"=0 Um|m|K cos(mKx)/(2U0)

≈ 1− 2U2 cos(2Kx)/U0

a−1
eff − 2U2K cos(2Kx)/U0

(16)

The second line is also valid when Ω is not too large, so
the coefficient Um>2 is small enough that can be ignored.

Away from a resonance, Kaeff % 1, Eq. (16) can be
well approximated as

aloc(x) = aeff

[
1− 2U2

U0
cos(2Kx)

]
(17)

Bethe-Peierls condition:

E = sin(Kx) (1)

V (r1, r2) = V (r1 − r2) (2)

V (r1, r2) = V

(
r1 − r2,

r1 + r2

2

)
(3)

E =

∫
dx

[
!2

2m
ϕ∗∇2ϕ +

4π!2

m
aloc(x)n2(x)

]
(4)

lim
r→0

ψ(r, x) =
1

r
− 1

aloc(x)
(5)

2

Local scattering length

The mean-field energy for a BEC: 

E = sin(Kx) (1)

V (r1, r2) = V (r1 − r2) (2)

V (r1, r2) = V

(
r1 − r2,

r1 + r2

2

)
(3)

E =

∫
dx

[
− !2

2m
ϕ∗∇2ϕ +

4π!2

m
aloc(x)n2(x)

]
(4)

lim
r→0

ψ(r, x) =
1

r
− 1

aloc(x)
(5)

Kaeff # 1 (6)

2



Results III: Local Scattering Length 
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FIG. 4: The effective scattering length defined as Eq. (12)
aeff/|abg| as a function of Ω/Ω0. (b) and (c) are enlarged plot
around Ω/Ω0 = 2.64 (b), 9.20 (c). The arrows indicate the
positions at which we plot the local scattering length aloc in
Fig. 5(a-d).

U−2 U−1 U0 U1 U2

1st 0 + 0 + 0

2nd + 0 + 0 +

3rd + 0 0 0 −
4th 0 + 0 − 0

TABLE I: Symmetry of Bloch wave function for the first four
bound states

Results 2 – Effective Scattering Length: For the scat-
tering state wave function, at large r only the first term
in Eq. (10) will not exponentially decay, and the asymp-
totic behavior of the scattering wave function is still the
same as that in the uniform case. Hence we can introduce
an effective scattering length as

aeff = lim
k→0

tan δ(k)
k

. (12)

Note that though the interaction is spatially dependent,
the effective scattering length defined as Eq. (12) is a
spatial independent one. Among the first four bound
states, aeff only diverges when the second bound state
appears at threshold, as one can see by comparing Fig.
4(a) with Fig. 2. This is because the divergence of aeff

implies the first term in Eq. (10) goes like 1/r, which
should be smoothly connected to a zero-energy bound
state with non-zero U0. Therefore, for the other three
bound states whose U0 = 0, their coupling to the low-
energy scattering states vanish and will not cause diver-
gency of aeff. In Fig. 4(c) we show that aeff diverges
when the sixth bound state (whose U0 != 0) appears at
scattering threshold, but the width of resonance becomes
narrower compared to Fig. 4(b) because this bound state
comes from higher band and its coupling to low-energy
scattering state ( i.e. the absolute value of U0) is smaller.

Results 3 – Local Scattering Length: At short distance
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FIG. 5: The local scattering length aloc as a function of posi-
tion x/a for Ω/Ω0 = 0.71, 2.55, 2.64 and 2.7 (a-d). The solid
blue line is calculated results, the black dashed line is the fit-
ting formula Eq(17) or (18), and the green dash-dotted line
in (a) is from simple replacement formula Eq. (15).

the wave function Eq. (10) satisfies the Bethe-Peierls
contact condition and display 1/r − 1/aloc(x) behavior,
hence we can introduce a local scattering length as

aloc(x) = − lim
r→r0

rψo(x, r)
∂r(rψo(x, r))

(13)

Unlike in the uniform case, aeff and aloc are different.
Similar situation has also been encountered for scatter-
ing in confined geometry [3], lattices [8] and mixed di-
mension [9]. What is unique here is that aloc is spatially
dependent. Naively, one may think that aloc(x) can be
obtained by replacing Ω in Eq. (4) by local Ω(x), i.e.

aloc(x) = abg

(
1− βΩ2 cos2(Kx)

εc + βΩ2 cos2(Kx)

)
(14)

≈ abg

[
1− βΩ2 cos2(Kx)/εc

]
(15)

where the second line is valid for small Ω. This formula
in fact corresponds to an oversimplified approximation
in our model that the kinetic energy term of the center-
of-mass motion (−!2∇2

R/(4m)) is completely ignored in
Eq. (1). In fact, what we really obtained from the wave
function Eq. (10) is

aloc(x) =
1−

∑
m"=0 Um cos(mKx)/U0

a−1
eff −

∑
m"=0 Um|m|K cos(mKx)/(2U0)

≈ 1− 2U2 cos(2Kx)/U0

a−1
eff − 2U2K cos(2Kx)/U0

(16)

The second line is also valid when Ω is not too large, so
the coefficient Um>2 is small enough that can be ignored.

Away from a resonance, Kaeff % 1, Eq. (16) can be
well approximated as

aloc(x) = aeff

[
1− 2U2

U0
cos(2Kx)

]
(17)

Exact 
formula:

Simplified 
formula
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FIG. 4: The effective scattering length defined as Eq. (12)
aeff/|abg| as a function of Ω/Ω0. (b) and (c) are enlarged plot
around Ω/Ω0 = 2.64 (b), 9.20 (c). The arrows indicate the
positions at which we plot the local scattering length aloc in
Fig. 5(a-d).

U−2 U−1 U0 U1 U2

1st 0 + 0 + 0

2nd + 0 + 0 +

3rd + 0 0 0 −
4th 0 + 0 − 0

TABLE I: Symmetry of Bloch wave function for the first four
bound states

Results 2 – Effective Scattering Length: For the scat-
tering state wave function, at large r only the first term
in Eq. (10) will not exponentially decay, and the asymp-
totic behavior of the scattering wave function is still the
same as that in the uniform case. Hence we can introduce
an effective scattering length as

aeff = lim
k→0

tan δ(k)
k

. (12)

Note that though the interaction is spatially dependent,
the effective scattering length defined as Eq. (12) is a
spatial independent one. Among the first four bound
states, aeff only diverges when the second bound state
appears at threshold, as one can see by comparing Fig.
4(a) with Fig. 2. This is because the divergence of aeff

implies the first term in Eq. (10) goes like 1/r, which
should be smoothly connected to a zero-energy bound
state with non-zero U0. Therefore, for the other three
bound states whose U0 = 0, their coupling to the low-
energy scattering states vanish and will not cause diver-
gency of aeff. In Fig. 4(c) we show that aeff diverges
when the sixth bound state (whose U0 != 0) appears at
scattering threshold, but the width of resonance becomes
narrower compared to Fig. 4(b) because this bound state
comes from higher band and its coupling to low-energy
scattering state ( i.e. the absolute value of U0) is smaller.

Results 3 – Local Scattering Length: At short distance
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FIG. 5: The local scattering length aloc as a function of posi-
tion x/a for Ω/Ω0 = 0.71, 2.55, 2.64 and 2.7 (a-d). The solid
blue line is calculated results, the black dashed line is the fit-
ting formula Eq(17) or (18), and the green dash-dotted line
in (a) is from simple replacement formula Eq. (15).

the wave function Eq. (10) satisfies the Bethe-Peierls
contact condition and display 1/r − 1/aloc(x) behavior,
hence we can introduce a local scattering length as

aloc(x) = − lim
r→r0

rψo(x, r)
∂r(rψo(x, r))

(13)

Unlike in the uniform case, aeff and aloc are different.
Similar situation has also been encountered for scatter-
ing in confined geometry [3], lattices [8] and mixed di-
mension [9]. What is unique here is that aloc is spatially
dependent. Naively, one may think that aloc(x) can be
obtained by replacing Ω in Eq. (4) by local Ω(x), i.e.

aloc(x) = abg

(
1− βΩ2 cos2(Kx)

εc + βΩ2 cos2(Kx)

)
(14)

≈ abg

[
1− βΩ2 cos2(Kx)/εc

]
(15)

where the second line is valid for small Ω. This formula
in fact corresponds to an oversimplified approximation
in our model that the kinetic energy term of the center-
of-mass motion (−!2∇2

R/(4m)) is completely ignored in
Eq. (1). In fact, what we really obtained from the wave
function Eq. (10) is

aloc(x) =
1−

∑
m"=0 Um cos(mKx)/U0

a−1
eff −

∑
m"=0 Um|m|K cos(mKx)/(2U0)

≈ 1− 2U2 cos(2Kx)/U0

a−1
eff − 2U2K cos(2Kx)/U0

(16)

The second line is also valid when Ω is not too large, so
the coefficient Um>2 is small enough that can be ignored.

Away from a resonance, Kaeff % 1, Eq. (16) can be
well approximated as

aloc(x) = aeff

[
1− 2U2

U0
cos(2Kx)

]
(17)
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FIG. 4: The effective scattering length defined as Eq. (12)
aeff/|abg| as a function of Ω/Ω0. (b) and (c) are enlarged plot
around Ω/Ω0 = 2.64 (b), 9.20 (c). The arrows indicate the
positions at which we plot the local scattering length aloc in
Fig. 5(a-d).

U−2 U−1 U0 U1 U2

1st 0 + 0 + 0

2nd + 0 + 0 +

3rd + 0 0 0 −
4th 0 + 0 − 0

TABLE I: Symmetry of Bloch wave function for the first four
bound states

Results 2 – Effective Scattering Length: For the scat-
tering state wave function, at large r only the first term
in Eq. (10) will not exponentially decay, and the asymp-
totic behavior of the scattering wave function is still the
same as that in the uniform case. Hence we can introduce
an effective scattering length as

aeff = lim
k→0

tan δ(k)
k

. (12)

Note that though the interaction is spatially dependent,
the effective scattering length defined as Eq. (12) is a
spatial independent one. Among the first four bound
states, aeff only diverges when the second bound state
appears at threshold, as one can see by comparing Fig.
4(a) with Fig. 2. This is because the divergence of aeff

implies the first term in Eq. (10) goes like 1/r, which
should be smoothly connected to a zero-energy bound
state with non-zero U0. Therefore, for the other three
bound states whose U0 = 0, their coupling to the low-
energy scattering states vanish and will not cause diver-
gency of aeff. In Fig. 4(c) we show that aeff diverges
when the sixth bound state (whose U0 != 0) appears at
scattering threshold, but the width of resonance becomes
narrower compared to Fig. 4(b) because this bound state
comes from higher band and its coupling to low-energy
scattering state ( i.e. the absolute value of U0) is smaller.

Results 3 – Local Scattering Length: At short distance
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FIG. 5: The local scattering length aloc as a function of posi-
tion x/a for Ω/Ω0 = 0.71, 2.55, 2.64 and 2.7 (a-d). The solid
blue line is calculated results, the black dashed line is the fit-
ting formula Eq(17) or (18), and the green dash-dotted line
in (a) is from simple replacement formula Eq. (15).

the wave function Eq. (10) satisfies the Bethe-Peierls
contact condition and display 1/r − 1/aloc(x) behavior,
hence we can introduce a local scattering length as

aloc(x) = − lim
r→r0

rψo(x, r)
∂r(rψo(x, r))

(13)

Unlike in the uniform case, aeff and aloc are different.
Similar situation has also been encountered for scatter-
ing in confined geometry [3], lattices [8] and mixed di-
mension [9]. What is unique here is that aloc is spatially
dependent. Naively, one may think that aloc(x) can be
obtained by replacing Ω in Eq. (4) by local Ω(x), i.e.

aloc(x) = abg

(
1− βΩ2 cos2(Kx)

εc + βΩ2 cos2(Kx)

)
(14)

≈ abg

[
1− βΩ2 cos2(Kx)/εc

]
(15)

where the second line is valid for small Ω. This formula
in fact corresponds to an oversimplified approximation
in our model that the kinetic energy term of the center-
of-mass motion (−!2∇2

R/(4m)) is completely ignored in
Eq. (1). In fact, what we really obtained from the wave
function Eq. (10) is

aloc(x) =
1−

∑
m"=0 Um cos(mKx)/U0

a−1
eff −

∑
m"=0 Um|m|K cos(mKx)/(2U0)

≈ 1− 2U2 cos(2Kx)/U0

a−1
eff − 2U2K cos(2Kx)/U0

(16)

The second line is also valid when Ω is not too large, so
the coefficient Um>2 is small enough that can be ignored.

Away from a resonance, Kaeff % 1, Eq. (16) can be
well approximated as

aloc(x) = aeff

[
1− 2U2

U0
cos(2Kx)

]
(17)

4

In fact, we show in Fig. 5(a), (b) and (d) that the for-
mula Eq. (17) (dashed black line) is a very good approx-
imation to the actual results (solid blue line). In Fig.
5(a) we show the simple replacement formula Eq. (14)
already significantly deviates from the actual results in
weak coupling regime. From Fig. 5(b) and (d) one can
also see that the mean value of aloc(x) changes sign as
aeff changes sign. At resonance, a−1

eff → 0, Eq. (16) can
be approximated as

aloc(x) =
1
K

[
1− U0

2U2 cos(2Kx)

]
(18)

We show in Fig. 5(c) that Eq. (18) is also a very good ap-
proximation to actual aloc at resonance. Hence, we show
that aloc behaves very differently in the regime nearby or
away from a scattering resonance.

Implications to Many-body Physics: In summary, we
have revealed a number of novel features in the two-body
problem with a spatially modulated interaction potential,
which have strong implications for many-body physics
and provide new insights for developing new tools for
quantum control in cold atom systems.

First, when aeff diverges, the system enters a strongly
interacting regime and is expected to exhibit univer-
sal behavior, which can even be manifested in the high
temperature regime [10]. For a two-component Fermi
gas, it provides a new route toward BEC-BCS crossover
physics, and “high-temperature” superfluid may exist in
this regime. The periodic structure will add new ingre-
dient to the crossover physics.

Secondly, for the low-energy states whose energy |E|#
ER, the energy dependence of scattering length can be
ignored and the many-body system can be effectively de-
scribed by a pseudo-potential model:

Ĥ = −
∑

i

!2∇2
ri

2m
+

∑

ij

4π!2aloc(Rij)
m

δ3(rij)
∂

∂rij
rij ,

(19)
where Rij = (ri + rj)/2 and rij = ri − rj . It is very
important that aloc(R) in the pseudo-potential of Eq.
(19) is given by Eq. (16) from the two-body calculation,
so that a two-body problem of the Hamiltonian Eq. (19)
can produce correct low-energy eigen-wave function and
the effective scattering length as from model potential.

For bosons, with a mean-field approximation, Eq. (19)
implies that the interaction energy should take the form

Emf =
4π!2

m

∫
aloc(x)n2(x)dx (20)

which leads to a modulation of condensate density n(x)
and self-trapping nearby the minimum of aloc(x). It is
very likely a strong enough modulation of condensate
density will eventually result in the loss of superfluid-
ity and the system enters an insulating phase. If so, it
provides a completely different mechanism for superfluid

to insulator transition where the transition is not driven
by suppression of kinetic energy as in conventional OL.

Final Comments: In this work we choose a coupled two
square-well model whose advantage is that the physics
can be demonstrated in a simple and transparent way.
However, some more sophisticated effects in real system,
such as the inelastic loss, are ignored. We have also im-
plemented more systematic scattering theory which in-
cludes these effects and found that the physics discussed
here will remain qualitatively unchanged. These results
will be published elsewhere [11].

Moreover, the formalism used in this work can be eas-
ily generalized to other realizations of spatial modula-
tion of interactions. For instance, in a magnetic FR, one
can consider the presence of a magnetic field gradient so
that the closed channel molecular energy varies spatially.
This effect is particularly important for a narrow reso-
nance. One can also optically couple the closed channel
molecule to another molecular state via a bound-bound
transition, which leads to a periodic variation of molecule
energy [12]. Similar effects as discussed in Results 1-3
also present in these cases [11].
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E = sin(Kx) (1)

V (r1, r2) = V (r1 − r2) (2)

V (r1, r2) = V

(
r1 − r2,

r1 + r2

2

)
(3)

E =

∫
dx

[
!2

2m
ϕ∗∇2ϕ +

4π!2

m
aloc(x)n2(x)

]
(4)

lim
r→0

ψ(r, x) =
1

r
− 1

aloc(x)
(5)

Kaeff # 1 (6)
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Results III: Local Scattering Length 
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Summary:
Take Home Message

New Mechanism New System New Features

Two-body interaction 
potential has center-
of-mass dependence  

Alkali-earth-(like) 
atomic gases: Sr, 
Ca, Yb

Spatially dependent 
local scattering 
length



New Way to achieve scattering resonance 
in New systems

with New features

B: Strong dipolar interaction induced resonace 

Polar molecular gases



Polar molecular gases

large dipole moment: d

Hard to cool it directly !! 



Polar molecular gases

Feshbach molecule

Ground state molecule

Difficulties: 

1. Large energy detuning: 10-100 THz

2. Small transition matrix elememt



Polar molecular gases

Feshbach molecule

Ground state molecule D. S. Jin and Jun Ye’s group 

A High Phase-Space-Density Gas of
Polar Molecules
K.-K. Ni,1* S. Ospelkaus,1* M. H. G. de Miranda,1 A. Pe’er,1 B. Neyenhuis,1 J. J. Zirbel,1
S. Kotochigova,2 P. S. Julienne,3 D. S. Jin,1† J. Ye1†

A quantum gas of ultracold polar molecules, with long-range and anisotropic interactions, not only
would enable explorations of a large class of many-body physics phenomena but also could be used
for quantum information processing. We report on the creation of an ultracold dense gas of potassium-
rubidium (40K87Rb) polar molecules. Using a single step of STIRAP (stimulated Raman adiabatic
passage) with two-frequency laser irradiation, we coherently transfer extremely weakly bound KRb
molecules to the rovibrational ground state of either the triplet or the singlet electronic ground
molecular potential. The polar molecular gas has a peak density of 1012 per cubic centimeter and an
expansion-determined translational temperature of 350 nanokelvin. The polar molecules have a
permanent electric dipole moment, which we measure with Stark spectroscopy to be 0.052(2) Debye
(1 Debye = 3.336 × 10−30 coulomb-meters) for the triplet rovibrational ground state and 0.566(17)
Debye for the singlet rovibrational ground state.

Ultracold atomic gases have enjoyed tre-
mendous success as model quantum sys-
tems in which one can precisely control

the particles’ internal degrees of freedom and ex-
ternal motional states. These gases make interest-
ing many-body quantum systems when the
effects of interactions between the particles, along
with their quantum statistics, are important in
determining themacroscopic response of the system.
However, for most atomic gases the interactions
are exceedingly simple: They are spatially isotropic
and are sufficiently short-range to be well approxi-
mated by contact interactions. A wider range of
many-body physics phenomena could be explored
if the gas comprised particles with more complex
interactions, such as would occur in an ultracold
gas of polar molecules. Here, the electric dipole-
dipole interaction is long-range and spatially
anisotropic, much like the interaction of magnetic
spins in condensed matter systems. Dipole-dipole
interactions can be realized using atomic magnetic
dipoles (1, 2) but are typically much weaker than
those that could be realized for molecules with a
permanent electric dipole moment. Theoretical
proposals employing ultracold polar molecules
range from the study of quantum phase transitions
(3) and quantum gas dynamics (4) to quantum sim-
ulations of condensed matter spin systems (5) and
schemes for quantum information processing (6–8).

The relative strength of dipole-dipole interac-
tions in an ultracold gas depends critically on three
parameters: the temperature T, the dipole moment,
and the number density of molecules in the sam-
ple. For interaction effects to be strongly man-

ifested, the interaction energy must be comparable
to or greater than the thermal energy. This condi-
tion calls for low temperatures and large dipole
moments. In addition, a high number density is
needed because the dipole-dipole interaction scales
as 1/R3, where R is the distance between particles.
The combined requirements of low temperature
and high density can only be met if the molecule
gas has a high phase-space density, that is, the gas
should be near quantum degeneracy. Recently,
there has been rapid progress toward creating sam-
ples of cold polar molecules (9–13); however, it
remains a challenge to create a gas where dipole-
dipole interactions are observable.

Direct cooling of ground-state molecules
(11–13) has thus far only attained milliKelvin
final temperatures. An alternative route is to start
with a high phase-space-density gas of atoms
and then coherently and efficiently convert atom
pairs into ground-state molecules without heat-

ing the sample (14–17). To create polar mole-
cules, the initial atomic gas must be a mixture
of two types of atoms so that the resulting di-
atomic molecules are heteronuclear. In addition,
only tightly bound molecules will have an appre-
ciable electric dipole moment. This requirement
gives rise to the considerable challenge of effi-
ciently converting atoms that are relatively far
apart into molecules of small internuclear dis-
tance, without allowing the released binding en-
ergy to heat the gas.

Preserving the high phase-space density of
the initial gas while transferring atoms to deeply
bound polar molecules requires coherent state
transfer. Here, we report the efficient transfer of
ultracold atoms into the rovibrational ground
state of both the triplet and the singlet electronic
ground molecular potentials and a measurement
of the resulting molecules’ electric dipole mo-
ments. The rovibrational ground states are clearly
identified spectroscopically with precise mea-
surements of binding energies and rotational con-
stants, which are in excellent agreement with theory.
Transfer into these states is accomplished by
creating near-threshold molecules and then using
a single step of stimulated Raman adiabatic pas-
sage (STIRAP) (18). Key steps in realizing
efficient transfer with STIRAP are the identifica-
tion of a favorable intermediate state and the
ability to maintain phase coherence of the Raman
lasers. With the coherent transfer to a single
quantum state, we create 3 × 104 rovibrational
ground-state polar molecules at a peak density of
1012 cm–3. The molecules are created in an
optical dipole trap, and their expansion energy is
kB × 350 nK, where kB is Boltzmann’s constant.

The starting point for this work is a near-
quantum degenerate gas mixture of fermionic
40K atoms and bosonic 87Rb atoms confined in
an optical dipole trap. We use a magnetic-field
tunable Fano-Feshbach resonance at 546.7 G

1JILA, National Institute of Standards and Technology
(NIST) and University of Colorado, Department of Physics,
University of Colorado, Boulder, CO 80309–0440, USA.
2Physics Department, Temple University, Philadelphia, PA
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USA.
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†To whom correspondence should be addressed. E-mail:
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Fig. 1. Diagram of the KRb electronic
ground and excited molecular potentials
and the vibrational levels involved in the
two-photon coherent state transfer to
the triplet ground state. Here, the inter-
mediate state |e〉 is the v´ = 10 level of
the electronically excited 23S potential.
The vertical arrows are placed at the re-
spective Condon points of the up and
down transitions. The intermediate state
has favorable transition dipole moments
for both the up leg (|i〉 to |e〉) and the
down leg (|e〉 to |g〉), where the initial
state |i〉 is a weakly bound Feshbach
molecule and the final state |g〉 is the
rovibrational ground state (v = 0, N = 0)
of the triplet electronic ground poten-
tial, a3S.
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Polar molecular gases

KRb+KRb --> K2+Rb2 Chemically unstable !! 

RAPID COMMUNICATIONS

PIOTR S. ŻUCHOWSKI AND JEREMY M. HUTSON PHYSICAL REVIEW A 81, 060703(R) (2010)

TABLE I. Dissociation energies De (in cm−1) for alkali-metal dimers. The quantities in parentheses are uncertainties in the final digit(s).

Li Na K Rb Cs

Li 8516.768(8)a 7105.5(1.0)b 6216.886(100)c 5946(100)d 5875.542(5)e

Na 6022.0286(53)f 5273.62(10)g 5030.502(10)h 4954.237(100)i

K 4450.906(50)j 4217.815(10)k 4069.208(40)l

Rb 3993.47(18)m 3836.14(50)n

Cs 3649.695(2)o

aReference [13].
bReference [14].
cReference [15].
dThe binding energy for LiRb is not available from experiment, so this value is calculated using the AQCC method described in this paper.
eReference [16].
fReference [17].
gReference [18].
hReference [19].
iReference [20].
jReference [21].
kReference [22].
lReference [23].
mReference [24].
nReference [25].
oD0 from Reference [4] and zero-point energy from Reference [26].

from the outermost s orbitals on each atom. At an equilateral
triangular configuration (D3h symmetry), the two highest oc-
cupied molecular orbitals of a homonuclear trimer have a1 and
e symmetry. The lowest doublet state has configuration a2

1e
1.

It is therefore orbitally degenerate, with 2E symmetry, and is
subject to a Jahn-Teller distortion to an isosceles geometry
(C2v) that splits the e orbitals into a1 and b2 components: the
b2 orbital has a node between the two equivalent atoms. The
equilibrium structures of the homonuclear trimers all have C2v

geometries with ground states of 2B2 symmetry.
For a heteronuclear trimer X2Y, the symmetry is always C2v

or Cs . For C2v geometries, the upper a1 orbital and the b2 orbital
are close together in energy and the minimum (restricted to
C2v) may be on either the 2A1 surface or the 2B2 surface. We
have therefore calculated the energy for all the heteronuclear
trimers in both 2A1 and 2B2 states for C2v geometries. Typical
results are shown for Rb2Cs in the top panel of Fig. 1. The
geometry is specified by a bond length r = rX1Y = rX2Y and
the angle θ between the two XY bonds. It may be seen that the
two surfaces intersect at an angle near θ = 50◦: since the two
states have the same symmetry at Cs geometries, they actually
intersect only at C2v geometries, producing a seam of conical
intersections there. An alternative representation of the results,
for all the Rb2X systems, is shown in the bottom panel of the
figure: in this case r has been optimized to find the energy

TABLE II. Energy changes "E2 for the reactions 2XY → X2 +
Y2 (in cm−1). The quantities in parentheses are uncertainties in the
final digit(s).

Na K Rb Cs

Li −328(2) −533.9(3) −618(200) −415.38(2)
Na 74.3(3) 45.5(5) 236.75(20)
K −8.7(9) 37.81(13)
Rb 29.1(1.5)

minimum for each value of θ , producing intersecting potential
curves rather than two-dimensional surfaces. The minima on
the two surfaces are usually close together in energy (always
within 1000 cm−1, but often within 200 cm−1). However, the
2B2 minimum is below the 2A1 minimum for all the trimers
except the seven heteronuclear X2Na and Cs2X species; for
Rb2Cs, shown in Fig. 1, the 2B2 minimum is near θ = 63◦.
The equilibrium geometries and energies for both states are
provided as supplementary material [33].

For heteronuclear trimers there is the additional possibility
of distortion to a lower-symmetry Cs (scalene) geometry. We
have therefore explored whether such distortions lower the
trimer energies. At Cs geometries the valence orbitals formed
from atomic s orbitals are all of a′ symmetry, so both low-lying
states have 2A′ symmetry and can mix. Nevertheless, in most
cases it is clear whether the singly occupied orbital has bonding
character (a1-like) or antibonding character (b2-like) between
the two like atoms. For Cs2Li, where the 2A1 state was already
below the 2B2 state, distortion does not lower the energy and the
equilibrium geometry has C2v symmetry. However, for all the
other systems the geometry corresponding to the 2A1 minimum
is in fact a saddle point on the full three-dimensional surface:
for Li2Na, K2Na, Rb2Na, Cs2Na, Cs2K, and Cs2Rb, this simply
deepens the minimum. For Li2K, Li2Rb, K2Rb, K2Cs, Rb2Na,
the distortion produces a 2A′ state whose absolute minimum
(of Cs symmetry) is lower in energy than the 2B2 state (which
always retains an equilibrium geometry of C2v symmetry).
However, for Li2Cs, Na2Li, Na2K, Na2Rb, Na2Cs, K2Li,
Rb2Li, Rb2K, and Rb2Cs the energy gained by distortion is
not enough and the 2B2 state of C2v geometry remains the
absolute minimum.

Table III summarizes the trimer atomization energies,
equilibrium geometries, and the energy change for the trimer
formation reactions for all the alkali-metal trimers from Li to
Cs. It may be seen that all the trimer formation reactions (from
singlet dimers) are substantially endoergic. Trimer formation

060703-2Zuchowski and Hutson, PRA (2010)

E = sin(Kx) (1)

V (r1, r2) = V (r1 − r2) (2)
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[
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the incoming and outgoing partial waves, respectively, and
ml and ml! the corresponding projection quantum numbers,
we solve the relative Schrödinger equation for Vm for a fixed
scattering energy Esc numerically. The azimuthal symmetry
conserves the projection quantum number, and throughout
we restrict our analysis to ml=0. The radial Schrödinger
equation is propagated using the Johnson algorithm
with adaptive step size !11". The K-matrix elements
Kl,0

l!,0#k$=tan !l,l!#k$ are found by matching the log-derivative
to the free-space solutions at sufficiently large r. Since the
long-range part of Vm is proportional to the spherical har-
monic Y20, the phase shifts !l,l!#k$ are only nonzero if
%l− l!%"2.

Figure 1 shows the generalized scattering lengths al,l! for
two identical bosons and two identical fermions for three
different scattering energies Esc as a function of the
dipole length D*. The scattering lengths al,l!#k$,
al,l!#k$=−Kl,l!#k$ /k #k denotes the wave vector, k
=&2#Esc /$2$ are defined so that the al,l!#k$ approach a con-
stant as k→0 !12,13". The largest D* /rc value considered in
Fig. 1 is 40. If we choose rc'100a0, then the largest dipole
length considered in Fig. 1 is D*

max'4000a0, implying a

minimum dipole energy ED
*

min of 1.27%10−6 K. For the polar

molecule OH, this corresponds to a maximum dipole mo-
ment of 1.29 D, a value that should be attainable experimen-
tally. The scattering energies in Fig. 1 range from
9.36%10−8Erc

to 9.36%10−5Erc
or, using as before

rc=100a0, from 1.91%10−10 K to 1.91%10−7 K. Thus, the
largest Esc /ED

*
value considered in Fig. 1 is 0.15. This

places the present study in the regime where the minimum
value of the cross section has been predicted to behave uni-
versally !14", but where the parameters of the two-body po-
tential and the s-wave scattering length it results in, espe-
cially near resonance, are important !15". Although the
resonance positions depend on the details of the short-range
physics, the type of physics discussed here for Vm in the
vicinity and away from resonance should be to a large degree
generic.

Figure 1#b$ shows the scattering length a00 as a function
of D* for two identical bosons interacting through Vm. Five
B1 and two B2 resonances #located at D*'23rc and 37rc$ are
clearly visible. Figures 1#c$ and 1#d$ show the generalized
scattering lengths a20 and a22, respectively. In the Born ap-
proximation #BA$ for Vdd, both a20 and a22 vary linearly with
D* !13,16". a20 and a22 obtained from the full coupled-
channel calculation show deviations from the BA for certain
D* values. The positions of the “spikes” coincide with the
resonance positions of a00. Notably, the widths of the spikes
decrease with increasing l+ l!. Figure 1#a$ shows the reso-
nance positions as predicted by the WKB phase accumulated
in different adiabatic potential curves !8". The crosses, ob-
tained by analyzing the WKB phase of the lowest adiabatic
potential curve, predict the positions of the B1 resonances
very accurately. The squares, obtained by summing the WKB
phases of all other adiabatic potential curves, predict the
number of B2 resonances semiquantitatively, but do not pre-
dict their positions accurately !8".

Figures 1#f$ and 1#g$ show the generalized scattering
lengths a11 and a31 for two aligned identical fermions inter-
acting through Vm as a function of D*. Away from resonance,
a11 and a31 vary approximately linearly with D*. The spikes
in Figs. 1#f$ and 1#g$ correspond to F1 and F2 resonances.
Figures 1#f$ and 1#g$ show five F1 and two F2 resonances
#located at D*'23.5rc and 37.5rc$. A key difference between
the dipole scattering of identical bosons and identical fermi-
ons is that the lowest nonvanishing scattering length for
bosons #i.e., a00$ cannot be approximated by applying the
BA to Vdd #the BA for Vdd gives a00=0$, while the lowest
nonvanishing scattering length for fermions #i.e., a11$ can be,
away from resonance, approximated by the BA for Vdd #the
BA for Vdd gives a11=−2D* /5$ !13,16". The crosses and
squares shown in Fig. 1#e$ indicate the positions of F1 and F2
resonances, respectively, as predicted from the WKB phase
of the lowest adiabatic potential curve and of all other adia-
batic potential curves. The WKB prediction for the positions
of F1 resonances is less accurate than that of B1 resonances.

We find that the widths of B1 and F1 resonances are in
general larger than the widths of B2 and F2 resonances, re-
spectively. Furthermore, Fig. 1 shows that the widths within
each of the resonance sequences increase with increasing Esc
for fixed D* /rc and with increasing D* /rc for fixed Esc, and
thus with increasing Esc /ED

*
.

To better understand the resonance structure in Fig. 1, we
determine the bound-state energies of the two interacting di-
poles in free space. The Schrödinger equation for the relative
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FIG. 1. #Color online$ Scattering data !#a$–#d$ for identical
bosons and #e$–#g$ for identical fermions": Scaled scattering lengths
#b$ a00 /rc, #c$ a20 /rc, #d$ a22 /rc, #f$ a11 /rc, and #g$ a31 /rc as a
function of the scaled dipole length D* /rc for two dipoles
interacting through Vm for three different scattering energies:
Esc=9.36%10−8Erc

#solid lins$, Esc=9.36%10−6Erc
#dashed lines$,

and Esc=9.36%10−5Erc
#dotted lines$. In #a$, crosses and squares

indicate the positions of B1 and B2 resonances, respectively. In #e$,
crosses and squares indicate the positions of F1 and F2 resonances,
respectively. The resonance positions are obtained by analyzing the
WKB phase of the adiabatic potential curves #see text$.
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the incoming and outgoing partial waves, respectively, and
ml and ml! the corresponding projection quantum numbers,
we solve the relative Schrödinger equation for Vm for a fixed
scattering energy Esc numerically. The azimuthal symmetry
conserves the projection quantum number, and throughout
we restrict our analysis to ml=0. The radial Schrödinger
equation is propagated using the Johnson algorithm
with adaptive step size !11". The K-matrix elements
Kl,0

l!,0#k$=tan !l,l!#k$ are found by matching the log-derivative
to the free-space solutions at sufficiently large r. Since the
long-range part of Vm is proportional to the spherical har-
monic Y20, the phase shifts !l,l!#k$ are only nonzero if
%l− l!%"2.

Figure 1 shows the generalized scattering lengths al,l! for
two identical bosons and two identical fermions for three
different scattering energies Esc as a function of the
dipole length D*. The scattering lengths al,l!#k$,
al,l!#k$=−Kl,l!#k$ /k #k denotes the wave vector, k
=&2#Esc /$2$ are defined so that the al,l!#k$ approach a con-
stant as k→0 !12,13". The largest D* /rc value considered in
Fig. 1 is 40. If we choose rc'100a0, then the largest dipole
length considered in Fig. 1 is D*

max'4000a0, implying a

minimum dipole energy ED
*

min of 1.27%10−6 K. For the polar

molecule OH, this corresponds to a maximum dipole mo-
ment of 1.29 D, a value that should be attainable experimen-
tally. The scattering energies in Fig. 1 range from
9.36%10−8Erc

to 9.36%10−5Erc
or, using as before

rc=100a0, from 1.91%10−10 K to 1.91%10−7 K. Thus, the
largest Esc /ED

*
value considered in Fig. 1 is 0.15. This

places the present study in the regime where the minimum
value of the cross section has been predicted to behave uni-
versally !14", but where the parameters of the two-body po-
tential and the s-wave scattering length it results in, espe-
cially near resonance, are important !15". Although the
resonance positions depend on the details of the short-range
physics, the type of physics discussed here for Vm in the
vicinity and away from resonance should be to a large degree
generic.

Figure 1#b$ shows the scattering length a00 as a function
of D* for two identical bosons interacting through Vm. Five
B1 and two B2 resonances #located at D*'23rc and 37rc$ are
clearly visible. Figures 1#c$ and 1#d$ show the generalized
scattering lengths a20 and a22, respectively. In the Born ap-
proximation #BA$ for Vdd, both a20 and a22 vary linearly with
D* !13,16". a20 and a22 obtained from the full coupled-
channel calculation show deviations from the BA for certain
D* values. The positions of the “spikes” coincide with the
resonance positions of a00. Notably, the widths of the spikes
decrease with increasing l+ l!. Figure 1#a$ shows the reso-
nance positions as predicted by the WKB phase accumulated
in different adiabatic potential curves !8". The crosses, ob-
tained by analyzing the WKB phase of the lowest adiabatic
potential curve, predict the positions of the B1 resonances
very accurately. The squares, obtained by summing the WKB
phases of all other adiabatic potential curves, predict the
number of B2 resonances semiquantitatively, but do not pre-
dict their positions accurately !8".

Figures 1#f$ and 1#g$ show the generalized scattering
lengths a11 and a31 for two aligned identical fermions inter-
acting through Vm as a function of D*. Away from resonance,
a11 and a31 vary approximately linearly with D*. The spikes
in Figs. 1#f$ and 1#g$ correspond to F1 and F2 resonances.
Figures 1#f$ and 1#g$ show five F1 and two F2 resonances
#located at D*'23.5rc and 37.5rc$. A key difference between
the dipole scattering of identical bosons and identical fermi-
ons is that the lowest nonvanishing scattering length for
bosons #i.e., a00$ cannot be approximated by applying the
BA to Vdd #the BA for Vdd gives a00=0$, while the lowest
nonvanishing scattering length for fermions #i.e., a11$ can be,
away from resonance, approximated by the BA for Vdd #the
BA for Vdd gives a11=−2D* /5$ !13,16". The crosses and
squares shown in Fig. 1#e$ indicate the positions of F1 and F2
resonances, respectively, as predicted from the WKB phase
of the lowest adiabatic potential curve and of all other adia-
batic potential curves. The WKB prediction for the positions
of F1 resonances is less accurate than that of B1 resonances.

We find that the widths of B1 and F1 resonances are in
general larger than the widths of B2 and F2 resonances, re-
spectively. Furthermore, Fig. 1 shows that the widths within
each of the resonance sequences increase with increasing Esc
for fixed D* /rc and with increasing D* /rc for fixed Esc, and
thus with increasing Esc /ED

*
.

To better understand the resonance structure in Fig. 1, we
determine the bound-state energies of the two interacting di-
poles in free space. The Schrödinger equation for the relative
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FIG. 1. #Color online$ Scattering data !#a$–#d$ for identical
bosons and #e$–#g$ for identical fermions": Scaled scattering lengths
#b$ a00 /rc, #c$ a20 /rc, #d$ a22 /rc, #f$ a11 /rc, and #g$ a31 /rc as a
function of the scaled dipole length D* /rc for two dipoles
interacting through Vm for three different scattering energies:
Esc=9.36%10−8Erc

#solid lins$, Esc=9.36%10−6Erc
#dashed lines$,

and Esc=9.36%10−5Erc
#dotted lines$. In #a$, crosses and squares

indicate the positions of B1 and B2 resonances, respectively. In #e$,
crosses and squares indicate the positions of F1 and F2 resonances,
respectively. The resonance positions are obtained by analyzing the
WKB phase of the adiabatic potential curves #see text$.
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How well can we tune a (positive) effective range in cold atoms ?
-- from the wiki 

Spatially Modulated Interaction Induced Bound States and Scattering Resonances

Ran Qi and Hui Zhai
Institute for Advanced Study, Tsinghua University, Beijing, 100084, China

(Dated: January 9, 2011)

Feshbach resonances and optical lattices are two ma-
jor control tools in cold atom system. Feshbach reso-
nance can be used to control the interactions by tuning a
bound state in the so-called “closed channel” to the scat-
tering threshold via magnetic field, laser field or external
confinement [1, 2]. At resonance, the s-wave scattering
length diverges and the system becomes a strongly in-
teracting one. Optical lattices can strongly modify the
single particle spectrum of atoms, which suppress the ki-
netic energy so that the interaction effects are enhanced.
With these two methods, many interesting many-body
physics, such as BEC-BCS crossover, superfluid to Mott
insulator transition and strongly correlated quantum flu-
ids in low dimensions, have been studied extensively in
cold atom systems [3].

In this letter we propose a new control tool for cold
atom system. It is analogous to optical lattices because
it also makes use of two counter propagating laser fields
that lead to a periodic modulation of laser intensity in
space; while on the other hand, its effect is not to modify
single-particle energy, but to generate a spatial modu-
lation of two-body interaction, i.e. the two-body inter-
action potential not only depends on the relative coor-
dinate of two particles under collision, but also depends
on their center-of-mass coordinate. As far as we know,
this is a situation not encountered in almost all inter-
acting systems studied before, ranging from high-energy
and nuclear physics to condensed matter and cold atom
systems. Spatial modulation of interaction potential will
result in many interesting phenomena. In this work we
shall focus on two-body problem and the main result is
that, as the modulation strength increases,

Coupled Two-channel Model. We consider a two-body
Hamiltonian for a FR in which the open and closed chan-
nels are modeled by two square well potentials [4]

H = − !2

4m
∇2

R −
!2

m
∇2

r + v(R, r) (1)

where R = (r1 + r2)/2 and r = r1 − r2. For r < r0,

v(R, r) =
(
−Vo !Ω(R)

!Ω(R) −Vc

)
(2)

and for r > r0,

v(R, r) =
(

0 0
0 +∞

)
. (3)

In this model Vo is given by the background scattering
length abg as tan(kor0)/(kor0) = 1 − abg/r0 where ko =

√
mVo/!, and Vc is determined by the binding energy of

closed channel molecule εc through Vc = !2π2/(mr2
0)−εc.

The size of inter-atomic potential r0 is much smaller than
all the other length scales. Conventionally, the inter-
channel coupling Ω(R) is a constant independent of R.
Such a model captures all key features of a FR [1, 4]. A
bound state appears at threshold and causes scattering
resonance at Ω0 =

√
3π2εc/(2abgr0).

Now consider the situation Ω does depend on R. First,
in the regime r < r0, we consider the wave function of
following form

ψo =
sin kr

r
a(R); ψc =

sin kr

r
b(R) (4)

where a(R) and b(R) satisfy a coupled equation
[
− !2

4m
∇2

R − Vo

]
a(R) + Ω(R)b(R) = εa(R) (5)

[
− !2

4m
∇2

R − Vc

]
b(R) + Ω(R)a(R) = εb(R) (6)

where ε = E − !2k2/(2m). There will be a set of eigen-
function al(R), bl(R) and kl giving rise to the same en-
ergy E. The wave function should be a superposition of
them and the superposition coefficient is determined by
marching the boundary condition at r = r0 for any R.

More explicitly we will consider the situation Ω(R) =
Ω cos(Kx). This describes an optical Feshbach resonance
in which the open and closed channels are different or-
bital states, and the coupling between the two channels
are provided by laser and is proportional to the laser
intensity. When two counter propagating lasers form a
standing wave along x-direction, similar as an optical lat-
tice, its intensity modulates periodically in space. For
simplicity, we only consider that the coupling modulates
in x-direction, and is uniform in y, z-directions.

Eigenstates. Note that there is still a discrete trans-
lation symmetry R → R + 2π/Kx̂, we can introduce
a good quantum number “crystal momentum” q corre-
sponding to the center-of-mass coordinate x, and expand
aq(x) = eiqx

∑
n einKxaq

n and bq(x) = eiqx
∑

n einKxbq
n.

an and bn satisfy coupled matrix equation
(

!2(q + nK)2

4m
− Vo

)
aq

n +
Ω
2

(
bq
n−1 + bq

n+1

)
= εqaq

n (7)
(

!2(q + nK)2

4m
− Vc

)
bq
n +

Ω
2

(
aq

n−1 + aq
n+1

)
= εqbq

n (8)

This matrix has a set of eigen-values εq
l and their eigen-

vectors {aq
l,n, bq

l,n}. Hence there are a set of wave func-

r
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channel and the closed channel are designated by |bg!
and "c!, respectively. Using a two-state coupled-channel
expansion as in Eq. #38$, "!#R ,E$!= "c!"c#R ,E$ /R
+ "bg!"bg#R ,E$ /R, the potential matrix in Eq. #40$ is

V = %&
− Vc W

W − Vbg
' for R # ā

&$ 0
0 0

' for R % ā .( #47$

The off-diagonal matrix element W describes the weak
coupling between the two channels.

In order to simulate a magnetically tuned Feshbach
resonance, the model parameters need to be chosen so
as to give the correct parameters for that resonance. The
well depth Vbg is chosen so that the background channel
scattering length is abg. The well depth Vc is chosen so
that the well has a bare bound state at Ec. The tuning of
the bound state as Ec=&'#B−Bc$ can be simulated by
varying Vc linearly with the external magnetic field B.
Finally, weak coupling requires "W"( "Vbg−Vc". The cou-
pling parameter W can then be chosen to give the right
resonance width )#E$=2kabg&'* at low energies )see
Eq. #17$* using the known resonance width *. Analyti-
cally calculating the matrix element defining )#E$ in Eq.
#14$ relates W to * as follows:

2VcW2/#Vbg − Vc$2 = )rbg/#1 − rbg$2*&'* . #48$

With the chosen parameters, the square well model
yields analytic forms for the scattering phase shift as in
Eq. #16$ and the scattering length as in Eq. #1$.

The square well model also permits an analytic
evaluation of the weakly bound state below the con-
tinuum. Assuming an eigenstate "!b! exists at energy
−Eb=−+2kb

2 / #2'$#0 and "abg", ā, we get

kb =
1

abg − ā
+

)sq/2
ā#Eb + Ec$

, #49$

where )sq/2=&'*rbg#1−rbg$−2. Marcelis et al. #2004$ de-
rived a similar result for a contact potential. Note that
when the coupling term W→0 so that )sq→0, the solu-
tions Eb=−Ec and Eb=+2 / )2'#abg− ā$2* correspond to
the bare states of the square well in the closed and open
channel #for abg% ā$ as expected. Since the resonant sin-
gularity in the scattering length occurs when Eb→0, tak-
ing this limit of Eq. #49$ allows us to calculate the reso-
nance energy shift &E=&'#B0−Bc$ as

&E = )sq#1 − rbg$/2. #50$

Both Eqs. #50$ and #49$ can also be derived from the
van der Waals model with )sq replaced by )̄=)sq)1
+ #rbg−1$−2*. Note that )sq and )̄ are nearly the same for
"rbg",1. The modified version of Eq. #50$ is equivalent to
Eqs. #37$ and #42$, derived from the van der Waals
model.

Lange et al. #2009$ extended the above model to pre-
cisely determine the scattering length and the resonance
parameters in the magnetic field regime where multiple
Feshbach resonances overlap.

5. Properties of Feshbach molecules

A variety of properties of Feshbach molecules can be
calculated by solving Eq. #49$ for the binding energy Eb.
For example, the closed channel fraction Z of the eigen-
state can be found by differentiating Eb with respect to
Ec )see Eq. #28$*. In the limit B→B0 where Eb vanishes
and a→+$, we have

Z =
1
-
+B − B0

*
+ , #51$

where the dimensionless proportionality constant

- =
1
2

sres"rbg" =
rbg

2

2
"&'*"

Ē
#52$

determines the rate at which the Feshbach molecular
state deviates from the entrance channel dominated re-
gime or, equivalently, the halo molecule regime, when B
is tuned away from B0. Equation #51$ shows that having
a small closed channel fraction Z(1 requires the mag-
netic field to be close to resonance, "B−B0"(-"*". Figure
12 of Sec. II.B.5 compares 1−Z from Eq. #51$ for the
respective open and closed channel dominated 6Li
834 G and 7Li 737 G resonances.

For open channel dominated resonances, where sres
,1, it is usually true that "rbg".1 and -,1, and Z re-
mains small over a large fraction of the resonance width
*. The bound state wave function takes on primarily
entrance channel character over this range #see the ex-
amples of the 6Li 834 G or 40K 202 G resonances in Fig.
16$. Closed channel dominated resonances have sres(1
and small -(1. Consequently, Z remains small only
over a small range of the resonance #see the example of

0
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FIG. 15. #Color online$ Two-channel square well model of a
magnetic Feshbach resonance. The potential for the bare en-
trance background channel has a well depth −Vbg. The spatial
width is chosen to be ā so as to simulate the length scale of a
van der Waals potential. The potential for the bare closed
channel has a well depth −Vc relative to the separated atoms
and is infinite for R% ā. The value of Vbg is chosen so that the
background scattering length is abg. The value of Vc is chosen
so that there is a bound state with energy Ec near E=0. We
assume that this energy varies with magnetic field as Ec
=&'#B−Bc$, where &' is a relative magnetic moment and Ec
=0 at B=Bc.
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Positive effective range from a dipole induced resonance
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What is the physical effect of effective range being positive or negative 
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What is the physical effect of effective range being positive or negative 
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Summary:
Take Home Message

New Mechanism New System New Features

Two-body interaction 
potential has center-
of-mass dependence  

Alkali-earth-(like) 
atomic gases: Sr, 
Ca, Yb

Spatially dependent 
local scattering 
length

Strong long range 
dipolar interactions Polar molecules positive and sizable  

effective range 

Thank you very much for your attention !


