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Ben!marks

• High precision:
• Q etc. usually require small systems
• Experiments

• How to connect?
• Density Functional Theory ()
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Dens#y Funional 
Theory ()

• The ground state density in any external potential V(x) 
minimizes a functional:

• Functional may be complicated (non-local)

• Local Density Approximation ()

• Kohn-Sham introduces kinetic term
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QCD Vacuum Animation: Derek B. Leinweber (http://www.physics.adelaide.edu.au/~dleinweb/VisualQCD/Nobel/index.html)
Neutron Star Structure: (Dany Page) Landscape: (modified from a slide of A. Richter)

The nuclear landscape

• Nuclear systems are complex many-
body systems with rich properties 

• No “one size fits all” method

• All theoretical approaches need to be 
linked

Nucleonic matter: 

Infinite system of interacting neutrons 
and protons in the thermodynamic limit.

Introduction Formalism Results scale Summary

Which theoretical method(s)?

! No “one size fits all” theory for nuclei

! All theoretical approaches need to be linked

Non-Empirical Pairing Functional for nuclei T. Duguet

Friday, March 12, 2010

The Nuclear 
Landscape

QCD Vacuum

Nuclear Physics
Complicated interactions

D to extrapolate to large 
systems
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S: Superfluid Local 
Dens#y Approximation

• Three parameters:
• Effective mass (m/α)
• Hartree (β)
• Pairing (g)
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BdG (Mean Field)

• The  contains Bogoliubov-de Gennes (d)
• Unit mass
• No Hartree term

• (No polaron!)

E(n, τ,ν) = α
τ

m
+ β

(3π2n)5/3

10mπ2
+ g ν†ν
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T=0 E"ation of State

• Use Fixed Node Diffusion Monte Carlo (-) for 
small periodic boxes
• Homogeneous states (no gradient terms)

• Extrapolate to zero range

• Fit  parameters and use to extrapolate 
thermodynamic value of ξ
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Forbes, Gandolfi, Gezerlis  (2011)

Using  to 
extrapolate to N=∞

S matches all finite 
size effects

No correlation with 
free “Shell effects”

Essential to extrapolate 
to zero range

ξ ≤ 0.383(1)

χreduced = 0.7
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FIG. 1. (color online) Ground-state energy-density ξ = E /EFG of N+
fermions in a periodic cubic box at the unitary limit. The circles with
error bars are the result of using a quadratic least-squares extrapolation
to zero effective range of our new QMC results. The solid curve
is the best fit SLDA DFT. The light dotted curve is the functional
considered in [19] with α = 0.69. For comparison, we have plotted
the previous best estimate ξS = 0.40(1) (red square) and the current
estimate ξS = 0.383(1) below it to the far right of the figure. Inset: we
show the typical effective-range dependence ξ (kF re) with the best fit
1σ error bounds for all-point cubic (solid dark green) and five-point
quadratic (hatched light yellow) polynomial fits. Note that: a) the
five-point quadratic model is consistent with the full cubic model and
has a comparable extrapolation error, and b) the inflection point near
kF re ≈ 0.16 necessitates a higher-order fit for larger ranges (cubic
is sufficient for the ranges shown here). Results for N+ = 40 show
the same qualitative behaviour; hence, for the other points we use the
five-point quadratic extrapolation.

tion introduced to reduce the statistical error. The antisym-
metrized product of s-wave pairing functions φ(ri j′) defines
the nodal structure:

φ(r) = ∑
n

α‖n‖eikn·r + β̃ (r). (2)

The sum is truncated (we include ten coefficients) and the
omitted short-range tail is modelled by the phenomenological
function β̃ (r) chosen to ensure smooth behavior near zero
separation. We use the same form for β̃ (r) as in [6] with the
values b = 0.5 and c = 5. We vary the 10 coefficients α‖n‖
for each N+ to minimize the energy as described in Ref. [24].
Representative nodal structures are defined by the coefficients
in Table I. We find that the same ansatz suffices for different
effective ranges, but that independent optimization is required
for each N+.

We simulate the Hamiltonian:

H =
h̄2

2m

(
−

N+

∑
k=1

∇2
k − 4v0µ2 ∑

i, j′
sech2(µri j′)

)
, (3)

with an interspecies interaction of the modified Pöschl-Teller
type (off-resonance intraspecies interactions are neglected).
We tune to infinite s-wave scattering length by setting v0 = 1:
the effective range becomes re = 2/µ . To extrapolate to the

zero-range limit, we simulate at µ/kF ∈ {12.5,24,36,48,60}
for which 0.03 < kF re < 0.16. A careful examination of ad-
ditional ranges up to kF re ∼ 0.35 for N+ = 40 and N+ = 66
(see the inset in Fig. 1) reveals that a three-parameter quadratic
model in re is necessary and sufficient to extrapolate our results
without a systematic bias; the results are shown in Fig. 1.

The energies exhibit definite finite-size effects for N+ !
50, but are essentially featureless for larger N+. This lack of
structure is confirmed by the best fit DFT (discussed below)
and disagrees with the results presented in Ref. [10]. The
values of ξ for N+ > 50 are distributed about the best fit value
ξS ≈ 0.383(1), and represent the lowest variational bounds to
date. Part of the decrease from previous results is due to the
careful extrapolation to zero effective range. The remainder
is due to the improved optimization of the variational wave
function.

To model the finite-size effects we turn to a local DFT for
the unitary Fermi gas that generalizes the SLDA originally
presented in Ref. [20]. In addition to the total density n+ =
2∑n|vn|2, the SLDA includes both kinetic τ+ = 2∑n|∇vn|2 and
anomalous densities ν = ∑n unv∗n. (The + index signifies the
sum of the contributions coming from the two components a
and b; un(r) and vn(r) are the Bogoliubov quasiparticle wave
functions.) The original three-parameter SLDA functional has
the form

ESLDA =
h̄2

m

(
α
2

τ++β 3
10

(3π2)2/3n5/3
+

)
+gν†ν , (4)

where α is the inverse effective mass; β is the self-energy; and
γ , which controls the pairing, enters through the regularized
coupling g = 1/(n1/3

+ /γ −Λ/α) where Λ → ∞ is a momentum
cutoff that we take to infinity (see Ref. [5] for details). Using
the equations for homogeneous matter in the thermodynamic
limit, one can numerically replace the parameters β and γ
with the more physically relevant quantities ξS and η = ∆/EF ,
where ∆ is the pairing gap.

In principle, the DFT can be expressed in terms of only the
density n+ and its gradients. References [21] consider local for-
mulations of this type (called Extended Thomas-Fermi (ETF)
functionals). Since gradients vanish in the periodic box, ETF
functionals reduce to EETF(n+)≡ ξSEFG and exhibit no finite-
size structure, contrary to the QMC results. Reference [19]
adds ατ+, but without ν†ν , the finite-size effects do not cor-
relate with the QMC behavior (see Fig. 1), and the best fit to

N+ a0 a1 a2 a3 a4 a5 a6 a8 a9 a10

10 1600 350 49 16 12 14 14 11 9.0 6.7
40 160 91 27 0.49 -2.8 -0.086 2.2 2.9 2.5 1.9
80 -24 13 12 8.2 5.1 3.7 2.7 2.0 1.6 1.0

120 -51 -17 0.51 7.8 6.3 5.8 4.6 2.5 1.7 1.0

TABLE I. Sample coefficients of the pairing function (2) α‖n‖ =

10−4aI where I = ‖n‖2 = n2
x + n2

y + n2
z = k2L2/4π2. Higher-order

coefficients are set to zero.
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Not Perfe (but close!)

• Gap too large Δ=0.87(2)EF
Q quasiparticle (q.p.) dispersions give ∆=0.50(5)EF

•  Mass too small α=1.26(2):
Q (q.p.) dispersions give and α=1.09(2)

• Local functional can be generalized to fix these issues
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Next steps

• Evaluate gradient terms (using traps)

• Finite T: Can we build a Pseudo-gap into the ?

• Can we exploit Shina Tan’s functionals?

• Time dependence () (Thursday)

• Asymmetric ()...

10



ASLDA

• Introduce dimensionless x=na/nb

• Parameters become functions α(x) etc.

• Fit with  data (not precision yet)

• Build in superfluid and interacting normal states

• Find that () state has lower energy

E = αa(x)
τa
2m

+ αb(x)
τb
2m

+D(na,nb) + g (x)ν†ν
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Bulgac and Forbes PRL 101 (2008) 215301

A predis ()
at Un#ar#y

Large density contrast 
(factor of 2)

Similar to vortex core
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y = µb/µa

h
(y

)

y0 y1yLO

yLO−N yLO−SF

∆/∆0

L/l0

0

1
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FIG. 2: The dimensionless convex function h(y) [18]
that defines the average pressure density P(µa, µb) =
2

5

`

2m
!2

´3/2
[µah(y)]5/2/(6π2), where y = µb/µa. In addition

to the constraints discussed in [18] (with the updated value
ξ = 0.40 [15, 16]), we have included the constraint imposed
by the parametrization of the normal state energy defining
the aslda functional and shown in Fig. 1 (thin solid blue
line). The pressure of the lo states are shown by the thick
red curve. The y dependence of the amplitude of the pairing
field ∆ = max{|∆(z)|} and the period L are shown as in-
sets, with normalizations that are described in Fig. 3. In the
absence of any other phases, our calculations suggest a sec-
ond order transition at yLO−N , and a first order transition at
yLO−SF , with the amplitude ∆ rising smoothly from ∆ = 0
to just below ∆0 at yLO−SF . The period also rises from a
minimum value LLO−N at yLO−N , to a finite maximum value
LLO−SF at yLO−SF . Were the transition at yLO−SF smooth,
LLO−SF → ∞ would diverge. Sample profiles for the states
marked × are shown in Fig. 3. (Colour online.)

lack of scales at unitarity – between L and the average
energy and pressure densities: L ∂P/∂L = 2E−3P . This
ensures that the unitary relationship P = 2

3
E is satisfied

by the physical state.
At unitarity, one may fully characterize all stable

phases by the single parameter y = µb/µa as de-
scribed in [18]. We start by describing the homogeneous
and isotropic states supported in the aslda functional:
For y < y0 [18], the system is a fully-polarized non-
interacting Fermi gas (Na); between y0 < y < yLO the
highest pressure corresponds to a partially polarized two-
component Fermi gas; and above yLO < y < 1, the fully-
paired superfluid has the highest pressure. The point
yLO is where the pressures of the partially polarized nor-
mal and fully-paired superfluid states are equal. This is
where the energetic competition of the normal and su-
perfluid states is minimized, and thus where the lo state

∆
(z

)/
∆

0
n
(z

)/
n

0

z/l0

-1

1

0.0

0.5

1.0

-5

0

0 5

FIG. 3: A single period exhibiting the spatial dependence
of the pairing field ∆(z) (top) and the number densities
of the majority (dotted) and minority (solid) species (bot-
tom). Profiles are shown for the values of y = µb/µa ∈
(yLO−N , yLO−SF ) indicated by × on the curves in Fig. 2.
The pairing field is expressed in terms of the gap ∆0 of the
competing superfluid state of the same average chemical po-
tential µ+. The amplitude increases smoothly from zero at
yLO−N , where the profile is almost sinusoidal, to a critical
value slightly less than ∆0 at yLO−SF , where the profile as-
sumes a domain wall structure. The units of the densities
and periods are chosen by fixing the chemical potential differ-
ence µ− to facilitate comparison with trap experiments: In a
trap, µ− is globally fixed while the average chemical potential
µ+(r) = µ0 − V (r) varies with the trapping potential V (r).
The densities and length scales are normalized to the density
n0 and interparticle spacing l0 of a single species in the fully-
paired superfluid at yLO−SF . Thus, the changes in magnitude
demonstrate how the parameters decrease with y as one moves
towards the edge of the trap (see [13, 18] for details). Large
oscillations of the minority component break translation in-
variance, giving the lo state the crystalline properties of a
quantum solid. These induce large oscillation in the mean-
field potentials (not shown), and have a significant impact on
the normal correlation energy. For this reason, all the terms
in the energy density functional are critical for a proper de-
scription of the lo phase. The majority component exhibits
much smaller oscillations because the larger local kinetic en-
ergy density suppresses gradients. (Colour online.)

is most likely to occur. For y > 1, the picture is re-
versed with the species a ↔ b exchanged. Our aslda

parametrization does not admit any stable homogeneous
gapless superfluid (breached pair) states [10].

As shown in Fig. 2, we find competitive lo solutions
for a large range of the parameter y ∈ (yLO−N , yLO−SF )
with finite periods in the range LLO−N ≤ L ≤ LLO−SF .
At yLO−N , the transition appears to be second order, with
max{|∆(z)|} → 0 vanishing smoothly from the lo phase
to the normal phase, while at yLO−SF , the transition ap-
pears to be first order, with the order parameter abruptly
loosing its spatial oscillations at a finite period LLO−SF .
The remaining normal states between y0 < y < yLO−N

would be susceptible to the Kohn-Luttinger instability,
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M Experimental data from Shin et. al (2008)

Observations

RC e RC e

• Need detailed structure or novel signature
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Please Ben!mark 
Asymmetric Phases!
• Challenging for theory

• Need (unknown)  
structure for nodal structure

• A has sign problem

• Experiments?
• Need large physical region (flat traps!)
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Based on D.T. Son and M. Stephanov (2005)
P-wave states by A.Bulgac, M.M.Forbes, A.Schwenk  97 020402 (2006)

Ri! Phase Struure

0

0

1 ?1

2

Fully Polarized (One Species)
Fermi Gas

 

δµ
/∆

0

−1/(a 3
√

n0)
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Theory Wi- List
(From Program)

• Flat traps! (Slowly oscillating lattices?)
• Tune interactions to model neutron matter
(as ~ -7re, kFas ~ -10) 

• Tensor interactions, Gauge fields ()
• Tuneable masses
• Self bound (dilute) systems?
• Prepare novel states ( from 1?)
• Vortex pinning (neutron star glitches)
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Theory Questions
(From Program)

• How to translate from homogeneous systems to traps:
• When does  (Thomas Fermi) work?
• For what quantities?
• Other techniques?

• Where can perturbative treatments be used 
quantitatively? For what quantities? ( + Gorkov, 
Virial expansion etc.)
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