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Introduction

To excellent approximation, the strong interaction treats neutrons and protons on an equal footing. As a result we can regard neutrons and proton as different states of a single particle, the nucleon. This is similar to regarding spin up and spin down electrons as different states of a single particle, and is mathematically identical. 

If the charge-dependent part of the Hamiltonian can be described at tree level and contains no isotensor of rank greater than two, then one can show that the following equation results: 
Recently there has been increased interest in studying the IMME after Herfurth, et. al. discovered a possible breakdown in the IMME, though the discrepancy was later traced the use of a calibration point that was incorrectly established.

The 31P(p,) experiment
We would like to measure the excitation energy of the T=2 state in 32S to an accuracy of 0.1 keV. In order to accomplish this, among other things, we need to calibrate the detectors properly. There are two main options available to us: using a beam experiment with 27Al(p, )  or using a moderated neutron source to create gammas via 35Cl(n,The advantages of the beam experiment are that it is simple and any Doppler shifts are easy to correct for because the beam energy is known. However, the peaks are at an energy of 10 MeV instead of 8 MeV. It would be preferable to calibrate the detectors in the energy regime in which they will be used rather than relying on the linearity of the detector. Also, some of the peaks from the Al lines overlap, making them more difficult to fit.

An alternative is to use a gamma source based on neutron capture on 35Cl. We use a source of 10 MeV neutrons which is based on alpha-decay of Americium, which captures on Beryllium, which in turn emits neutrons with an energy of ~10 MeV. These neutrons must be moderated for two reasons: 1) the capture cross sections go as 1/v where v is the velocity of the neutrons, and 2) if the neutrons have too much energy, they will cause a large nuclear recoil and in turn a large Doppler shift.
We moderate the neutrons with ordinary water so that they lose energy before they capture on the chlorine. An important question to ask is whether the Doppler shifts are significant. I checked this in two ways: I wrote Monte Carlo simulations of the gamma ray source to try to identify how large we expect the Doppler shifts to be under various source configurations; also, I performed experiments with the source in two different configurations, one which maximizes the Doppler shift and one which minimizes it.

The Monte Carlo simulation

The Monte Carlo code, begins with the generation of a neutron moving in a random direction. This is done according to a distribution that is uniform on a sphere. Next the neutron propogates a distance given by an exponential distribution. If the probability of not interacting within a distance dx is given by dx/L, then one can show that the distance a neutron travels is given by 
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, where L is the mean free path of the neutron in the material, where L=1/n*s_tot.  According to the inverse transform method, one can generate this distribution by using 
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 where x is a random number on the interval from 0 to 1. 

At each interaction point the code decides whether the interaction was scattering or capture. If the interaction was a scatter, then the neutron is given a new direction according to the angular distribution of the cross-sections (actually, the calculation is done in the center of mass frame, in which the cross sections are uniform). 

If the interaction is a capture then the code computes the recoil of the nucleus and chooses a direction for the emission of a gamma ray. If the gamma ray hits one of the detectors then the information about the nuclear recoil and the angle the gamma makes with the detector is used to calculate the Doppler shift. 

The code also includes information about the detector resolution by adding a random point from a gaussian with a FWHM of 1.7sqrt(E/2MeV), the measured energy resolution of the detector. In the plot that follows, this effect is omitted for clarity, as the width due to the detector resolution is considerably larger than Doppler shift and so would obscure the effect.

I tested this effect by checking to make sure the Doppler shifts were as small as claimed and also by performing an experiment with the detectors in two different configurations, one which minimized the Doppler shift and one which maximized the Doppler shift. The configuration which maximizes the Doppler shift is the one where the detector is along a straight line that a neutron would follow if it went straight from the source to the salt (the 0 degree configuration) and the configuration which minimizes the Doppler shift is perpendicular to this. For each experiment I ran for approximately one hour and calibrated the detectors with 56Co and 60Co. 

I found that with the detectors in the 90 degree configuration, the data was consistent with no Doppler shift and in the 0 degree configuration the peak was Doppler shifted by about .8 keV. However, even though the effect was consistent, the effect for each peak was only about two sigma. This shows that we can most likely use the 35Cl data to complement the calibration using 27Al, though we will need to make a correction for Doppler shifts. However, the full analysis of the data has not at this point been completed and so it is unclear exactly how large the uncertainty due to the correction will be.

Conclusion

The 35Cl(n,calibration method is viable for calibrations. However, larger data sets are needed to pin down the sizes of the Doppler shifts.
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