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Quantum computing can be demonstrated by trapping ions and observing the changes in state
after undergoing linear transformations. These changes in state can be measured using an objective
microscope; ions in one state emit light while ions in another state are ”dark”. The purpose of this
REU project was to simulate and implement an objective microscope that will capture a clear image
of trapped ions. A clear image improves the accuracy of measuring the ion’s state, thus making
future quantum computing simulations faster and more precise.

I. INTRODUCTION

Classical computers have allowed us to perform large-
scale calculations and simulate increasingly complex sys-
tems over the past few decades. Despite the capabilities
of classical computers today, physical limitations keep
classical computers from solving more intricate problems
efficiently, such as how to model quantum systems - a
system of atoms and their interactions with the envi-
ronment for example - and how to factorize large prime
numbers. [1] The ability to perform the necessary calcu-
lations to solve those problems are of immense value to
scientific fields from condensed matter physics to spin-
tronics to data encryption. The potential for innovations
in those areas are among the primary motivations for the
development of a scalable quantum computer. [2]

Quantum computers exploit principles of quantum me-
chanics in processing information. This information is
stored in quantum bits, or qubits. Unlike classical bits,
which can only exist in a 0 or 1 state, qubits can exist in
a state of superposition, meaning that they can be in a
0, 1, or both states at the same time. Whereas classical
computers use a ”brute-force” method of iterating over
each data point in an entire set, a quantum computer
can perform calculations in parallel, effectively bypass-
ing steps that a classical computer requires. As a result,
quantum computers can perform calculations in seconds
that classical computers need years to perform. [1] [3]

One of the leading methods of physically realizing
quantum computers is trapped-ion quantum computing
(TIQC). In this method, the trapped ion simulates a
qubit, and is trapped inside a vacuum chamber. This
secure isolation is advantageous because it minimizes the
ions interaction with its environment, allowing precise
manipulation of its state and long coherence times. An-
other advantage is that the operation times performed
on these ions is in the order of microseconds, leading to
faster computation times. Lastly, the basic requirements
to model quantum computers have already been demon-
strated [4] and are already implemented in our labora-
tory. [5]

This paper explores some of the techniques involved in
simulating quantum computation through trapping ions.
The next section provides an overview of the ion-trapping

apparatus. Further improvements to the experimental
apparatus are later discussed, particularly in the objec-
tive microscope system used to capture images of the
trapped ions. These images indicate the measured state
of the ion after it has undergone quantum gate trans-
formations, which in our setup is done through lasers
shining on the ion to drive energy transitions. Ions emit-
ting light correspond to being in the 0 state, while ions
appearing dark in the image correspond to being in the
1 state. The images of the trapped ions produced by our
original setup were blurry, causing a source of ambiguity
in the measured states of the ions. Improvements of the
images can be measured qualitatively through compar-
ing image qualities and quantitatively by measuring the
images point-spread function and ensquared energy.

II. EXPERIMENTAL SETUP

A. Energy Transitions

One of the ions we trap is Ba+ 138. An advantage
to using Barium is that its energy transitions are in the
visible light spectra, therefore making manipulation of its
transitions easier. [4] [6] Barium starts off in the ground
state. A 791 nm laser is then shined on it, driving a
transition to the ion ground state. A 450 nm laser is also
shined, supplying enough energy that causes an electron
to fly off, transitioning it to the ion ground state. A 493
nm laser is then shined on the ion, transitioning it to the
6 S to the 6 P state in an effect called Doppler Cooling.
This phenomenon occurs when an atom absorbs a blue-
shifted photon and is subsequently slowed down. The
photon causes the atom to transition to an excited state.
The atom re-emits the photon and changes direction in
order to conserve momentum. [5]

One issue with Barium is that once its in the 6 P state,
it makes an unwanted transition to the 5 D 3/2 state at
a probability of one third. To work around this, we use a
technique called shelving; 650 nm and 614 nm lasers are
shined on the ions to pump it back to the 6 P state.



2

FIG. 1. The energy transitions of Ba+ 138 starting from its
neutral ground state. The atom is driven to the 6P state by
the 791 nm laser, then ionized by the 450 nm laser. A 493
nm laser drives the ion to the 6P state. The ion sometimes
transitions to the 5D states, so 614 nm and 650 nm are shined
to transition the ion back to the 6P state.

B. Ion Trapping

To visualize how ion-trapping works, imagine a ball
resting on a saddle. Eventually, the ball will roll down the
saddle and onto the ground. Then, imagine the saddles
orientation suddenly change, keeping the ball from rolling
to the ground; what was a valley before is now a hill.
Ion-trapping works under similar principles. Ions are
confined inside a vacuum chamber and are surrounded
by four poles which have potentials oscillating at radio
frequency, shown in Figure 2. A voltage is applied to
two poles diagonal to each other, while the other two are
grounded, forming a saddlepoint of potentials. The po-
tentials of these poles are quickly reversed, hence limiting
the ions range of movement, trapping it at that point in
space. [4] [6]

C. Objective Imaging System

Once trapped, the ion is imaged using our objective
microscope. The first stage begins with the trapped ion,
which in optical terms is referred to as our object in this
stage. Photons that are emitted from the ions energy
transitions propagate as light waves and first hit the vac-
uum viewport, where aberration occurs. The light rays
then exit to an air surface and hit the flat surface of the
aspherical lens. The aspherical lens collimates the light

FIG. 2. TOP: A schematic drawing of the Linear Paul RF
Trap. The cylinders are the rods where the potentials are
applied. BOTTOM: A visualization of how the oscillating
potentials trap the ion.

FIG. 3. The objective imaging system

rays and transmits them to a 50 cm focal length plano-
convex lens. An image is then formed roughly 48 cm
away from the flat surface of the plano-convex lens, act-
ing as the object for the secondary lens. Rays continue to
propagate and hit the secondary lens, a 2 cm focal length
plano-convex, then forms an image approximately 20 cm
away that is captured by a camera.
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FIG. 4. TOP: The PSF’s of each setup. BOTTOM: The EE of each setup. From left to right: The original setup with a
plano-convex lens as the objective lens, the asphere-plano-convex lens as the objective lens before optimizing the viewport-
objective distance, and the theoretical PSF of the setup with the asphere-plano-convex lens as the objective lens with the
optimal viewport-objective distance.

III. IMAGING SIMULATIONS

A. Point-Spread Function

The point-spread function (PSF) is a diffraction pat-
tern of light as well as a measure for measuring the reso-
lution performance of an imaging system. Light from the
object is collected by the objective, then the light waves
converge and interfere at the focal point, forming a pat-
tern of concentric rings. The amount of light captured
can be measured as an intensity distribution. The ideal
PSF would have one sharp central peak with significantly
smaller peaks surrounding it, indicating that the image
is focused at the center and not blurry [7].

Figure 4 shows the results of the PSF simulations. The
original setup performed poorly when simulated. The ob-
jective only captured 1.7% of the light and a central peak
was not even present. The switch to the aspherical setup
improved the amount of light captured to 6% and created
a more prominent central peak. By moving the objective
lens so that its distance to the ion is much closer to the
lens working distance, the point spread function can be
dramatically improved; the amount of light captured can
theoretically be very close to 100%.

B. Ensquared Energy

Using the point-spread function, the fraction of total
energy collected as a function of how big the central spot
is can be measured. This is called the ensquared energy.
Steep sloped ensquared energy graphs are desired as they
imply that most of the energy captured in a small area.
A high magnification image system is also desirable as
this would form an image with a large area, thus being
able to collect a larger fraction of the energy [8].

Figure 4 on the bottom shows the ensquared energies
of the different setups. The original setup had a higher
magnification and thus a larger area to capture energy.
Despite this, it was able to measure less than 20% of light.
The aspherical setup pre-optimization does not perform
much better on top of suffering from a smaller magnifica-
tion. At the optimal viewport-objective distance, about
95% of the light was captured. This comes with a smaller
first stage magnification at 5x compared to the previous
magnification of 6x, but still presents a significant up-
grade nonetheless.
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C. Experimental Error

The delicacy of the working distance of aspherical
lenses lends itself to large swings in error with small
changes in distances. As shown in figure 5, there is only a
1 mm range in viewport-objective lens distance in which
the PSF is at 90% or higher. Deviating further by an-
other 1 mm in either direction yields a PSF of less than
30%. The ensquared energy is more flexible, maintaining
90% at a 2 mm range, but falls off when the viewport-
objective distance deviates by more than 2 mm from the
optimal distance.

Another crucial source of error is the tilted angle of the
stages of the lens. The preceding simulations assumed
that our objective lens and ion are perfectly aligned along
the same axis, which is not the case. Even a slight mis-
alignment causes noticeable comatic aberration. Accord-
ing to Figure 6, in order to maintain a PSF of greater
than 90%, the angle of the secondary lens with respect
to the z-axis of the objective lens must not exceed .06
degrees. This corresponds to less than 0.1 mm devia-
tion between the centers of the objective lens and the
secondary lens. The ensquared energy on the other hand
does not display significant deviation as a function of field
angle.

FIG. 5. Top to bottom: The PSF and Ensquared Energy of
the aspherical objective lens setup as a function of the dis-
tance between the viewport and the flat surface of the objec-
tive lens

FIG. 6. Top to bottom: The PSF and Ensquared Energy of
the aspherical objective lens setup as a function of the field
angle

IV. RESULTS

Our initial attempts at imaging ions display mixed re-
sults as shown in Figure 7. Due to the delicate nature of
the setup, multiple iterations are needed in order to ad-
just the viewport-ion distance at its optimal distance and
capture the sharpest images. The top left is an image of
two ions where the objective lens is not at the optimal
distance. It is difficult to infer anything from that im-
age, even the number of ions trapped. The top right is an
image of two ions captured when the lens is not at the op-
timal alignment, but close to the optimal distance. The
bottom left is an image of a single ion captured at our
first attempt at adjusting to the optimal distance, but
without adjusting for comatic aberration. The bottom
right is an image of two ions at the optimal distance and
a partial adjustment for comatic aberration. The image
is significantly sharper than the other pictures, giving a
clearer readout of the ions state.
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FIG. 7. Top left: Objective lens at the wrong working dis-
tance Top right: Objective lens near the working distance,
before adjusting for comatic aberration Bottom left: 1st ad-
justment attempt at adjusting to working distance Bottom
right: Objective lens at the right working distance, partially
adjusting for comatic aberration

V. FUTURE WORK

As demonstrated by the captured images, further op-
timization can still be done to create sharper images.
Having sharper images should give more accurate read-
outs of the states of our ions. The inherently probabilistic
nature of quantum computing requires that simulations
be iterated numerous times, thus the readout of the ions
states must be as accurate as possible.
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