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New measurement of the proton capture rate on’Be and the S;,(0) factor
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The "Be(p, y)®B reaction plays a central role in the evaluation of solar neutrino fluxes. We report on a new
precision measurement of the cross section of this reaction, following our previous experiment with an im-
planted’Be target, a raster-scanned beam, and the elimination of backscattering losses. The new measurement
incorporates a higher activityBe target and a number of improvements in design and procedure. The cross
section at a selected energy,,,= 850 keV(where c.m. stands for center of mpsss measured several times
under varying experimental conditions, yielding a valusSpg{ E. ,,= 850 keV)=24.0 =0.5 eV b, to serve as
a benchmark. Measurements were carried out at lower energies as well. Due to the precise knowledge of the
implanted’Be density profile, it was possible to reconstitute both the off- and on-resonance parts of the cross
section and to obtain from the entire set of measurements an extrapolated v8€09t=21.2+0.7 eV b,
using the cluster model of Descouvemont and Baye.
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[. INTRODUCTION tion has also been carried out with the kinematically inversed
reaction *H("Be,y)®B [9], albeit with limited statistical ac-
The study of fusion reactions in the Sun, relevant to thecuracy. There are also on record various non direct measure-
observed solar neutrino shortfall, has been the subject of irfments of S;;, which can be categorized d8) Coulomb
tensive research, reviewed in Reff$,2]. Recently, this sub- breakup of®B in the time-dependent electromagnetic field of
ject has acquired additional significance with the new resulta highZ target[10—-12 and (b) peripheral reactions which
of the Super-Kamiokand¢3] and SNO[4] experiments, are amenable to the ANCasymptotic normalization coeffi-
demonstrating the existence of neutrino oscillations. Thesient treatment[13—16. These methods, as stated in the
"Be(p, y)®B reaction and the accurate determination of thepapers above and also in a recent paper of indirect methods
astrophysicaB,;(0) factor is of great importance to the solar [17], are still subject to uncertainties related to the model
neutrino issue and to other related astrophysical studiedependence of the extract&factor values.
[5-7] since B is the source of the high-energy neutrinos In previous paper§l8,19 we have demonstrated a new
from the Sun that are detected in the SNO, Kamiokande, anthethod for measuring the cross section of fige(p, y)éB
Homestakd 8] experiments. reaction by overcoming several of the recognized potential
The direct capture cross sections are measured at higdystematic errors in earlier measuremesée, e.g., Refl]).
energies compared to the solar enerd28 keV) and ex-  Our method involves a small diameter implantéBe target
trapolated to “zero” energy using an energy-dependent pafrom ISOLDE (CERN) and a raster-scanned beam over an
rametrization. The quantity used for the extrapolation is thearea larger than the target spot, avoiding the difficulties en-
astrophysicalS factor S(E) that varies slowly with energy countered with targets of nonuniform areal distribution. The
compared to the cross sectiofiE). S(E) is related too(E) implanted target also eliminates the backscattering loss of

by the relation 8B. Several experiment20—22 have recently been pub-
lished, quotingS;-(0) values of 3—10% accuracy, two of
S(E)=Eo(E)exd 27Z,Z,e%/hv], (1)  those[21,22 using methods similar to Ref19]. However,

there still exist large, up to 20%, discrepancies among ex-
whereZ,,Z, are the atomic numbers andthe relative ve- perimental results as well as the extrac&e(0) values of
locity. these measurements. The present work has been undertaken

The most widely used method of obtaining the cross secin order to address these discrepancies and to provide a new,

tion for the ‘Be(p, y)®B reaction is by direct measurement firm input for the determination of this cross section by ex-
of capture of protons on &Be target and the detection of the ploiting fully the advantages of the implanted target: full
B-delayeda particles from the decay B (see Ref[1]and  knowledge of the target composition and thBe profile,
references thereinA direct measurement of the cross sec-target robustness, and the ability to produce a secondary tar-

get of reduced activity to improve the conditions for the

calibration of the target. Another feature of the present work

*On leave from Horia Hulubei-National Institute for Physics and is a thina detector and relatively small solid angles, provid-

Nuclear Engineering, Bucharest-§larele, Romania. ing cleana spectra.
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A brief account of this work has been published elsewhere Detector close geometry Antiscattering shigld
[23]. Here we present the full details of the experiment and -~ )
analysis, and a comparison to other recent results. out

Detector far geometry - - -<
Il. EXPERIMENT AND PROCEDURE Coolingwater ~ In o]

. Scanner plates Stepping motor  — —
The general scheme of the experiment follows that of our b

| | Out o .

previous publicationd18,19. We repeat here for conve- .

nience some sections of R¢L9] with suitable changes and  Beap J— ................... —
additions. The main feature of this measurement is the use of —_— w T 7
a small size target, implanted into a I&&vmaterial and a u \
uniformly scanned particle beam larger than the target. In LN2 trap ) !
general, and as described in REf8], the reaction yield is Collimator ~ == = !
given by 7 L |

dne d Target Collimators Faraday cup

n, an
Y= Uf ds Eds, 2 FIG. 1. A schematic view of the experimental setup.

whereny, n, are the total numbers of beam and target par-25-um silicon surface barrier detector was used, which pro-

ticles, respectively, andn,/dS, dn,/dS are areal densities. vided a sufficiently thick depletion layer to stop thepar-
When the target is known to be uniform and the beam idicles from the reaction but minimized the interaction with

smaller than the target, E€R) can be simplified to the fa- rays from the ‘Be activity. The detector was mounted at

miliar relation distances of 7—10 mm from the target.
The time sequence of the entire cycle is 1.5 s beam on
Y:Uﬂ ﬂdszaﬂn target, 100 ms rotation, 1.5 s target in the counting position,
dsS) dSs ds - 100 ms rotation back to the beam position. The detection

efficiency[26] resulting from the known lifetime ofB and
In such a case, the evaluation of the cross section depeng§s cycle iS7cyce= 0.390+ 0.001. In the counting position a
only on the total beam flux. However, for targets of nonuni-signal from the motor control unit enables an ADC fer
form areal distribution, e.g., radiochemically preparée  counting and the gated scaler for Faraday-cup beam monitor-
targets[24], the full relation(2) has to be used in the evalu- ing. In the beam-on-target position, a second ADC is enabled
ation. The inherent uncertainties in the d|Str|bUt|(ﬂh’%/dS for background Counting_
and dn,/dS may lead to considerable uncertainties in the |n terms of the experimental parameters, the cross section
value of the integral and hence in the deduced cross sectiogf the reaction’Be(p, y)®B— 8Be — 2« can be written as
We have addressed this problem by reversing the arrange-
ment: we use a homogeneous beam—produced by raster N,[ A
scanning—impinging on a target smaller than the beam. Re- o(Ecm)= n_(N_
lation (2) then reduces to P

1

7Becycle

4

whereN,, is the number of measured particles,N,/A is
(3) the integrated current density through a collimator hole of
areaA, and 7g, is the geometrical detection efficiency of the
reaction product¢see Sec. Il |; which is twice the detection
efficiency ofa’s.

dnb

Y= UE N,
requiring only a determination of the total number of target
nuclei and of the areal density of the beam.

The general scheme of the experiment is shown in Fig. 1.
A proton beam from the Weizmann Institute 3-MV Van de
Graaff accelerator is raster scanned over a rectangle of 4.5 The "Be target was prepared at the ISOLDEERN) in a
% 3.5 mnf. The purpose of the scan is to obtain a beam ofmanner similar to that described in R¢L9] by direct im-
uniform areal density, as demonstrated in detail in Refsplantation of ‘Be at 60 keV in a copper disk of 12 mm
[18,25. The scanned proton beam is collimated by a 3-mm-diameter and 1.5 mm thickness. The main novel feature was
diameter hole and impinges on tH8e target of 2 mm di- the primary source of Be for ISOLDE: a graphite target
ameter. A liquid nitrogen cooled cryofinger is placed close tofrom the Paul Scherrer Institut®S)) [27], used routinely at
the target area to protect the target surface from contamindSlI for the production ofr mesons. A large number of spal-
tion. A vacuum of~6x 10"’ mbar was maintained in the lation products is accumulated in the target, includig. A
chamber. The target spot is aligned with a set of interchange¥action of this graphite target was placed inside an ISOLDE
able collimators downstream from the target. The target igarget container and brought to ISOLDE for an off-beam
mounted on an arm that is periodically rotated by a mi-implantation using a resonance ionization laser ion source.
crostepping motor out of the beam and in front of a siliconThe laser ionizegBe selectively, but'Li (present copiously
surface barrier detector, registering the delag&dfollowing in the target is also selected as a part of the mass selected
the B8 decay of ®B. In the present experiment a 150-im (A=7) beam;’Li is surface ionized in the hot tungsten cav-

A. The implanted target
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ity due to its low ionization potential. The ratio éBe to ’Li @) Insulating ring
can be measured by switching off the laser, leaving only the i
"Li ions. The initial ’Li current was quite higftof the order Faraday cup

of 100—200 nA but after heating the source for a few hours,
the “Li current dropped considerably and an almost pure
beam of ‘Be (40-90 nA was obtained. The average

’Li/ "Be ratio during implantation was-0.08. Subsequent,  cuy stopper
more precise measurements of thki content yielded a
value of 0.11 for this ratio at=0, the end of implantation

on 6 December, 2001. = Beam

The implantation was carried out in a way that provided
full control of the numbers of implante@Be and’Li as we
all a determination of the areal density of the implanted ions.

The total number of implanted ions was determined by re-

cording the integrated charge of beam on target, and the ratio
7Li/"Be was determined by repeated measurements of th&ollimator
ion current with the laser “on” and “off.” 0 A

Credible current measurements depend on Faraday cups Iris
or other means of secondary-electron suppression, all requir-
ing several centimeters of space between the defining colli- (b) so———7F—F—F—F—F——F———F——7—
mator and the target. The postulated sharp and accurate defi- : PSPPI
nition of the target spot dictates, on the other hand, close 200 Red |
proximity of the defining collimator to the target. This prob- i ’ o 1IN
lem was solved in an implantation chamber shown schemati- 0. F a LD
cally in Fig. 2a). The chamber contains two equipotential -- Fitcurve
regions: region 1, the first along the beam, has an iris dia-
phragm with an opening radius of 0.9-6.0 mm and at-
tached to it a Faraday cup. Region 2 contains the target but-
ton: a copper disk 12 mm in diameter and 1.5 mm thick,
pressed against a thin steel plate with a 2-mm-diameter hole - R N
in the center, the defining collimator. This assembly is in turn ool Lo Lo L L L

. .. . . . 0 1 2 3 4 5 6 7
pressed against the frame of the iris diaphragm with an in- Radius of iris opening (mm)
tervening thin insulating ring.

Secondary electrons from the ions hitting the iris at open- FIG. 2. (a) A schematic view of the implantation chamber. Note
ing r, nj(r), are collected in the Faraday cup at the samehe collimator of 2 mm diameter in the beam path that defines the
potential, and such ions are therefore recorded faithfullydimensions of the’Be spot.(b) The measured beam profiles as
Secondary electrons from thg(r) ions hitting the target function of the iris opening.
assembly are also collected in region 1, and they enhance the
current readings from region 2 and diminish by the same (1) (1+a)n(l) ny(2)
amount the current readings from region 1. If we denote - I () - (1+ a)ny(>) - ny ’

[i(r) andl(r) as the integrated currents from the two re-
gions, anda as the secondary emission coefficient, we haveR was measured to e=0.63+0.1; (b) during the implan-
tation the sum of;(r) andl(r) was measured with a large

It =-— 14

il
N/
| 4

1,(r), 1,(r) (arb. units)

-10 \ -

Li(r)=ni(r)—any(r),  1(r)=(1+a)n(r), opening and integrated, yielding the number @e ions
collected in a disk of 1 mm radius at the end of implantation
(t=0):
Li(r) +1(r)=ni(r) +n(r)=ns, 1
nt(l)znTxL)=(1.18to.12)><1016.
()

n; being the total number of ions in the beam. Figutb)2

shows the measurdg(r) andl(r). The dashed lines are fits The precise determination of the number @e using y
to the points with functiond (r)=1,()[1—exp(-r%¥a®],  counting (see Sec. Il D yielded the value (1.1680.008)
andl;(r)=n;—1(r), with n;=7.5 anda®=1.3 mnf. The X 10 for this quantity.

areal density of the¢Be beam,p(r), andipso factoof the The implanted’Be target has a number of important ad-
target can be computed a$r)=p(0)exp(r?a?), which is  vantages:
shown in Fig. 3(bottom). (1) The implantation profile is known from simulation and

The recording of implanted ions is carried out in two from a direct secondary ion mass spectrometry measurement
steps: (a) from the profile measurement one gets for for °Be implanted in Cy19]. Figure 3(top) shows the den-
=1 mm, sity distribution of 60 keV ’Be’s implanted in copper. One
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@ o6 - FIG. 4. Energy calibration of the Van de Graaff accelerator. The
o L circles represent the calibration points and the asterisks represent
= o.al the energies at whicfBe(p, y)®B measurements were carried out.
@ The constant (6.790.02)x 10° G*/MeV used to scale the y axis is
i obtained from the fit as described in the téSec. Il B).
02
| the y activity of the sample to be below a limit much smaller
‘ ‘ ‘ ‘ ‘ ‘ than the actual activity of our target. With the implantation
% 0.5 ] 1 15 2 technique it was possible to produce for the purpose of cali-
Radial depth (mm) bration a secondary target about 300 times weaker than the
primary target, identical to it in all other aspedts. Sec.

FIG. 3. Top: The simulated depth distribution of 60-kéBe in
copper. Bottom: The areal density distribution’&e beam used for
implantation at the ISOLDE; this is also tH®e density distribu-
tion in the target. The vertical line indicates the edge of the im
planted target(see Sec. Il A for details.

D).

Based on the geometrical parameters of the tdigigt 3
_(bottom)] one can estimate the sensitivity of the cross section
measurements to beam inhomogeneity. Assuming a target

. . . 2752 . . . _r2in2
distributione™"72" and a beam distributioa™" /", one can

parameter of this simulation—the depth of the centroid of th ompéte (tzf;et r"’t‘E‘XR c|>f thebttrl_Je gros_tsh ?ﬁction as dcompfultzed
distribution—has now also been confirmed in the presen rASmForqéxamo Ieev://i?hgszol ;'r?]i? \;v:] dbzigrg(c:)ieuritg toq.
measurementsee Sec. Il K The knowledge of the compo- a 'ood a rgxir’nationx :'1+(0 06b?) THis - slgies a
sition and the’Be density profile is important for evaluating g PP R ) ' P

. , rather low sensitivity to beam inhomogeneity. In an extreme
the backscattering loss 8'’s from the target. We computed case ofb?=a?=1.3 mn?, one getsXg=1.05. One can also

8 .
the "B backscattering loss to be 0.2%, small enough 10 b&ye|| account in this way for the seemingly low reduction in

ignored. The areal distribution ofBe in the target is also the value oiN,,/CI when the beam scan is switched ¢Fig.
known [Fig. 3 (bottom)]. “

(2) The elemental composition of the target is known pre-
cisely; the target consists of ClBe, and’Li. We had im- B. Proton energy calibration
mediately after implantationt&0) 1.17<10'® 'Be atoms

and 165 7Lj atoms in a cylindrical volume of copper, 2 mm The proton energy of the Van de Graaff accelerator was

calibrated with the?’Al( p, v)?%Si resonances at energies of

in diameter and 2500 A deep, containing a total of 6.7 -
Lo . : 991.2, 773.7, 632.6, and 504.9 keV. The calibration curve for
6 m m 1 L L
x 10°° Cu atoms. The majority of théLi atoms during the the accelerator is shown in Fig. 4. The constaﬁh”VEp

time of the experiment werg-decay daughters ofBe, and = (6.79+0.02)< 1(P G2/MeV, whereB is the field of the

they have the same density profile. nalyzing magnet, is seen to be in excellent agreement with

) . . a
the(%)BLhZ;?jrgfit st;%)éjsrzr\:]\;emhezvestd;ﬁgt iﬁvlﬂznéitz?;t?&t%” the measured points and has been used to establish inter-
mediate points ofg,, as well as lower values, down to

throughout the duration of the experimeisee Sec. Il K — . . _
with the exception of singular event—*“the thermal episode” Eiap=430 keV and one higher point &,,=1244 keV.
to be described later.

(4) The target is calibrated fofBe content by monitoring
the y rays following the’Be — ’Li 3 decay. They measure- The scanned beam densitin,/dS, typically of about
ments carried out in standard counting arrangements requi®3—-0.5uA/mm? was measured by integrating the beam in

C. Beam uniformity
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an electron suppressed Faraday cup after passing through a ss \ \ T \ T \
2-mm-diameter aperture. The current was digitized and re- E E

corded in a gated scaler. Beam integration with and without E E E i
suppression yielded results similar to within a fraction of E B

a
o

1%. The beam uniformity was checked as in Ré#], by
measuring thea yield N, from the “Li(d,p)8Li reaction
versus integrated curref€l) for three downstream collima-
tors with nominal diameters 2, 1.5, and 1 mm. Figure 5
shows the measured(,/CI1)A. The constancy of this quan-
tity for the different collimators attests the constancy of the I 1
average number of beam particl@euteron in the circular E

area of the bearfsee also Sec. II)FTo obtain the optimum
scan voltage, ther yield from the “Li(d,p)8Li reaction at ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
Eq=770 keV was measured as a function of scan voltage ° ' scanvoltage vy F 400
[Fig. 5(top)]. This procedure was repeated at a lower energy
(470 keV) also to obtain the corresponding scan voltage. A
correction was applied to the measured beam density for the
finite distance between the target and the beam collimator
and the diverging beam from the scanner plates. The beam
collimator was positioned 10 mm behind the target and the Z

scanning plates to target distance was 140 cm, yielding ai 0 T B

N_/CI (arb. units)

a
g
\
e
\

200

195 — —

correction factor of 1.014. = T I i

g 1851 I 1 —

(@) L 4

D. Target calibration < 1sol- B

The "Be content was determined as in REE9] by a = | 1

measurement of thes activity of the target using known 175 -

values of the branching ratio of theBe 8 decay to the first r 1

excited state of' Li and the ‘Be half-life. They activity of ot
the “Be target was too intense to be assayed in a standard Collimator area (mm-)

y-calibration setup due to the problems associated with large

dead times in they counting. As stated above, a weak target FIG. 5. Top: « yield from the ‘Li(d,p)®Li reaction atEy

was prepared foy calibration. An accurate measurement of =770 keV, normalized to the integrated beam current as a function
the relative intensities of théLi 478-keV v transition for the of the scan voltage. The scan voltage used in the experiment, scaled
two targets was carried out at the low backgrogncbunting to the corresponding beam energy, is indicated by the marker. Bot-
laboratory of NRC-Soreq by placing both at the same disfom: « yield from the "Li( d, p)8Li reaction for various collimators
tance from a Ge counter, yielding a ratio of 31:7@8. This normalized to the integrated beam current and multiplied by the
ratio was remeasured several times with consistent resultdrea of the collimator.

The absolute intensity of the weak target was measured at the . ) o

NRC-Soreq laboratory and also at the Texas A&M Univer-target this can be accomplished by characterizing the target
sity. Both measurements followed calibration procedures indensity distributiorp(x) by moments

volving up to 13 high-precision standard sources of 10 radio-
nuclides. The Texas A&M measurement also incorporated a M= J“‘ (x)dx=n
precise®Co sourcg0.1% error on its absolute activitand 0 P v
Monte Carlo calculations which agreed to within 0.2% with

Xo

all measured data from 50 to 1500 keV for interpolating 1 (= _
between measuremerj38]. The two measurements yield a Mi=r-| Xp(x)dx=x,
"Be content for the weak target of (2.660.018)x 102 and %o

(2.650+=0.018)x 10%, respectively. The number dBe nu- —. _
clei in the target after implantation£0) was determined to Wherex is the centroid and
ben,=(1.168+ 0.008)x 10'. In this evaluation, the branch- _
ing ratio for y emission in the decay ofBe was taken to be Mzzi (x—?)zp(x)dx.
(10.52+0.06)% [29] and the half-life was taken as 53.29 N Jxq
+0.07 days[30]. The error on the branching ratio contrib- .
utes the major fraction of the error on the total number ofThe proton energy is related to the depth by
'Be nuclei.
E= EO_ KX,

E. Cross section measurement with a thin target

A ! wherex=dE/dx, which is assumed to be constant for a thin
of finite width

target.
For a target of finite width, one has to account for the fact The cross sectiowr close to some poink* can be ex-
that the beam energy is spread over a finite range. For a thipanded in a power series,
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TABLE I. The correction term to the cross section due to the It is apparent that practically for all our measurements,

second moment of the distributios. is defined in Eq(6); Phase 1 o)= o-(E) is an adequate approximation. Only for the low-
and phase 2 refer to the periods before and after the thermal ep, st energyE, =302 keV, and the broadenad, following
c.m. 1

sode. the thermal episode is there a smidl}, correction.
& We now examine the resonance B&t,, =633 keV. We
write the resonance equation in terms of the peak cross sec-
Bom (eV) (dBgy/dx) (eVIA)  Phase 1 Phase 2 tion o, and the widthl’, in the form
1078 9.6 -12x10° -1.1x10* )
850 10.9 —-2.3x107° -2.1x10°* o(E)= Tmax
415 15.7 —4.4x10°° —4.0x10* 4E?”
356 16.0 +2.2x10°% +2.0x10°3 I+ 5=
302 17.0 +7.1x10°* +6.4x10°3
taking the zero of the energy scale at the peak of the reso-
nance,
o[E(X)]=o[E(x*)]-[E(X) —E(X*)]xo'[E(x*)] ) AE?
1 *\12,.2 " * O-H(E):Fz Fz -1 O-(E)’
+5[E0—E(x) PrPo [E(X")], e L
4 4
whereo' (E)=do/dE and¢”=d?o/dE?. The energy aver- " has a sharp minimum at the maximum of the cross sec-
aged cross sectiofv) is given by tion atE=0 and we get from Eq5),
” * ’ * r 4K2
(oyni= | o(X)p(x)dx=o[E(X*)]n;— ko' [E(X*)] (0) max= Tmax 1—?M2 . (7)
X0
= 1, ForM,=2.8x10° A2, k=12.3 eV/A, andl' =34 keV, one
X Lo[x—x*]p(x)dx+§/<2cr [E(x*)] obtains

2
% | e Poroax. 7 M,=0.15. ®)
X0

From Egs.(7) and(8), one can deriver;,,, of the resonance

If x*=x andE= E(;), the second term vanishes and from the measuredo)
max-

1x%0"(E) F. The solid angle

— 1
(0)=0(E) 1+§ o(E) Mz ® The solid angle subtended by the detector at tBe tar-

get was determined, as in Rdfl8], with the aid of the
_ ’Li(d,p)8Li reaction on the’Li accumulated in the im-
According to Eq.(1), planted target. The measurements were carried out in two
steps.
(1) With a deuteron beam d&,,,=770 keV, the ratio of

1
o(E)=S(E)ze Fe'E; : :
E ’ a counts to the integrated curremt (/Cl)\ was determined

<0')=0'(E){ 1+%

X

in the same geometrical conditions as in tHge(p,y)®B
whereEg=(2me?Z,Z,/#c)?/2. TakingS(E) to be constant measurementgeometryN).
for small energy intervals, (2) The detector was moved to a large distance from the
target, h (geometryF), and a collimator of radius was
Es Eg placed in front of it. The ratioR=(N,/Cl)y/(N,/CIl)g
=—7=\/=*8y =Q(N)/Q(F) was measured. Witlhh=95.7-0.1 mm and
- E r=4.99+0.02 mm, the solid angl€)(F) was found to be
— \2 (8.520+0.02)x 10" 2 sr, and from the measured rafivthe
A i lid angleQ
—| M, (cE{1+ ¢}. (6)  solid angleQ)(N) was evaluated.
dx These steps were carried out for each individual determi-
nation of the solid angle in close proximity in tinfieot more
For the simulated distribution of Fig. 3,=1220 A and than 16 h between “near” and “far” measurementand
M,=2.8x10° A2, The correction term is given in Table |  with no proton bombardment in between. These conditions
for the relevant proton energies. In the “thermal episode”were taken as an extra precaution even though we have de-
(see Sec. II)] M, was increased by a factor of 9. The ap- termined experimentally the overall target stability, for both
propriate values ofb are also given in Table . ’Be and’Li (see Sec. Il K
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As the a’s are emitted in pairs witlp(al)+p(a2)=0, 100
the efficiency for detecting 4Be o decay is twice the de-
tection efficiency ofa’s, which is given by

— o Spectrum u
50

20, . I
7Be™ Ar . ( )

|
2000 4000 6000
T I T T I T T I T
u

The “near geometry” measurements were carried out at @
four different target-detector distances of 7—10 mm. The de- 510
tection efficiencies corresponding to the four geometries 8 i
[numbered1)—(4), respectively used in the present experi- L T T
ment  were 7pe(1)=0.1783, 7p(2)=0.2879, 7p¢(3) % 2000 4000 6000
=0.2324, andpg(4)=0.1752. L L A

To account for dead time, alt counts were referred to - Background (with beam, blank target)
counts from a precision pulser. The system was checked by  1gl- _
countingy rays from a standard source at a standard distance
with a secondary source at varying distances. In general, L
dead times were negligible for th&Be(p,y)®B measure- 05 A
ments, whereas 1-3 % dead times were observed for most of E (keV)
the Li(d,p)8Li measurements. The highest dead times, up a
to 7%, were encountered in some of the near-geometry FIG. 6. Top: Ana spectrum obtained ,,,— 991 keV in the

7 8
LI_E_ﬂ’p) Li measurttements. t | dt %eometry (1). This spectrum was collected over a time of
€ near-geometry measurements were aiso used 10 €X-yq po s, Middle: A background spectrum collected without

amine the overall consistency of the measurements. EVer@(eam and the target in front of the detector for a time~@3 h.

Q(N) measurement consisted of five to seven individuakpe noise cutoff is aE,,~525 keV. Bottom: Background spectrum
high statistics measurements. These measurements indicatgfiected for a time of~5 h with the 'Be target replaced by a
a fluctuation of* 0.8%. Occasionally, larger deviations up copper blank.

to 2% were observed. These were all correlated with indica-

tions of detuning of the beam optical system and with angpectrum. These measurements were analyzed in detail and

abrupt change in the beam rati®,=beam current yseq as templates for the low count measurements.

(scan off/scan on) from a normal 5 to about 2. The value of  The general background was measured off beam, with the

R,=5 is valid for both proton and deuteron beams, indicat+arget in position in front of the detector. Typical spectra are

ing that the size of the beam spot is similgy, was checked  shown in Fig. 6. Above the pileup wall there is a roughly

routinely to monitor the beam Stab|l|ty A common error of even distribution of counts, except for the high_energy end

*+0.8%, obtained from the standard deviation of the set O(Nhere the density is appreciab]y h|gher The counts above

(N,/Cl)y and (N, /Cl)¢ of the "Li(d,p)°Li measurements,  the pileup wall are probably due t's from (n,a) reactions

was applied to all individual measurements. in the detector or its close surroundings, andvtcadioactiv-

ity in the same region. The excess of counts at the high-

energy end of the spectrum is a saturation effect dugdof

sufficiently high energy to traverse the detector. The indi-
There are four potential sources of background: detectovidual rates of the general background in the “region of in-

noise, pileup noise from théBe— ’Li* y rays impinging on  terest” range from 0.4 to 0:60.06/h.

the detector, general backgroufmb beam, no targgtand The reaction chamber was constructed with tight antiscat-

multiply scattered protons. In our previous experimgi]  tering shields around the beam and around the target-detector

the detector was found to heat up in the presence of thassembly in the counting position. To get a measure of the

target, leading to an increased noise level. In the presersicattered protons reaching the detector, we performed a num-

experiment the detector was water cooled, and the noise levekr of background measurements in which the pileup noise

was low and independent of the beam power input. Thevas absent or reduced

pileup noise is a prominent feature in the spectra, appearing (1) An in-beam measurement in the beam-on-target phase.

as an almost vertical wall at the low-energy end. It is maddn this case one expects an enhanced multiple scattering be-

up of high order coincidence events of very low energycause the detector lacks the important shield provided by the

pulses, generated by electrons that are created by the intensetended target arm.

v radiation from the’Be target. The position of the end point  (2) An in-beam measurement with a reversed target.

of the noise wall is very sensitive to therate on the detec- (3) An in-beam measurement with a blank target.

tor, and one observes a substantial retraction of the wall with In the third case the pileup noise is absent. In the first and

time following the natural decay of the target, and with asecond cases it is reduced becausejthate at the detector

reduced solid angle. The high statistics measurem@igs  is reduced due to the larger target-detector distance and the

6) exhibit good separation between the pileup wall anddthe absorption in the copper.

I

Background (without beam, with target) \l/

! ! !

G. Background
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i — a Spectrum ('Be(p.y)’B)
+ — Fit line (100-280)

In all these measurements the background level was found
to be fully consistent with the off-beam level. Furthermore,
the multiple-scattering events are expected to appear at the 20
low end of the spectrum and to exhibit a sharp increase with
decreasing energy. No such feature was obse(i#agl 6).
The small peak at the low-energy end of the bottom panel of -
Fig. 6 is the tail end of the electronic noise. We therefore

| L.

conclude that in our “region of interest” there are no 2

multiple-scattering events. § i “ —— a Spectrum - n,(2) (Lidp)’Li) at 398 ke |
6oLl | — Fitline (90-280) _
H. Analysis of the spectra | ‘ Iw ]
Figure 6 shows a high statisties spectrum at the geom- 40+ | 1 } L —
etry (1) together with a background spectrum. Above the - ‘ ' | R
marker “u” the number of counts in both spectra is nearly o | W | M‘ -
the same: 22 and 17, respectively. The difference is negli- AW }‘4 v?"‘\,\“',l,w,ﬁw,“ g
gible compared to the total of10*. The markeru was o= ‘ At

therefore adopted as the upper limit of the region of interest. 0 200 Channélog 600

A similar procedure was adopted for the spectra correspond-

ing to geometrieg1)—(4). At the lower end of the spectrum £ 7. Top: Thea spectrum obtained from théBe(p, y)°B

the dominant concern is the pileup wall. In a number Ofreaction at 991 keV beam energy. The line is a Gaussian fit to the
spectra the wall intercepts th#Be « spectrum at a fairly spectrum between the arrows marketi”“and “i.” Bottom:

high-energy, and it is necessary to have a reliable extensiogpectrum obtained from théLi(d,p)8Li reaction for a deuteron

of the @ spectrum “into the wall.” For a very thin target and energy of 398 keV. The Gaussian fit to the spectrum in the region
a small detector solid angle this is a straightforward tasketween the arrows is shown by the line. In both spectra the ex-
because the shape of the spectrum is knowrf{31]. Our tended low energy part of the fitted line agrees well with the low-
target, however, has a finite thickness causing some energyergy tail of then spectrum. The top panel spectrum was collected
loss of thea’s, and the solid angle in some of the measure-in the geometry(1), and the bottom one in geomet(g).

ments is quite large so that the energy loss varies appreciably

as a function of thex emission angle. For the evaluation of and near normalized spectra for geometrfl). The Gauss-
this region of the spectrum, we have adopted a procedur@n fits are essentially identical. The correction to
similar to the one described in RgR6]. The spectrum in  78e(N)/ 7g(F) due to tail correction can in this case be
Fig. 7 (top) reaches down to almodi,=0 at the lowest derived quite accurately, and is found to be (085)%. At
energy, and we take this spectrum and some other high qual-

ity spectra, rather than the “pure” spectrum of RE31], as 2000
models for the entire set of measurements. A Gaussian with 1500 B
an area equal to the integrated spectrum provides an excel- L1
lent fit to the data from channel 280 down to the low end of 1000
the spectrum. The same is true for other high quality spectra,

e.g., as in Fig. 7bottom), «’s from ’Li(d,p)8Li at a near 500
geometry for a deuteron energy of 398 keV where the 0
are located closer to the surface due to the lower deuteron
momentum. We conclude that if a markeis set at an en- £ L
ergy higher than the pileup wall, a Gaussian fit to the region % 1000 [~
between markerb andi will provide an adequate extension O

to lower « energies.

The procedure for any givefiB spectrum is to sum the 0
counts between the andu markers as presented in Fig. 6.
The excess ofr counts below thé marker is then derived L
from a Gaussian fit to the regionb*-i” (see Fig. J. The 100
robustness of this procedure was verified with the aid of
some high qualitya spectra. The spectrum in the middle
panel of Fig. 8, for example, was treated in this manner with 0 ' . '

b at various positions beyond the low-energy minimum, 0 200 ch 400 600
L e 27 annels
yielding N, values that are well within the statistical errors.
The “tail corrections” for the ®B « spectra range from FIG. 8. Top: Thea spectrum from theLi( d,p)®Li reaction for
(0.4+0.2)% to (1.6:0.6)%. the near geometrgl) and the corresponding far geometry scaled to

For the 8Li « spectra, only the correction to the ratio coincide at the peak. Middle and bottom: The individuaspectra

N,(neap/N (far) is of significance. Figure 8 shows the far and the respective Gaussian fits in the region between the markers.

— — a Spectrum - ng (1) ]
—— o Spectrum - Far b,

1500 B t —— o Spectrum - ng (1) |

Fit line (70-260) i

t —— o Spectrum - Far —
—— Fitline (70-260) 1
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2000 i i 15 : ‘
1500 j — a Spectrum - ng (2) ® Phasel
1000 a Spectrum - (Far) L 2 mg % |
500
0 1+ _
" 1500 — —_ a_S;_)ectrum - Nge(2)
E L —— Fitline (70-260) =
= 1000 — = o 4
S - o]
O
500 [—
0 05— . —
150 t t —— o Spectrum - Far — %
B —— Fitline (70-260) B | - . |
100 |~ —| % 3 i
50| ] i $
B | . %OO ¢ | r'S | | | |
0
0 200 400 600 550 600 £ G?I(()eV) 700 750 800
Channels em.

FIG. 10. Measurements around the 633 keV resonance in phase

FIG. 9. Top: Thea spectrum from the'Li(d,p)8Li reaction at
1 and phase 2.

near geometry(2) and the corresponding far geometry scaled to

coincide at the peak. Middle and bottom: The individuaspectra

and the respective Gaussian fits in the region between the markeiigg the event it was found that theBe content of the target
was reduced by a factor of 0.94®.003, the’Li content by

the other extreme, for the closest geoméRy the Gaussian 0.86, and the second moment of tfiBe distribution was

fits to the near and far spectra are differéfig. 9) and the increased by a factor of 9. There was also an additional de-
tail correction to thepg(N)/ 7g4(F) ratio is evaluated in this  posit of carbon of~3000 A. These matters are discussed in
case as (2.£0.8)%. The fitted line has nonzero intercepts indetail below. The accuracy and reliability of the data were
some cases, indicating that there is a small fraction ofthe  not affected by this, although the quality of the spectra at the
stopped in the target. For tH8 measurements the error in low-energy end was impaired by the extra carbon deposit.
the tail correction is always small compared to the statistical The fact that after such extreme heating the target was at

error. For the®Li measurements they constitute the dominantall usable bears impressive evidence to the stability of the
uncertainty. implanted target in both théBe and ’Li components. The

temperature of the target was measured under conditions of
I The 633-keV M1 resonance normal usage and it was establishe_d that the target was never
) hotter than 110°C. Of the 90°C increase over room tem-
Measurements of the resonance were carried out repeaﬁerature, roughly half is due to the stepping motor to which

edly to establish and monitor the centroi¥{) and the the target is thermally connected, and the other half is due to
width (M,) of the ‘Be depth distribution. The earliest of the proton beam.

these measurements are shown in Fig. 10. The centroid shift
of 15 keV confirms the centroid depth of the simulated dis-

tribution at 1215 A. The value af},,, can be inferred from o
the measured cross sectionat the peak and the vallv, of Absolute y calibration measurements of the weéBe
2.8x 10° A according to Eqs(7), (8) yielding the value of ~target have been carried out a number of tinfielg. 11).

ol »=1340:100 nb. In a more elaborate evaluation pre- '€y clearly point to a consEaﬁBe inventory. There were a
sented later in Sec. Il K, the parameters of the resonancaUMber of “strong” to “weak” comparisons, as well as regu-
were determined aso',,=1250+ 100 nb and I'=35 lar y monitoring measurements over an extended period
+3 keV. (also shown in Fig. 11 It is apparent thfit the strong targ_et
also suffered no loss ofBe (other than in the thermal epi-
sodg. The most likely cause ofBe loss is sputtering in-
duced by the proton beam. The total proton charge into the
At 350 h into the experiment, théBe target underwent a target during the entire period of the measurement was about
“thermal episode.” A short experiment concerning the crossl C, and we can therefore infer that the proton-induced sput-
section of the reactioiBe(*He,2x)2p was carried out with  tering under the condition of our experiment is less than 1%
our “Be target at the Van de Graaff LaboratdB2]. In this  per Coulomb. The'Li content can be inferred at the instance
experiment the target was not cooled sufficiently andHe  of every solid angle measurement from the valuégfCl,
beam energy was dissipated by radiation. We estimate thalhie known solid angle and the known cross section. Figure
the target reached a temperature of at least 400 °C. Followt2 shows the measured numbers of Li atoms fitted to a

K. The target history

J. The thermal episode
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FIG. 13. The energy shift of the centroid of the 633-keV reso-

FIG. 11. Top: The’Be target content, determined by measuring nai
the activity in a Ge detector, as a function of the accumulate
charge on target and corrected for the decay’Bé. The open
circles are scaled by a factor of 0.9(see text Bottom: The num-

ber of "Be atoms corrected for decay in the weak target as function ) S
of time. the centroid of the’Be distribution. Three measurements

were carried out over a sufficient range to provide informa-
curve,n,; + ngo(1—29T12), wheren,; andng, are the num-  tion also on the shape of the resonance. Fi.gure 13 presents
ber of Li and Be atoms at the time of the target preparationthe shift of the resonance centrouj as a function of time. Both
The good fit attests the stability of tHdi content. the gradual shift and the large increase at the time of the
Measurements in the resonance region were carried otifermal episodeat least most of )tare attributed to the
routinely. Most were limited to the immediate neighborhoodcarbon buildup. The three full resonance curve measure-
of the peak and were carried out with the aim of monitoringMents are shown in Fig. 10. The first two are seen to be

nce due to carbon buildup on the target, as a function of the
O|ntegrated charge. The marker indicates the “thermal episdskes
the texi.

consistent. A fit to a pure resonance, modified by a target
with the profile of Fig. 3 withM ,=2.6x 10° A? is shown in

* Expected No. of 'Li atoms. the upper panel of Fig. 17. The resonance parameters ex-
1.4x10"° - ® No.of 'Li (Phase 1) . tracted from this fit areo},,=1250+ 100 nb, oa(total)
A No.of ' Li (Phase 2/0.864) =1560+120 nb, andI'=35+3 keV. Previously quoted
0 L ¢ No.of 'Li(Phase2) , values areo,,,=1180=120 nb andl'=37=5 keV [26].
5 The third resonance curve in Fig. 10, taken after the thermal
3; episode, is clearly lower and broader. In this césg was
g - o taken as a fit parameter and was found to Nd¢=2.34
z . s X 10° A2,
7.0x10° - B * *
o ghe ll. THE "Be(P,y)®B MEASUREMENTS
i i The cross section is evaluated from E4). Cross section
measurements were carried out at the energieEof,
- 1 =1078, 856, 415, 356, and 302 k&Where c.m. is the cen-
ter of masg and also around the 633-keV resonance. One of
00 the major objectives of this work was to carry out a measure-
0 500 Tirlr?go(h) 1500 2000 ment at one proton energy as accurately as possible. This is

important in order to serve as an accurate comparison be-

FIG. 12. The inventory of Li atoms in the target. The number tWeen variougfuture) measurements. Such an experimental
of 7Li atoms was measured by th&Li(d,p)SLi reaction. The Ccomparison is thus free of uncertainties related to the ex-
circles represent the measured numbers in phase 1 and the trianglégpolation procedure o§,-(0). TheenergyE,,,=991 keV
in phase 2, corrected for the fraction lost in the thermal episodefas been chosen because this is the energy of the
The line through the points represents the expeétacaccumula-  2’Al( p, y)?®Si resonance, the best calibration point. A num-
tion due to the’Be decay. ber of measurements were carried out at this lab energy un-
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FIG. 14. The ratio ofa counts to integrated curren,/Cl, FIG. 15. The cross section fdBe(p, y)®B measured at differ-

measured at the 991 keV beam energy as a function of time an@nt geometries & ,,=991 keV. The gradual energy shift is due to
normalized to the known decay rate We, for various geometries the carbon buildup on the target. The solid line is from Ed).
of the « detector. The four symbols correspond to the measureThe open circle represents the average cross sectioB. gt
ments of points 2-5, respectively, in Table Il. The measurements 850 keV.
span over a period of more than 40 days.

amount of C and Cu in the proton path. We have assumed
der varying conditions of solid angle and target strengththat the centroid of'Be distribution in the copper did not
with slightly varying values oE, ,,, due to carbon buildup. change, and that any additional energy loss is due to C depo-
The last two measurements were performed at a slightlgition. This assumption is well supported for phase 1, but not
higher energyE,,,= 998 keV, to compensate for the carbon so well for phase 2. Even though there is evidence that a
buildup in the thermal episode. The measurements were calarge part of the energy loss is indeed in carbon, we consider
ried out before and after the thermal episode, and extendegs a limit the possibility of “only Cu” for the extra energy
altogether over a period of 40 days. The four energy pointgoss. This yields for the lowest proton energi.n,
also demonstrate the relative stability of the measurements ir 302 keV, a reduction in loss of 5 keV, a corrected energy
the two phases. The individual runs are shown in Figs. 1£&.,=307 keV, and a decrease 84E) of 3.7%. We have
and 15 and the cross section values are presented in Fig. thosen to leave the “only C” value unchanged and enlarged
together with a fit to the function: the error from 9% to 10% to cover the unlikely eventuality.
For the higher proton energies an only Cu assumption does
not change the quoted values and errors.

The quoted errors in Table Il are made up(iof %) target
activity (“Be content 0.7, background correction: 0.1-1.2,
The combined value 08, at this point isS;#850 keV)  Solid angle: 0.8—1.4¢ spectrum cutoff: 0.3-0.8, beam col-
=24.0:0.5eVb. Another measurement, atE., limator area: 0.8, time sequence efficiency: 0.2, and the un-
=1078 keV, was carried out in phase 1, and three measur&€rtainty due to the proton energy calibration: 0.2-1.0. The
ments at lower energies at 415, 356, and 302 keV in phase Pigh-energy points were measured with statistical precision
These are presented in Table II. varying from 1.0-1.8 and the points below the resonance

Practically for all the measurements the target can be corWith (4.0-8.0%.
sidered thin even in the broadened state of phase 2, in the

St7 (850 keV) e~ VE %o, (10)
c.m.

sense that the mtggratlon over the_ density dlstr|but|on IV. RESULTS AND DISCUSSION
amounts to correlating the cross section measurement with
the proton energy at the centroid of tH8e distribution. The results of this work are presented in Table Il in term

Only for the 302-keV measurement does the second term iof S;(E) values. The ultimate goal of cross section mea-
Eq. (6) have a barely significant value of 0.6%. The centroidsurement is to evaluate the cross section at solar energies,
energy was determined in every instance directly for theand the experimental determination of the cross section in
"Be(p, y)®B resonance by measuring the energy shift of thethe region of the Gamow peak was and remains paramount;
peak. This shift was then reevaluated for the relevant enethis goal has not been achieved yet. The alternative is to
gies in specific measurements by applying the appropriatmeasure the cross section at higher energies and employ the-
dE/dx factors. For this, one needs to know separately theretical models for the extrapolation to soldeero”) en-
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TABLE II. The measured,;(E) values along with the details of the estimated error. The * indicates the
set of measurements carried outEt,, close to 850 keV; the slightly different values Bf ,, are due to
gradual carbon buildup, monitored by repeated measurements of the resonance. A combined value of the
measurements nekg, ,, =850 keV, using Eq(10), is also given. Points indicated by ** were measured after
the thermal episode as described in the text. Columns 3—7 represent the contributions to the error from
counting statistics, background, beam energy, correctioa flass below the region of interest, and a set of
common errors. The error on the number’&e atoms, solid angle, timing efficiency, and the area of the
beam collimator.

Ecm. SiAE) Statistical Background Energy  «a Cutoff Common
(keV) (eVb

1078 25.5-0.8 0.49 0.03 0.08 0.20 0.52
856" 24.30.6 0.29 0.03 0.07 0.08 0.45
853 23.8£0.6 0.24 0.03 0.07 0.08 0.48
849 23.8+0.8* 0.44 0.03 0.10 0.08 0.54
844 23.6+0.8* 0.54 0.03 0.10 0.14 0.44
415 20.2:1.5** 1.36 0.16 0.36 0.06 0.45
356 18.8-1.1** 0.90 0.19 0.37 0.06 0.42
302 18.1+1.8* 1.50 0.21 0.80 0.06 0.40
850 24.0:0.5

ergy. Several models have been proposed for the extrapola- Table Il gives theS;,(0) values of the most recent pub-
tion of the cross section to zero energy. A detailed discussiolications of direct capture reactions with a radioacti\@e

of the various models is given by Jennirgsal. [33], where  target. Included here are the recent precise measurements
it is shown that the various models coalesce at center-ofitaking noteinter alia of the possibility of backscattering
mass energies below 400 keV and that, in general, cluster losg. From Table Il we arrive at a mean valu&;/0)
models fit the experimental data up4dl.2 MeV. The prac- =21.1+0.4 eV b with y?/»=2.0 suggesting some discrep-
tice of employing a generally adopted extrapolation model is

supported by the observation that the disagreements among E (keV)

experiments are mostly in factors of proportionality in the 400 500 600 700 800

cross section while the measured energy dependence is ‘ T ‘ T ‘ ‘ T
largely consistent. We have put this general observation to a
guantitative test: in Fig. 17 the nonresonant part of the
SiA(E) values from recent measurements are shown with
each set of values fitted separately to the DB model by a
scaling constant to yield an extrapolated value $$(0)
=21.2[this value has been chosen arbitrarily to match with
the S;4(0) from the present measuremgnthe dashed line
drawn through the data points is a Descouvmont-B@/®)

fit to the entire set with a normalizeg’ of 1.08. The energy
dependence of all measurements is clearly similar and, in
turn, fully consistent with the DB model. The red and blue
lines are separate fits to the region above and below 400 keV,
that agree to better than 1%. We conclude that to the preci-
sion of the present experiments, the DB model provides a
representation of the measured cross sectiapplying the
individual renormalization factors as discussed abayeto

at least 1.2 MeV, that is as good as the “universal” fit of all

models to the reglpn below 400 keV. FIG. 16. Top: The resonance at 633 keV. The points are the
For the extraction 0fS5,/(0) value from_ our T“easure' measured cross sections after subtraction of the nonresonant part.
ments, we have adopted a procedure_ of '“_C'U‘?“”g all Mearyq energy axis is expanded in comparison to the middle and lower
surements, off and on the resonance, in a fit with the valueganels. The two symbols represent two separate measurements. The
of omaxandI” of the resonance and the overall normalizationcontinuous curve represents the convolution of a Breit-Wigner reso-
of the Descouvemont-Baye theory as free parameféis  nance with the simulate@Be distribution in Cu. Middle: The points
16). We arrive in this way at a value 08,7(0)=21.2  are the measured(E). The continuous line is the scaled function
+0.7 eVbh. We also quote for completeness the value deof Descouvemont and Bay@B) [34] plus a Breit-Wigner reso-
rived from the low energy point$elow the resonang®nly  nance with an energy-dependent width. The dashed line is the
asS;7(0)=20.8+-1.3 eVh. scaled DB model. Bottom: An expanded view of the middle figure.

o( Hb)

S;7(E) (eV barn)

I R T SR R S
0 200 400 600 800 1000 1200
Ec_m_ (keV)
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TABLE IIl. A compilation of the S;/(0) values from recent 40 : I : I : I : I :

direct capture measurements. i |
® Present
_ m  Strieder [22]
Experiment S,40)(eV b) 35~ A Junghans[21] N
L ¢ Hammache [20] |

Hammacheet al. [20] 18.8+1.7 --- DBFIT (<12 MeV)

; = 30 — DB FIT (below 400 keV) .
Striederet al.[22] 18.4+1.6 = DB FIT (Above 400 keV)
Hasset al.[19] 20.3+1.2 4>3 i 7
Junghant al. [21] 22.3+0.7 L 5
Present 21207 o | §

0 20

ancy. If we omit the value of Ref21] (which is being re- 5L B
vised from the list, we get a consistent mean valGg;(0) |
=20.5-0.5 eVb with y?/v=1.2. If we add to this in l l l l
guadrature an “error in theory” of £0.5), as suggested in 105 300 600 900 1200
Ref. [21], we get a consistent common vali®(0)=20.5 Eem. (KeV)

+0.7 eVh.
When relating this value to the environment of the solar,, " : 17- (Colon Nonresonant part of th&(E) from recent
9 direct capture measurements. Each se$ofE) values was fitted

interior, one is faped with two inherent uncertainties re""‘teqndependently to the DB parametrization, and the individual scaling
to the extrapolation of the cross section to the solar energsactors were then renormalized to a reference value corresponding
region and to the atomic screening correction. Theto S,(0)=21.2 eVb. The overall consistency of the data up to
+0.5 eVb uncertainty quoted above from RE21] is an E.n=1.2 MeV as well as the agreement with the DB parametriza-
attempt to quantify the first, and the second one is believedon Is apparent.

to be small[1].

The predicted®B neutrino flux¢(8B) is directly propor-
tional to S;4(0). If theaverage value d8,,(0) quoted above
is introduced into the standard solar mod&b], replacing
the presently adopted value 8{-(0)=19"4 [1], the uncer-
tainty in S;7(0) will become insignificant compared to other
sources of error in the evaluation 6{®B) [36].
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