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a couple of points to keep in mind
• goal: get across the main physics questions and the tools we have for answering 

them 

• therefore, these lectures are not comprehensive 

• the details (many of which are omitted) are important and are only understood by 
critically reading the literature and asking questions 

• I have included the references with the slides, I will also provide a list of useful 
review articles at the end 

• I am an experimentalist with the ATLAS and sPHENIX experiments
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read the papers! what are the assumptions in the calculations? what is 
actually measured?  how is it measured?

please ask questions during the talks!



Large Hadron Collider @ CERN
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collide pairs of lead nuclei at 
5 TeV / nucleon pair center of mass 

collision energy 

different data than the high energy LHC 
program but the same experiments are 

used 

~1 month / year of data 

~70 of the 3000 ATLAS authors work 
directly on this physics 

more in CMS, lots more in ALICE and less 
in LHCb



LHC experiments
• ATLAS & CMS: optimized for high energy physics, but suitable for many heavy ion measurements 

• emphasis on calorimetry and silicon tracking 

• ALICE: designed for heavy ion measurements 

• emphasis on particle identification and tracking measurements 

• LHCb: specialized detector with some HI physics (not discussed here) 

• complementary approaches increase physics coverage 

• O(1000) person collaborations
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Figure 1.1: ALICE schematic layout.

multiplicities measured at RHIC. Originally, estimates for the charged particle multiplicity density
at mid-rapidity in central Pb–Pb collisions spanned the range from dN/dh = 2000 up to almost
dN/dh = 8000. More recent extrapolations from RHIC measurements point to significantly lower
values of dN/dh = 1500–4000. The design of ALICE was optimized for a value of about dN/dh =
4000, but tested with simulations up to twice that amount. The tracking was made particularly safe
and robust by using mostly three-dimensional hit information with many points (up to 150) in a
moderate field of 0.5 T. A large dynamic range is required for momentum measurement, spanning
more than three orders of magnitude from tens of MeV/c (collective effects at large length scales,
good acceptance for resonance decays) to well over 100 GeV/c (jet physics). This is achieved with
a combination of very low material thickness to reduce multiple scattering at low pt (13% X0 up
to the end of the TPC) and a large tracking lever arm of up to 3.5 m to guarantee a good resolution
at high pt. Particle Identification (PID) over much of this momentum range is essential, as many
observables are either mass or flavour dependent. ALICE employs essentially all known PID tech-
niques: specific ionization energy loss dE/dx, time-of-flight, transition and Cherenkov radiation,
electromagnetic calorimetry, muon filters, and topological decay reconstruction.

ALICE will concentrate on physics at or close to midrapidity, i.e. the region of lowest baryon
density and maximum energy density. The acceptance has to be sufficient to cover particle decays
even at low momentum, jet fragmentation, and to study some variables on an event-by-event basis,

– 4 –



a trip through CMS
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Relativistic Heavy Ion Collider @ Brookhaven

• 200 GeV collision energy 
• long HI running times 
• flexible collision species 
• 2 experiments: 

• STAR: large acceptance 
• PHENIX (2001-2016) → sPHENIX new rare probes / large acceptance 

detector (2023-) 
• 2 smaller experiments in early RHIC years: PHOBOS and BRAHMS
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RHIC experiments
• STAR: 

• large acceptance, low rate, designed for correlations, PID, photons, leptons 

• PHENIX: 

• high rate, small acceptance, designed for photons, lepton and other rare probes 

• both STAR and PHENIX designed in the 1990s and evolved through many upgrades over the last ~20 years 

• sPHENIX (2023+): 

• replacement for PHENIX, optimized for ATLAS/CMS style jet  measurements and upsilons (more Friday) 

• O(100) person collaborations
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collider coordinate system
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Part 1 
Hard Probes and Jets



liquid QGP

• liquid behavior of the QGP is not apparent from the equations 
of QCD 

• this is emergent phenomena 
• how does this behavior arise?
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need to probe the plasma on short length scales sensitive to the 
interactions which give rise to the fluid behavior 
→need large momentum scale processes 



a key question
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The 2015  
LONG RANGE PLAN  

for NUCLEAR SCIENCE

 REACHING FOR THE HORIZON

The Site of the Wright Brothers’ First Airplane Flight

"To understand the workings of 
the QGP, there is no substitute for 
microscopy.  We know that if we 

had a sufficiently powerful 
microscope that could resolve the 
structure of QGP on length scales, 
say a thousand times smaller than 

the size of a proton, what we 
would see are quarks and gluons 

interacting only weakly with each 
other.  The grand challenge for 
this field in the decade to come 

is to understand how these 
quarks and gluons conspire to 
form a nearly perfect liquid."



how we’d like to measure the QGP
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?QGP

plan: set up something close to this concept by measuring jets in heavy ion collisions



jets in proton-proton collisions



protons are a source of partons

• parton distribution functions 
(PDFs) encode the distributions 
of partons inside protons as a 
function of: 

• x → longitudinal 
momentum fraction 

• Q → momentum transfer 
• based on a global analysis of 

data from many experiments
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FIG. 5: The CT14 parton distribution functions at Q = 2 GeV and Q = 100 GeV for u, u, d, d, s = s, and g.

normalized to the respective best-fit CT14 NNLO PDF. The blue solid and red dashed error bands are obtained for

CT14 and CT10 NNLO PDFs at Q = 100 GeV, respectively.

Focusing first on the u and d flavors in the upper four subfigures, we observe that the u and ū PDFs have mildly

increased in CT14 at x < 10−2, while the d and d̄ PDFs have become slightly smaller. These changes can be

attributed to a more flexible parametrization form adopted in CT14, which modifies the SU(2) flavor composition of

the first-generation PDFs at the smallest x values in the fit.

The CT14 d-quark PDF has increased by 5% at x ≈ 0.05, after the ATLAS and CMS W/Z production data sets at

7 TeV were included. At x ! 0.1, the update of the DØ charge asymmetry data set in the electron channel, reviewed

in Sec. II B 2, has reduced the magnitude of the d quark PDFs by a large amount, and has moderately increased the

u(x,Q) distribution.

The ū(x,Q) and d̄(x,Q) distributions are both slightly larger at x = 0.01 − 0.1 because of several factors. At

x = 0.2 − 0.5, where there are only very weak constraints on the sea-quark PDFs, the new parametrization form of

CT14 results in smaller values of ū(x,Q) and larger values d̄(x,Q), as compared to CT10, although for the most part

within the combined PDF uncertainties of the two ensembles.

The central strangeness PDF s(x,Q) in the third row of Fig. 6 has decreased for 0.01 < x < 0.15, but within

the limits of the CT10 uncertainty, as a consequence of the more flexible parametrization, the corrected calculation

for massive quarks in charged-current DIS, and the inclusion of the LHC data. The extrapolation of s(x,Q) below

x = 0.01, where no data directly constrain it, also lies somewhat lower than before; its uncertainty remains large and

compatible with that in CT10. At large x, above about 0.2, the strange quark PDF is essentially unconstrained in

CT14, just as in CT10.

The central gluon PDF (last frame of Fig. 6) has increased in CT14 by 1-2% at x ≈ 0.05 and has been somewhat

modified at x > 0.1 by the inclusion of the LHC jet production, by the multiplicative treatment of correlated errors,

x = pparton/pproton

1706.07443

partons: quarks, anti-quarks and gluons



QCD jets: how we can measure the QGP
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e.g.: q + g → q + g
large momentum transfer QCD scattering

hadrons:  
pions, kaons, protons, 

neutrons…

p pparticles grouped 
together into jets 
via an algorithm 

(roughly into 
cones)



a dijet in pp collisions event
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jets in pp collisions
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ATLAS, JHEP 05 (2018) 195

precise measurements 
over the available 
kinematic range 

very good agreement 
with next to leading 

order QCD calculations
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Figure 5. Inclusive jet cross-sections as a function of pT and |y|, for anti-kt jets with R = 0.4.
The statistical uncertainties are smaller than the size of the symbols used to plot the cross-section
values. The dark gray shaded areas indicate the experimental systematic uncertainties. The data
are compared to NLO pQCD predictions calculated using NLOJET++ with pmax

T as the QCD
scale and the CT14 NLO PDF set, to which non-perturbative and electroweak corrections are
applied. The light gray (yellow in the online version) shaded areas indicate the predictions with
their uncertainties. At low and intermediate pT bins the experimental systematic uncertainties are
comparable to the theory uncertainties (drawn on top) and therefore are barely visible.

two different scale choices, respectively pjetT and pmax
T , together with the NLO case for

comparison. When using pjetT as a scale, the NNLO pQCD predictions describe the data

within uncertainties, with the exception of the forward (|y| > 2) high pT range where it

tends to overestimate the measured cross-section. The predictions using pmax
T as the scale

overestimate the measured cross-section.

The NLO pQCD predictions, corrected for non-perturbative and electroweak effects,

are quantitatively compared to the measurement using the method described in ref. [76].

The χ2 value and the corresponding observed p-value, Pobs, are computed taking into

account the asymmetries and the (anti-)correlations of the experimental and theoretical

uncertainties. The individual experimental and theoretical uncertainty components are

assumed to be uncorrelated among each other and fully correlated across the pT and |y|

– 17 –



what is in a jet?
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6 The ATLAS Collaboration: Jet fragmentation function and transverse profile

pT jet > 25 GeV; however, to decrease the systematic un-
certainty associated with the modeling of the pT jet spec-
trum, jets with 20 GeV < pT jet < 25 GeV are also used
in the unfolding.

A Bayesian iterative unfolding method [39] implemented
in the RooUnfold [40] software package is used. This pro-
cedure takes as its input the measured distributions and
a response matrix obtained from simulated data that pro-
vides a mapping between reconstructed objects and those
obtained directly from the event generator. This response
matrix is not unitary because in mapping from generator
to reconstruction some events and objects are lost due to
inefficiencies and some are gained due to misreconstruc-
tion or migration of truth objects from outside the fiducial
acceptance into the reconstructed observables. It is there-
fore not possible to obtain the unfolded distributions by
inverting the response matrix and applying it to the mea-
sured data. Instead, an assumed truth distribution (the
“prior”) is selected, the response matrix is applied and the
resulting trial reconstruction set is compared to the ob-
served reconstruction set. A new prior is then constructed
from the old prior and the difference between the trial and
the observed distributions. The procedure can iterated un-
til this difference becomes small. Monte Carlo based stud-
ies of the performance of the procedure demonstrate that
in this analysis no iteration is necessary. The initial truth
prior is taken to be the prediction of the baseline Monte
Carlo generator. Systematic uncertainties associated with
this choice and with the modeling of the response matrix
are discussed in Section 6.

6 Systematic Uncertainties

The following sources of systematic uncertainties are con-
sidered:

1. The jet energy scale (JES) and resolution (JER) un-
certainties which affect the measurement of the num-
ber of jets in a given pT jet bin and consequently the
measured value of z.

2. The track reconstruction efficiency and momentum re-
construction uncertainties which affect the number of
tracks in each z, prelT and Nch(r) bin.

3. The uncertainty in the response matrix which is de-
rived using a particular Monte Carlo sample and de-
pends on the details of the event generator.

4. Potential bias due to the failure of the unfolding pro-
cedure to converge to the correct value.

These systematic uncertainties are addressed using Monte
Carlo methods.

The first two systematic uncertainties, potential bias
due to incorrect Monte Carlo modeling of the JES and/or
JER and potential bias due to mismodeling by the sim-
ulation of the track reconstruction efficiency and/or res-
olution, are studied by modifying the detector response
in simulated data. These modified Monte Carlo events
are then unfolded and compared to the baseline. The sys-
tematic uncertainty on the JES is studied by varying the
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Fig. 5. Distributions of F (z) in bins of pT jet. The circles show
unfolded data and the lines are the predictions from AMBT1
Pythia.

jet energy response by its uncertainty. The JES uncer-
tainty varies from 4.6% at pT jet = 20 GeV to 2.5%
at pT jet = 500 GeV [21]. Systematic uncertainties on
the JER are studied by broadening the jet energy reso-
lution with an additional ηjet and pT jet dependent Gaus-
sian term. The uncertainty on the JER is below 14% for
the full pT jet and ηjet range used in this analysis [41].
The uncertainty on the tracking efficiency is studied by
randomly removing a fraction of the tracks in the sim-
ulated data. Uncertainties on the tracking efficiency are
η-dependent and vary between 2% and 3% for the rele-
vant range of ηtrack [42], dominated by the accuracy of
the description of the detector material in the simulation.
In addition, there can be a loss of tracking efficiency in the
core of jets at high pT jet due to a single pixel hit receiving
contributions from more than track. Studies of such hit
sharing show that the simulation and data agree well and
that the resulting systematic uncertainty is negligible for
pT jet< 500 GeV. Uncertainties on the track momentum
resolution are parametrized as an additional η-dependent

The ATLAS Collaboration: Jet fragmentation function and transverse profile 9
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Fig. 7. Distributions of < z > (left) and of the mean number of charged particles selected with the requirement pT track ¿ 500
MeV (right) as a function of pT jet for data and various Monte Carlos. The gray band indicated the total uncertainty.
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1 Introduction

Ultra-relativistic nuclear collisions at the Large Hadron Collider (LHC) produce hot dense matter called
the quark–gluon plasma (QGP); recent reviews can be found in Refs. [1, 2]. Hard-scattering processes
occurring in these collisions produce jets which traverse and interact with the QGP. The study of modifi-
cations of jet rates and properties in heavy-ion collisions compared to pp collisions provides information
about the properties of the QGP.

The rates of jet production are observed to be reduced by approximately a factor of two in lead–lead
(Pb+Pb) collisions at LHC energies compared to expectations from the jet production cross-sections
measured in pp interactions scaled by the nuclear overlap function of Pb+Pb collisions [3–5]. Similarly,
back-to-back dijet [6–8] and photon–jet pairs [9] are observed to have unbalanced transverse momentum
in Pb+Pb collisions compared to pp collisions. These observations imply that some of the energy of the
parton showering process is transferred outside of the jet through its interaction with the QGP. This has
been termed “jet quenching”.

The distribution of particles within the jet are a�ected by this mechanism of energy loss. Several related
observables sensitive to the properties of the medium can be constructed. Measurements of the jet
shape [10] and the fragmentation functions were made in 2.76 TeV Pb+Pb collisions [11–13]. In Ref. [13],
jet fragmentation functions are measured as a function of both the charged-particle transverse momentum,
pT, and the charged-particle longitudinal momentum fraction relative to the jet,

z ⌘ pT cos�R / pjet
T . (1)

The fragmentation functions are defined as:

D(z) ⌘ 1
Njet

dnch
dz
,

2

jets contain O(10) particles, most 
of which carry a small fraction of 

the jet momentum



how is a jet defined?
• jet definition must be handled in a stable way 

• technical terms: infrared & collinear safety

 19

Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,

4

same event, different jet clustering algorithms 
it is not possible to associate each particle back to a parton

similar, but not 
identical, 

groupings



jet evolution
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Medium-induced jet evolution

The leading particle (LP) is produced by a hard scattering

It subsequently evolves via radiation (branchings) ...

... and via collisions off the medium constituents

CERN, 5th Heavy Ion Jet, Aug. 2017 EbE medium-induced jet evolution Edmond Iancu 8 / 27

time

particle form
ation

in vacuum (p+p collisions)

image: Y. Methar-Tani



a 40 year old prediction
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a& ‘- w Fermi National Accelerator Laboratory 

FERMILAB-Pub-82/59-THY 
August, 1982 

Energy Loss of Energetic Partons in Quark-Gluon Plasma: 
Possible Extinction of High pT Jets in Hadron-Hadron Collisions. 

J. D. BJORKEN 
Fermi National Accelerator Laboratory 
P.O. Box 500, Batavia, Illinois 60510 

Abstract 

Hi& energy quarks and gluons propagating through quark-gluon 

plasma suffer differential energy loss via elastic scattering from 

quanta in the plasma. lhis mechanism is very similar in structure to 

ionization loss of charged particles in ordinary matter. 'ihe dE/dx is 

roughly proportional to the square of the plasma temperature. For 

hadron-hadron collisions with high asscoiated multiplicity and with 

transverse energy dET/dy in excess of 10 GeV per unit rapidity, it is 

possible that quark-gluon plasma is produced in the collision. If so, a 

produced secondary high-p, quark or gluon might lose tens of GeV of its 

initial transverse momentum while plowing through quark-gluon plasma 

produced in its local environment. High energy hadron jet experiments 

should be analysed as function of associated multiplicity to search for 

this effect. An interesting signature may be events in which the hard 

collision occurs near the edge of the overlap region, with one jet 

escaping without absorption and the other fully absorbed. 

4B Operated by Unlversltles Research Association Inc. under contract with the United States Department cd Energy 



jet evolution
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time

particle form
ation

in QGP

Medium-induced jet evolution

The leading particle (LP) is produced by a hard scattering

It subsequently evolves via radiation (branchings) ...

... and via collisions off the medium constituents

CERN, 5th Heavy Ion Jet, Aug. 2017 EbE medium-induced jet evolution Edmond Iancu 8 / 27

image: Y. Methar-Tani



modern theory

• strength of jet quenching usually encoded in the transport 
coefficient qhat, transverse momentum broadening / length 

• like viscosity,  qhat, is not directly measurable, but must be 
inferred from the data through a model
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Figure 2: Gluon emission amplitude induced by one scattering.

Here

Ma,µν
A′A = ig2(pi + pf)

µ 1

q2
δν
0 T a

A′A , (2.5b)

where we neglected spin effects in the high energy limit. The static source can be viewed as if it
were a heavy quark.

In Feynman gauge, the amplitude M1 (Fig. 2) for soft gluon emission may be expressed as
the elastic scattering amplitude times a radiation factor as

M1 ≃ −g

{
ε · pf

k · pf
(T bT a)B′B −

ε · pi

k · pi
(T aT b)B′B

}

Ma
A′A , (2.6)

where ε denotes the gluon polarization state. The generators of the fundamental representation
of SU(Nc) are T a(a = 1, . . . N2

c − 1), satisfying [T a, T b] = ifabc T c. In the same way we get

M2 ≃ −g
2

(pf − pi)2
{gµνε · (pf − pi) − kµεν + kνεµ} · Ma,µν

A′A [T b, T a]B′B . (2.7)

In addition to M1 and M2, there is a term M3 coming from gluon radiation off the static source.
The sum of the three terms is gauge invariant. In a physical gauge such as light-cone gauge, M3

is down by a factor of k⊥/ω compared to M1 and M2. In the calculation given below we use
light-cone gauge and assume k⊥/ω ≪ 1.

In a hot plasma the source is screened as indicated by (2.1) and (2.2) in the GW model. The
reader may have doubts as to the general gauge invariance of that model. These doubts may
be put to rest by the following arguments. It is straightforward to show that M1 + M2 + M3

remains gauge invariant when the emitted and exchanged gluons are given the same mass µ. As
we shall see later, the emitted gluon has a small impact parameter for the physical problem we
consider. As a consequence of the small impact parameter, one may neglect the mass for the
emitted gluon; keeping the mass µ only for the exchanged gluon leads to the Gyulassy-Wang
model.

In light-cone gauge

ε = (ε0,−ε0, ε⃗⊥) ; ε · k = 0 ⇒ ε0 =
ε⃗⊥ · k⃗⊥

ω + k//
≃
ε⃗⊥ · k⃗⊥

2ω
. (2.8)
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Abstract
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tended to illustrate the effect of the heavy ion background
on jet reconstruction, not any underlying physics process.
The dijet asymmetry in peripheral lead-lead events is
similar to that in both proton-proton and simulated events;
however, as the events become more central, the lead-lead
data distributions develop different characteristics, indicat-
ing an increased rate of highly asymmetric dijet events.
The asymmetry distribution broadens; the mean shifts to
higher values; the peak at zero asymmetry is no longer
visible; and for the most central events a peak is visible at
higher asymmetry values (asymmetries larger than 0.6 can
exist only for leading jets substantially above the kinematic
threshold of 100 GeV transverse energy). The !! distri-
butions show that the leading and second jets are primarily
back-to-back in all centrality bins; however, a systematic
increase is observed in the rate of second jets at large
angles relative to the recoil direction as the events become
more central.

Numerous studies have been performed to verify that the
events with large asymmetry are not produced by back-
grounds or detector effects. Detector effects primarily in-
clude readout errors and local acceptance loss due to dead
channels and detector cracks. All of the jet events in this
sample were checked, and no events were flagged as
problematic. The analysis was repeated first by requiring
both jets to be within j"j< 1 and j"j< 2, to see if there is
any effect related to boundaries between the calorimeter
sections, and no change to the distribution was observed.
Furthermore, the highly asymmetric dijets were not found
to populate any specific region of the calorimeter, indicat-

ing that no substantial fraction of produced energy was lost
in an inefficient or uncovered region.
To investigate the effect of the underlying event, the jet

radius parameter R was varied from 0.4 to 0.2 and 0.6 with
the result that the large asymmetry was not reduced. In
fact, the asymmetry increased for the smaller radius, which
would not be expected if detector effects are dominant. The
analysis was independently corroborated by a study of
‘‘track jets,’’ reconstructed with inner detector tracks of
pT > 4 GeV using the same jet algorithms. The inner
detector has an estimated efficiency for reconstructing
charged hadrons above pT > 1 GeV of approximately
80% in the most peripheral events (the same as that found
in 7 TeV proton-proton operation) and 70% in the most
central events, due to the approximately 10% occupancy
reached in the silicon strips. A similar asymmetry effect is
also observed with track jets. The jet energy scale and
underlying event subtraction were also validated by corre-
lating calorimeter and track-based jet measurements.
The missing ET distribution was measured for minimum

bias heavy ion events as a function of the total ET deposited
in the calorimeters up to about "ET ¼ 10 TeV. The reso-
lution as a function of total ET shows the same behavior as
in proton-proton collisions. None of the events in the jet-
selected sample was found to have an anomalously large
missing ET .
The events containing high-pT jets were studied for the

presence of high-pT muons that could carry a large fraction
of the recoil energy. Fewer than 2% of the events have a
muon with pT > 10 GeV, potentially recoiling against the
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FIG. 3 (color online). (Top) Dijet asymmetry distributions for data (points) and unquenched HIJING with superimposed PYTHIA dijets
(solid yellow histograms), as a function of collision centrality (left to right from peripheral to central events). Proton-proton data fromffiffiffi
s

p ¼ 7 TeV, analyzed with the same jet selection, are shown as open circles. (Bottom) Distribution of !!, the azimuthal angle
between the two jets, for data and HIJINGþ PYTHIA, also as a function of centrality.
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momentum asymmetry in dijet pairs 
AJ = Δp / Σp

how do the jets loose their energy? where does it go? how does it 
depend on the jet momentum?

tended to illustrate the effect of the heavy ion background
on jet reconstruction, not any underlying physics process.
The dijet asymmetry in peripheral lead-lead events is
similar to that in both proton-proton and simulated events;
however, as the events become more central, the lead-lead
data distributions develop different characteristics, indicat-
ing an increased rate of highly asymmetric dijet events.
The asymmetry distribution broadens; the mean shifts to
higher values; the peak at zero asymmetry is no longer
visible; and for the most central events a peak is visible at
higher asymmetry values (asymmetries larger than 0.6 can
exist only for leading jets substantially above the kinematic
threshold of 100 GeV transverse energy). The !! distri-
butions show that the leading and second jets are primarily
back-to-back in all centrality bins; however, a systematic
increase is observed in the rate of second jets at large
angles relative to the recoil direction as the events become
more central.

Numerous studies have been performed to verify that the
events with large asymmetry are not produced by back-
grounds or detector effects. Detector effects primarily in-
clude readout errors and local acceptance loss due to dead
channels and detector cracks. All of the jet events in this
sample were checked, and no events were flagged as
problematic. The analysis was repeated first by requiring
both jets to be within j"j< 1 and j"j< 2, to see if there is
any effect related to boundaries between the calorimeter
sections, and no change to the distribution was observed.
Furthermore, the highly asymmetric dijets were not found
to populate any specific region of the calorimeter, indicat-

ing that no substantial fraction of produced energy was lost
in an inefficient or uncovered region.
To investigate the effect of the underlying event, the jet

radius parameter R was varied from 0.4 to 0.2 and 0.6 with
the result that the large asymmetry was not reduced. In
fact, the asymmetry increased for the smaller radius, which
would not be expected if detector effects are dominant. The
analysis was independently corroborated by a study of
‘‘track jets,’’ reconstructed with inner detector tracks of
pT > 4 GeV using the same jet algorithms. The inner
detector has an estimated efficiency for reconstructing
charged hadrons above pT > 1 GeV of approximately
80% in the most peripheral events (the same as that found
in 7 TeV proton-proton operation) and 70% in the most
central events, due to the approximately 10% occupancy
reached in the silicon strips. A similar asymmetry effect is
also observed with track jets. The jet energy scale and
underlying event subtraction were also validated by corre-
lating calorimeter and track-based jet measurements.
The missing ET distribution was measured for minimum

bias heavy ion events as a function of the total ET deposited
in the calorimeters up to about "ET ¼ 10 TeV. The reso-
lution as a function of total ET shows the same behavior as
in proton-proton collisions. None of the events in the jet-
selected sample was found to have an anomalously large
missing ET .
The events containing high-pT jets were studied for the

presence of high-pT muons that could carry a large fraction
of the recoil energy. Fewer than 2% of the events have a
muon with pT > 10 GeV, potentially recoiling against the
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FIG. 3 (color online). (Top) Dijet asymmetry distributions for data (points) and unquenched HIJING with superimposed PYTHIA dijets
(solid yellow histograms), as a function of collision centrality (left to right from peripheral to central events). Proton-proton data fromffiffiffi
s

p ¼ 7 TeV, analyzed with the same jet selection, are shown as open circles. (Bottom) Distribution of !!, the azimuthal angle
between the two jets, for data and HIJINGþ PYTHIA, also as a function of centrality.
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cartoon

as well as from instrumental effects. Energy loss in the
medium could lead to much stronger deviations in the
reconstructed energy balance.

The ATLAS detector [8] is well-suited for measuring
jets due to its large acceptance, highly segmented electro-
magnetic and hadronic calorimeters. These allow efficient
reconstruction of jets over a wide range in the region
j!j< 4:5. The detector also provides precise charged par-
ticle and muon tracking. An event display showing the inner
detector and calorimeter systems is shown in Fig. 1.

Liquid argon technology providing excellent energy and
position resolution is used in the electromagnetic calorime-
ter that covers the pseudorapidity range j!j< 3:2. The
hadronic calorimetry in the range j!j< 1:7 is provided
by a sampling calorimeter made of steel and scintillating
tiles. In the end caps (1:5< j!j< 3:2), liquid argon tech-
nology is also used for the hadronic calorimeters, matching
the outer j!j limits of the electromagnetic calorimeters. To
complete the ! coverage, the liquid argon forward calo-
rimeters provide both electromagnetic and hadronic energy
measurements, extending the coverage up to j!j ¼ 4:9.
The calorimeter (! and ") granularities are 0:1" 0:1 for
the hadronic calorimeters up to j!j ¼ 2:5 (except for the
third layer of the tile calorimeter, which has a segmentation
of 0:2" 0:1 up to j!j ¼ 1:7) and then 0:2" 0:2 up to
j!j ¼ 4:9. The electromagnetic calorimeters are longitudi-
nally segmented into three compartments and feature a
much finer readout granularity varying by layer, with cells
as small as 0:025" 0:025 extending to j!j ¼ 2:5 in the
middle layer. In the data-taking period considered, ap-
proximately 187 000 calorimeter cells (98% of the total)
were usable for event reconstruction.

The bulk of the data reported here were triggered by
using coincidence signals from two sets of minimum bias
trigger scintillator detectors, positioned at z ¼ #3:56 m,

covering the full azimuth between 2:09< j!j< 3:84 and
divided into eight " sectors and two ! sectors.
Coincidences in the zero degree calorimeter and luminos-
ity measurement using a Cherenkov integrating detector
were also used as primary triggers, since these detectors
were far less susceptible to LHC beam backgrounds. These
triggers have a large overlap and are close to fully efficient
for the events studied here.
In the offline analysis, events are required to have a time

difference between the two sets of minimum bias trigger
scintillator counters of !t < 3 ns and a reconstructed ver-
tex to efficiently reject beam-halo backgrounds. The pri-
mary vertex is derived from the reconstructed tracks in the
inner detector, which covers j!j< 2:5 by using silicon
pixel and strip detectors surrounded by straw tubes.
These event selection criteria have been estimated to ac-
cept over 98% of the total lead-lead inelastic cross section.
The level of event activity or ‘‘centrality’’ is character-

ized by using the total transverse energy ("ET) deposited
in the forward calorimeters (FCal), which cover 3:2<
j!j< 4:9, shown in Fig. 2. Bins are defined in centrality
according to fractions of the total lead-lead cross section
selected by the trigger and are expressed in terms
of percentiles (0%–10%, 10%–20%, 20%–40%, and
40%–100%) with 0% representing the upper end of the
"ET distribution. Previous heavy ion experiments have
shown a clear correlation of the "ET with the geometry
of the overlap region of the colliding nuclei and, corre-
spondingly, the total event multiplicity. This is verified in
the bottom panel of Fig. 2, which shows a tight correlation
between the energy flow near midrapidity and the forward
"ET . The forward "ET is used for this analysis to avoid
biasing the centrality measurement with jets.
Jets have been reconstructed by using the infrared-safe

anti-kt jet clustering algorithm [9] with the radius parame-

FIG. 1 (color online). Event display of a highly asymmetric dijet event, with one jet with ET > 100 GeV and no evident recoiling jet
and with high-energy calorimeter cell deposits distributed over a wide azimuthal region. By selecting tracks with pT > 2:6 GeV and
applying cell thresholds in the calorimeters (ET > 700 MeV in the electromagnetic calorimeter, and E > 1 GeV in the hadronic
calorimeter), the recoil can be seen dispersed widely over the azimuth.
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actual event measured in ATLAS
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Jet Energy Scale and its Uncertainties 
using the Heavy Ion Jet Reconstruction 

in pp and Pb+Pb Collisions

The ATLAS Calorimeter System
• ATLAS is a general purpose detector. Its almost 4π coverage, as well as 

depth and granularity, make it extraordinarily well suited for jet 
measurements. 

• The calorimeter system consists of a LAr electromagnetic calorimeter, a steel 
scintillator sampling hadronic calorimeter, a LAr hadronic calorimeter, and 
two LAr forward calorimeters. The entire system has coverage out to |η| < 4.9 
[1]. 

Heavy Ion Jet Reconstruction
• Heavy Ion events involve a massive underlying event that requires a unique 

reconstruction procedure [2,3]. 

The subtracted transverse 
energy normalized by the jet 
area as a function of the 
transverse energy deposited in 
the Forward calor imeters 
(FCal) in Pb+Pb collisions at 
5.02 TeV.

The subtracted energy is 
directly related to the energy 
deposited in the FCal.

For |η| < 0.1, up to 150 GeV is 
subtracted for the most central 
collisions [4].
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In the most central collisions, 
flow corrections are at the 
level of ~8%.
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Jet Calibration
• Jet calibration is a multistep process that corrects the jet kinematics. 

• Numerical inversion: Calibration based on simulations of the calorimeters 
energy response (see figure below) [5]. 

•  In situ calibration: Data based 
calibration inherited from pp studies. 
It accounts for differences between 
data and MC and is derived using Z-
jet and !-jet balance studies [5]. 

• Cross calibration: MC and data based 
calibration is applied to HI jets to 
account for differences between the 
HI and pp jet reconstruction software 
[6]. 

• The cross calibration verified in a !-jet 
study (shown on the right) [7].
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Figure 3: Dependence of the reconstructed jet pT on in-time pile-up (a) and out-of-time pile-up (b) at various
correction stages in bins of jet |⌘ | shown with the piecewise linear fit used to define the residual correction. The red
curve shows the application of the residual corrections ↵ in a) and � in b).
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Figure 4: Energy response (a) and bias in the ⌘ reconstruction (b) as a function of ⌘ before calibration for EM scale
anti-kt , R=0.4 jets.All pile-up corrections have been applied, as well as for the position of the hard scatter vertex.

Following the calibration in energy it is found that in specific regions of the detector there is a bias in the
reconstruction of the ⌘ direction of the jet. An additional correction in ⌘ is applied to resolve this bias. It
is antisymmetric and shown as a function of |⌘ | in Fig. 4(b). This bias is also visibly a�ected by the gaps
and transitions in the calorimeters and its correction brings the average reconstructed pT of jets closer to
their truth value.
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!+jet in situ pT balance in pp data and PYTHIA 8 simulations. The ratio between the leading jet and reference pT shows 
that data and simulation agree within the uncertainties of the cross calibration procedure [7].

Numerical 
Inversion

In situ 
calibration

Cross 
calibration

Performance
• The performance of the jet reconstruction is evaluated by calculating the jet 

energy scale (JES) and jet energy resolution (JER). This is the mean and 
width of the response (pTreco/pTtruth)  in MC samples [3].
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For 5.02 TeV Pb+Pb data, the JES is at ~1% at high pT, and has a small centrality dependence. The JER is largest for 
most central collisions (~16% at 100 GeV, 0 - 10% centrality) and decreases to ~6% for jets with pT > 500 GeV.

Uncertainties
• The cross calibration procedure for HI jets allows the baseline HI JES and 

JER uncertainties to be inherited from the pp jets (shown below) [6]. 

• HI specific JES uncertainties due to 
flavor response, flavor fraction, and 
cross calibration are included [8]. 

• There is an additional centrality 
dependent uncertainty based on jet 
m o d i fi c a t i o n s i n t h e P b + P b 
environment (0.5% in most central 
collisions) [8]. 

• The HI JER uncertainties are derived 
using the relative resolution of HI jets 
to pp jets [6]. 

• The uncertainties on the HI jet spectra 
are shown on the right [3]. 

• The JES has the largest contribution 
( 7 - 10%) to the uncertainty in central Pb+Pb [3].
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Figure 12: Final jet energy resolution uncertainties estimated for 2015 data with 25 ns bunch spacing as a function
of jet pT for jets of ⌘ = 0 (a) and as a function of ⌘ for jet pT of 40 GeV (b).
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Figure 13: Final jet energy scale uncertainties estimated for 2015 data as a function of jet pT for jets of ⌘ = 0.
Uncertainties are shown under the assumption of no knowledge of flavor. The total uncertainty is shown for the
nominal data taking period with 25 ns bunch spacing (a) and the early data taking period with 50 ns bunch spacing
(b).
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The JES and JER uncertainties estimated for pp 2015 data (25 ns bunch spacing) as 
a function of jet pT for jets of η = 0 [5].
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Figure 1: Measured
P

ET distribution in minimum-bias Pb+Pb collisions at psNN = 5.02 TeV. Alternating shaded
and unshaded regions from the large-

P
ET end of the distribution denote the 0–10%, 10–20%, 20–30%, 30–50%

and 50–80% centrality ranges.

In this analysis, Pb+Pb events within four centrality ranges are considered: 0–10% (largest
P

ET values
and degree of nuclear overlap), 10–20%, 20–30%, 30–50% and 50–80% (smallest

P
ET values and degree

of nuclear overlap). Figure 1 shows the
P

ET distribution in minimum-bias events and the ranges which
correspond to these centrality selections.

Centrality range
P

ET range Npart Ncoll TAA [mb�1]
50–80% 0.0637-0.525 TeV 33.3 ± 1.5 48.3 ± 3.5 0.690 ± 0.046
30–50% 0.525–1.37 TeV 109.2 ± 2.5 265 ± 16 3.79 ± 0.13
20–30% 1.37–2.05 TeV 189.2 ± 2.8 6057 ± 38 8.64 ± 0.17
10–20% 2.05–2.99 TeV 264.1 ± 2.9 1003 ± 66 14.33 ± 0.18
0–10% > 2.99 TeV 358.8 ± 2.3 1635 ± 114 23.35 ± 0.20

Table 1: Geometric parameters and systematic uncertainties in Pb+Pb data.

Mean values of Ncoll and Npart are estimated for these selections, as well as the mean value of the nuclear
overlap function TAA = Ncoll/�NN. To determine a systematic uncertainty on these geometric parameters,
the fit was repeated with variations in the two-component model parameter x by ±0.02 (which resulted
in changes in the e�ciency of ±1%). Variations in the Glauber modelling were used as in Ref. [20]: the
nucleon–nucleon cross-section was varied by ±5 mb, and the Woods-Saxon parameters and minimum
nucleon–nucleon distance were also varied. The results are shown in Table 1.

4. Monte Carlo simulation

Monte Carlo (MC) simulations of
p

s = 5.02 TeV pp photon+jet events were used to understand the
performance of the ATLAS detector and provide the comparison distributions for those measured in pp
and Pb+Pb collisions. The P����� 8 generator [23] with parameters chosen to reproduce observables in
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sample from that distribution to get 
a unique distribution of nucleons 

for each nucleus

for each nucleon in nucleus A ask if 
it hits a nucleon from nucleus B

if so, that is a “binary collision” 
and the nucleons are 

“participants”

Miller, et al, Ann Rev Nuc Part 57 (2007) 205 
C. Loizides, et al Software X 1-2 (2015) 13 

C. Loizides, et al PRC 97 054910
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Figure 4: Glauber Monte Carlo event (Au+Au at
√

sNN = 200 GeV with impact
parameter b = 6 fm) viewed in the transverse plane (left panel) and along the

beam axis (right panel). The nucleons are drawn with a radius
√
σNN

inel/π/2.
Darker disks represent participating nucleons.

The optical form of the Glauber theory is based on continuous nucleon density
distributions. The theory does not locate nucleons at specific spatial coordinates,
as is the case for the Monte Carlo formulation that is discussed in the next section.
This difference between the optical and Monte Carlo approaches can lead to subtle
differences in calculated results, as will be discussed below.

2.4 Glauber Monte Carlo approach

The virtue of the Monte Carlo approach for the calculation of geometry related
quantities like ⟨Npart⟩ and ⟨Ncoll⟩ is its simplicity. Moreover, it is possible to
simulate experimentally observable quantities like the charged particle multi-
plicity and to apply similar centrality cuts as in the analysis of real data. In
the Monte Carlo ansatz the two colliding nuclei are assembled in the computer
by distributing the A nucleons of nucleus A and B nucleons of nucleons B in
three-dimensional coordinate system according to the respective nuclear density
distribution. A random impact parameter b is then drawn from the distribution
dσ/db = 2πb. A nucleus-nucleus collision is treated as a sequence of indepen-
dent binary nucleon-nucleon collisions, i.e., the nucleons travel on straight-line
trajectories and the inelastic nucleon-nucleon cross-section is assumed to be inde-
pendent of the number of collisions a nucleon underwent before. In the simplest
version of the Monte Carlo approach a nucleon-nucleon collision takes place if
their distance d in the plane orthogonal to the beam axis satisfies

d ≤
√
σNN

inel/π (10)

where σNN
inel is the total inelastic nucleon-nucleon cross-section. As an alterna-

tive to the black-disk nucleon-nucleon overlap function, e.g., a Gaussian overlap
function can be used (31).

model the distributions of nucleons 
in nucleus 

(Woods-Saxon for spherical nuclei)

ρ(r) ∝
1

1 + exp( r − R
a )

assume monotonic relationship 
between impact parameter and 

<multiplicity>



relating HI and pp collisions
• each “binary collision” is like a proton-proton collision 

• we will ignore differences between protons and neutrons here 
• hard processes (jets, photons, Z, W, …) are expected to be produced in at the 

rate in pp collisions x the number of binary collisions (Ncoll) 

• RAA = 1 → AA collision consistent with Ncoll independent pp collisions

 30

RAA  = NX,AA

Ncoll Nx,pp 
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σNN

inel/π/2.
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as is the case for the Monte Carlo formulation that is discussed in the next section.
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differences in calculated results, as will be discussed below.
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quantities like ⟨Npart⟩ and ⟨Ncoll⟩ is its simplicity. Moreover, it is possible to
simulate experimentally observable quantities like the charged particle multi-
plicity and to apply similar centrality cuts as in the analysis of real data. In
the Monte Carlo ansatz the two colliding nuclei are assembled in the computer
by distributing the A nucleons of nucleus A and B nucleons of nucleons B in
three-dimensional coordinate system according to the respective nuclear density
distribution. A random impact parameter b is then drawn from the distribution
dσ/db = 2πb. A nucleus-nucleus collision is treated as a sequence of indepen-
dent binary nucleon-nucleon collisions, i.e., the nucleons travel on straight-line
trajectories and the inelastic nucleon-nucleon cross-section is assumed to be inde-
pendent of the number of collisions a nucleon underwent before. In the simplest
version of the Monte Carlo approach a nucleon-nucleon collision takes place if
their distance d in the plane orthogonal to the beam axis satisfies

d ≤
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where σNN
inel is the total inelastic nucleon-nucleon cross-section. As an alterna-

tive to the black-disk nucleon-nucleon overlap function, e.g., a Gaussian overlap
function can be used (31).
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q + g → q + γ
u + ū → Z

u + d̄ → W+

photons, W and Z carry no color charge and thus cannot interact via QCD 
with the QGP

EW boson
…

made in the same way as jets, lack of energy loss provides validation of 
jet production rates

W/Z lifetime ~ much less than QGP 
lifetime so we measure decay into 

leptons (no color charge)



W and Z bosons in PbPb collisions
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Figure 5: The upper panel shows the normalised Z boson yield as a function of Npart. The integrated fiducial cross
section measured in the pp system is shown at Npart = 2 (open circle). The lower panel shows the RAA. The band
indicates the uncertainty of the pp data. The figure shows the results calculated with the Glauber MC v2.4 [19] and
v3.2 [54]. The dashed and the full line indicate CT14 NLO calculations that account for isospin e�ects for the two
Glauber MC versions. The width of the error band corresponds to the systematic uncertainty in Npart, scaled by 3 for
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Figure 6: Ratio of W
+ (circles) and W

� (squares) yields measured in the same data set [55] to the yields of Z bosons
versus hNparti compared with the ratios measured in pp data [9] scaled by the isospin factor obtained from the CT14
NLO PDF calculation.

the most-peripheral (80-100%) and most-central (0-2%) centrality intervals is found to be 10%±7% and
5%±6% for the Glauber MC v2.4 and v3.2 respectively.

The result of the Z boson measurement is used to compare the Npart dependence of the W [55] and Z bosons
by calculating their yield ratios as shown in Figure 6, where the uncertainties of the two measurements are
treated as uncorrelated. The data points are compared with the ratio measured in pp [9] that is scaled by the
isospin factors calculated based on the CT14 NLO PDF set. The measurements for both channels are found
consistent with the scaled pp measurement and show constant behaviour as a function of centrality.

The trend of the points shown in Figure 5 for Z bosons is di�erent from the trend observed by the ALICE
Collaboration in the measurements with charged hadrons at high transverse momentum [57]. It was recently
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• yields show good agreement with predictions for Npart>200 

‣ excess in peripheral 50-80% at the level of 1.7 (0.9)) for W- (W+) 

• RAA deviates from unity due to isospin effect  

‣ agrees with predictions up to 1.2 (0.4)) in peripheral and 1.1 (1.8)) in central for W- (W+)

Binary scaling: W boson

RAA versus <Npart>Normalised yield versus <Npart>

u + d̄ → W+

d + ū → W−W+/W- difference due to 
neutrons in Pb→excess of d-
quarks because of neutrons

some deviations in peripheral 
collisions 

there are a lot of possible effects 
there and this is of interest
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using tight photon selection, isolation cone size "Riso = 0.3, and isolation transverse energy of less than 6 GeV, divided by JETPHOX predictions
for pp collisions, which implement the same isolation selection. The combined scale and PDF uncertainty on the JETPHOX calculation is shown
by the gray line with yellow area. In addition, two other JETPHOX calculations are shown, also divided by the pp results: Pb + Pb collisions
with no nuclear modification (black line with gray area) and Pb + Pb collisions with EPS09 nuclear modifications (gray line with blue area).
Statistical uncertainties are shown by the bars. Systematic uncertainties on the photon yields are combined and shown by the upper and lower
braces. The scale uncertainties owing only to ⟨TAA⟩ are tabulated for each bin in Table I.

for Pb + Pb (both with A = 208) collisions using the standard
PDF. The other incorporates nuclear modifications to the
nucleon parton distributions using the EPS09 [1] PDF set,
which are x- and Q2-dependent modifications of the CTEQ 6.1

PDF, defined as ratios of the standard PDF as a function of x at a
hardness scale Q2

0 = 1.69 GeV2 and evolved to the relevant Q2

using standard DGLAP evolution. The EPS09 modifications
have their own set of 15 uncertainty eigenvectors, which are
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PDF, defined as ratios of the standard PDF as a function of x at a
hardness scale Q2

0 = 1.69 GeV2 and evolved to the relevant Q2

using standard DGLAP evolution. The EPS09 modifications
have their own set of 15 uncertainty eigenvectors, which are
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photon measurements are difficult due to the large 
number of decays into photons which much be removed

q + g → q + γ

Phys. Lett. B 754 (2016) 235

PRC 93 034914 (2016)

photon rate consistent with expectations 
based on pp (calculations)



jet measurements in PbPb collisions
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• how do the jet and QGP interact? 

• where does the energy lost by the jet go? 
• are the scatterings independent? 
• how is the jet seen by the QGP?

reviews:  
Qin & Wang 1511.00790 

Blaizot & Mehtar-Tani 1503.05958



observation of “jet” quenching at RHIC
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the systematic errors on the spectra that do not cancel in the
ratio, and (ii) the uncertainty in ⟨Nbinary⟩ (see Table I).

TABLE I. Relative systematic errors on hadron yields and
central-to-peripheral ratios. The errors are quoted for rep-
resentative pT and vary between the values shown. For the
charged hadron (h) data the errors are highly correlated in
pT for both yields and ratios. For the π0 data, approximately
half of the error in the yield is perfectly correlated in pT , and
some correlation remains in the ratio.

Sys. error: Yield pT [GeV/c] Cent/Per pT [GeV/c]
h data 27% 0.5 8% all

16-18% 0.8-3.5
30% 4.7

π0 data 25% 1.2 24% 1.2
(PbSc) 35% 3.7 33% 3.2
π0 data 33% 1.2 32% 1.2
(PbGl) 52% 3.7 40% 2.7
π0 data 21% 1.2 20% 1.2
(combined) 30% 3.7 24% 2.7
N+N ref. 20% 1.0 N/A

35% 5.0
⟨Nbinary⟩ 29% all
central 11% all
peripheral 30% all

6

PHENIX, PRL 88 022301 (2002)

expectation if no jet 
quenching

yield in central collisions / yield in peripheral collisions scaled by 
number of nucleon-nucleon collisions

hadrons (not jets)



particle spectra suppression

• it is non-trivial to measure and define jets 
• higher momentum: jet measurements become easier 
• lower momentum: move to measuring the particles from jets 

• precise measurements at RHIC and the LHC
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√
sNN = 2.76TeV (open symbols). The normalization
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Figure 3: Charged-particle RAA measured in six different centrality ranges at
p
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p
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The measured nuclear modification factors for primary charged particles in PbPb collisions are
shown in Fig. 3. The error bars represent statistical uncertainties. The blue and gray boxes
around unity show the TAA and pp luminosity uncertainties, respectively, while the yellow
band represents the other systematic uncertainties as discussed in Section 5. The RAA distri-
butions show a characteristic suppression pattern over most of the pT range measured, having
local maxima at about a pT of 2 GeV and local minima at around 7 GeV. These features are
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Therefore, when combining their results, the total error is
reduced in the weighted average of the two independent
measurements. The final systematic uncertainties (one
standard deviation) on the spectra are shown in Table I.
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The left panel of Figure 1 shows the π0 invariant yield
spectra for all centralities as well as minimum bias, com-
bined from the independent PbSc and PbGl measure-
ments. In the overlap region the results are consistent
with those published earlier [16] while the errors are re-
duced by a factor of 2 to 2.5. The right panel shows
the ratios of PbSc and PbGl spectra to the combined
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one at three centralities. The spectra are quite sim-
ilar at all centralities: when fitting pT>5GeV/c with
a power law function (∝ pn

T), the exponents vary from
n = −8.00± 0.12 in 0-5% to n = −8.06± 0.08 in the 80-
92% (most peripheral) bin. Note that n = −8.22±0.09 in
p+p collisions. The errors are combined statistical errors
and systematic uncertainties.

To quantify the comparison of spectra in heavy ion and
p+p collisions, the nuclear modification factor (RAA)

RAA =
1/NevtdN/dydpT

⟨TAB⟩ dσpp/dydpT

is used where σpp is the production cross section of the
particle in p+p collisions, and ⟨TAB⟩ is the nuclear thick-
ness function averaged over a range of impact parame-
ters for the given centrality, calculated within a Glauber
model [14]. Figure 2 shows RAA for π0 at different cen-
tralities, the 0-5% bin is shown on Figure 3. The ref-
erence p+p yield was obtained from the 2005 (Run-5)
RHIC p+p measurement [18].

RAA reaches ∼0.2 in 0-10% centrality at pT>5GeV/c
with very little (if any) pT dependence. This trend is
compatible with most current energy loss models but
not with a semi-opaque medium assumption, where RAA

would decrease with increasing pT [8]. While its magni-
tude changes, the suppression pattern itself is remarkably
similar at all centralities suggesting that the bulk RAA

(integrated over the azimuthal angle) is sensitive only to
the Npart but not to the specific geometry. Consequently,
study of the pT-integrated RAA vs. centrality is instruc-
tive.

Figure 4 shows the integrated nuclear modification fac-
tor (pT>5GeV/c, and pT>10GeV/c) for π0s as a func-
tion of centrality, with the last two points indicating over-
lapping 0-10% and 0-5% bins. In both cases the sup-
pression increases monotonically with Npart without any
sign of saturation, suggesting that larger colliding sys-

5

0 2 4 6 8 10 12 14 16 18 0 2 4 6 8 10 12 14 16 18 20
 (GeV/c)

T
p

=200GeVNNsAu+Au Minimum Bias 
PHENIX

=200GeVNNsAu+Au 0-10% 
PHENIX

=200GeVNNsAu+Au 20-30% 
PHENIX

=200GeVNNsAu+Au 40-50% 
PHENIX

=200GeVNNsAu+Au 60-70% 
PHENIX

=200GeVNNsAu+Au 80-92% 
PHENIX

0
0.2

0.4
0.6

0.8
1

1.2

0
0.2

0.4
0.6

0.8
1

1.2

0
0.2

0.4
0.6

0.8
1

1.2
1.4

A
A

 R0
π

FIG. 2: Nuclear modification factor (RAA) for π0s. Error
bars are statistical and pT-uncorrelated errors, boxes around
the points indicate pT-correlated errors. Single box around
RAA=1 on the left is the error due to Ncoll, whereas the single
box on the right is the overall normalization error of the p+p
reference spectrum.

Therefore, when combining their results, the total error is
reduced in the weighted average of the two independent
measurements. The final systematic uncertainties (one
standard deviation) on the spectra are shown in Table I.
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spectra for all centralities as well as minimum bias, com-
bined from the independent PbSc and PbGl measure-
ments. In the overlap region the results are consistent
with those published earlier [16] while the errors are re-
duced by a factor of 2 to 2.5. The right panel shows
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one at three centralities. The spectra are quite sim-
ilar at all centralities: when fitting pT>5GeV/c with
a power law function (∝ pn

T), the exponents vary from
n = −8.00± 0.12 in 0-5% to n = −8.06± 0.08 in the 80-
92% (most peripheral) bin. Note that n = −8.22±0.09 in
p+p collisions. The errors are combined statistical errors
and systematic uncertainties.

To quantify the comparison of spectra in heavy ion and
p+p collisions, the nuclear modification factor (RAA)

RAA =
1/NevtdN/dydpT

⟨TAB⟩ dσpp/dydpT

is used where σpp is the production cross section of the
particle in p+p collisions, and ⟨TAB⟩ is the nuclear thick-
ness function averaged over a range of impact parame-
ters for the given centrality, calculated within a Glauber
model [14]. Figure 2 shows RAA for π0 at different cen-
tralities, the 0-5% bin is shown on Figure 3. The ref-
erence p+p yield was obtained from the 2005 (Run-5)
RHIC p+p measurement [18].

RAA reaches ∼0.2 in 0-10% centrality at pT>5GeV/c
with very little (if any) pT dependence. This trend is
compatible with most current energy loss models but
not with a semi-opaque medium assumption, where RAA

would decrease with increasing pT [8]. While its magni-
tude changes, the suppression pattern itself is remarkably
similar at all centralities suggesting that the bulk RAA

(integrated over the azimuthal angle) is sensitive only to
the Npart but not to the specific geometry. Consequently,
study of the pT-integrated RAA vs. centrality is instruc-
tive.

Figure 4 shows the integrated nuclear modification fac-
tor (pT>5GeV/c, and pT>10GeV/c) for π0s as a func-
tion of centrality, with the last two points indicating over-
lapping 0-10% and 0-5% bins. In both cases the sup-
pression increases monotonically with Npart without any
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Therefore, when combining their results, the total error is
reduced in the weighted average of the two independent
measurements. The final systematic uncertainties (one
standard deviation) on the spectra are shown in Table I.
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The left panel of Figure 1 shows the π0 invariant yield
spectra for all centralities as well as minimum bias, com-
bined from the independent PbSc and PbGl measure-
ments. In the overlap region the results are consistent
with those published earlier [16] while the errors are re-
duced by a factor of 2 to 2.5. The right panel shows
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one at three centralities. The spectra are quite sim-
ilar at all centralities: when fitting pT>5GeV/c with
a power law function (∝ pn

T), the exponents vary from
n = −8.00± 0.12 in 0-5% to n = −8.06± 0.08 in the 80-
92% (most peripheral) bin. Note that n = −8.22±0.09 in
p+p collisions. The errors are combined statistical errors
and systematic uncertainties.

To quantify the comparison of spectra in heavy ion and
p+p collisions, the nuclear modification factor (RAA)

RAA =
1/NevtdN/dydpT

⟨TAB⟩ dσpp/dydpT

is used where σpp is the production cross section of the
particle in p+p collisions, and ⟨TAB⟩ is the nuclear thick-
ness function averaged over a range of impact parame-
ters for the given centrality, calculated within a Glauber
model [14]. Figure 2 shows RAA for π0 at different cen-
tralities, the 0-5% bin is shown on Figure 3. The ref-
erence p+p yield was obtained from the 2005 (Run-5)
RHIC p+p measurement [18].

RAA reaches ∼0.2 in 0-10% centrality at pT>5GeV/c
with very little (if any) pT dependence. This trend is
compatible with most current energy loss models but
not with a semi-opaque medium assumption, where RAA

would decrease with increasing pT [8]. While its magni-
tude changes, the suppression pattern itself is remarkably
similar at all centralities suggesting that the bulk RAA

(integrated over the azimuthal angle) is sensitive only to
the Npart but not to the specific geometry. Consequently,
study of the pT-integrated RAA vs. centrality is instruc-
tive.

Figure 4 shows the integrated nuclear modification fac-
tor (pT>5GeV/c, and pT>10GeV/c) for π0s as a func-
tion of centrality, with the last two points indicating over-
lapping 0-10% and 0-5% bins. In both cases the sup-
pression increases monotonically with Npart without any
sign of saturation, suggesting that larger colliding sys-
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Figure 3: Left: Inclusive jet cross-section in pp collisions as a function of jet pT in di�erent |y | intervals scaled by
successive powers of 102. Right: Per-event inclusive jet yield in Pb+Pb collisions normalised by hTAAi as a function
of jet pT in di�erent centrality intervals scaled by successive powers of 102. The solid lines represent central values
of pp cross-section for the same rapidity selection scaled by the same factors to allow a comparison with the Pb+Pb
data at di�erent centralities. The error bars represent statistical uncertainties, shaded boxes represent systematic
uncertainties.

pT = 100 GeV, and is observed to grow slowly (quenching decreases) with increasing jet pT, reaching a
value of 0.6 for jets with pT around 800 GeV.

The RAA value observed for jets with |y | < 2.1 is compared with the previous measurement at psNN =

2.76 TeV [9]. This is shown for the 0–10% and 30–40% centrality intervals in Figure 5. The two
measurements are observed to agree within their uncertainties in the overlapping pT region. The apparent
reduction of the size of systematic uncertainties in the new measurement is driven by collecting the pp
and Pb+Pb data during the same LHC running period.

The hNparti dependence of RAA is shown in Figure 6 for jets with |y | < 2.8 and for two representative
pT intervals: 100 < pT < 126 GeV and 200 < pT < 251 GeV. The open boxes around the data points
represent the bin-wise correlated systematic uncertainties which include also the uncertainty of hTAAi. A
smooth evolution of RAA is observed, with the largest values of RAA in the most peripheral collisions and
the smallest values of RAA in the most central collisions. The magnitude of RAA is observed to be larger
for all hNparti values for jets in higher pT interval.

The rapidity dependence of RAA is shown in Figure 7 as the ratio of RAA to its value measured for |y | < 0.3.
This representation was chosen because all systematic uncertainties largely cancel out in the ratio. The
distributions are reported in intervals of increasing values of pT in the four panels. The ratio is constant
in rapidity at lower pT. As the pT increases, the value of RAA starts to decrease with rapidity and the
decrease is most significant in the highest pT interval of 316–562 GeV. In this pT interval, the value of
the RAA ratio is 0.83 ± 0.07 and 0.68 ± 0.13 in the rapidity regions of |y | = 1.2–2.8 and |y | = 1.6–2.8,

9

reconstructed calorimeter jets

same data, same experiment, 4x higher pT range from reconstructed jets 
additionally, measurements of the structure of jets provide additional information

ATLAS-CONF-2017-012 PLB 790 (2019) 108



HI collisions are a challenging place to measure jets

• an R = 0.4 cone in a PbPb collision at 5 TeV has up to 150 GeV of 
energy from the underlying event (UE) which has to be subtracted 

• UE to subtract goes as R2 (see C. McGinn CMS at Quark Matter 2018) 
• ATLAS uses an iterative procedure to estimate the UE; ALICE and CMS 

use Constituent Subtraction
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fluctuations in the UE can 
mimmic jets at lower pT 

in ATLAS jet measurements in 
central collisions start at 

~100 GeV



jet performance

• Jet Energy Scale: ~1% centrality dependence above 100 GeV 
• Jet Energy Resolution: degraded in central collisions due to 

underlying event fluctuations
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Figure 1: The left panel shows the JES as a function of ptruth
T and the right panel shows the JER as a function of ptruth

T
in MC samples. Both are for jets with |y | < 2.8. The curves in the right panel show fits to Eq. (1) for pp, and Pb+Pb
in eight centrality intervals (0–10%, 10–20%, 20–30%, 30–40%, 40–50%, 50–60%, 60–70%, and 70–80%).

The JER is largest in the more central collisions, as expected from stronger fluctuations of the transverse
energy in the UE. The JER is about 16% for pT = 100 GeV in central collisions and decreases with
increasing pT to 5–6% for jets with pT greater than 500 GeV. The parameters a and c in the fit are found
to be independent of centrality while the values of b are consistent with the expected magnitude of UE
fluctuations.

The jet cross-section in pp collisions, jet yields and RAA in Pb+Pb collisions are measured in the following
absolute rapidity ranges: 0–0.3, 0.3–0.8, 0.8–1.2, 1.2–1.6, 1.6–2.1, 2.1–2.8, and two inclusive intervals,
0–2.1 and 0–2.8. The interval of 0–2.1 is used to make comparisons with the measurement of RAA atp

sNN = 2.76 TeV [9]. The more forward region (|y | > 2.8) is not included in the study due to deterioration
of the jet reconstruction performance. In peripheral collisions and pp collisions, results are reported for
pT > 50 GeV and pT > 40 GeV, respectively. In mid-central collisions and central collisions, results are
reported for pT > 80 GeV and pT > 100 GeV, respectively. A higher value of the minimum jet pT in more
central Pb+Pb collisions, compared to peripheral or pp collisions, was used to reduce the contribution of
jets reconstructed from fluctuations of the underlying events (“UE jets”). These UE jets were removed
by considering the charged-particle tracks with ptrk

T > 4 GeV within �R = 0.4 of the jet and requiring
a minimum value of

Õ
ptrk

T . A threshold of
Õ

ptrk
T = 8 GeV is used throughout the analysis. Thresholds

of
Õ

ptrk
T ranging from 5 to 12 GeV were found to change RAA by much less than 1% in the considered

kinematic region.

The jet pT spectra are unfolded using the iterative Bayesian unfolding method [43] from the RooUnfold
software package [44], which accounts for bin migration due to the jet energy response. The response
matrices used as the input to the unfolding are built from generator-level (truth) jets that are matched to
reconstructed jets in the simulation. The unmatched truth jets are incorporated as an ine�ciency corrected
for after the unfolding. The response matrices were generated separately for pp and Pb+Pb collisions and
for each rapidity and centrality interval. To better represent the data, the response was reweighted along
the truth-jet axis by a data-to-MC ratio. The number of iterations in the unfolding was chosen so that
the result is stable when changing the number of iterations by one. Three iterations were used for pp
collisions while four iterations were used in all the centrality and rapidity intervals for Pb+Pb collisions.
The unfolding procedure was tested by performing a refolding, where the unfolded results were convolved
with the response matrix, and compared with the input spectra. The unfolding procedure was found to
produce stable results.
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Figure 4: Upper panel: The RAA values as a function of jet pT for jets with |y | < 2.8 for four centrality intervals
(0–10%, 20–30%, 40–50%, 60–70%). Bottom panel: The RAA values as a function of jet pT for jets with |y | < 2.8
for four other centrality intervals (10–20%, 30–40%, 50–60%, 70–80%). The error bars represent statistical
uncertainties, the shaded boxes around the data points represent bin-wise correlated systematic uncertainties. The
coloured and grey shaded boxes at RAA = 1 represent fractional hTAAi and pp luminosity uncertainties, respectively,
which both a�ect the overall normalisation of the result. The horizontal size of error boxes represents the width of
the pT interval.
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jet counting

• fewer jets when there is more QGP 

• jets shift downward in momentum → “jet quenching” 

• quenching ~independent of jet momentum out to TeV scale jets
 40
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Figure 3: Left: Inclusive jet cross-section in pp collisions as a function of jet pT in di�erent |y | intervals scaled by
successive powers of 102. Right: Per-event inclusive jet yield in Pb+Pb collisions normalised by hTAAi as a function
of jet pT in di�erent centrality intervals scaled by successive powers of 102. The solid lines represent central values
of pp cross-section for the same rapidity selection scaled by the same factors to allow a comparison with the Pb+Pb
data at di�erent centralities. The error bars represent statistical uncertainties, shaded boxes represent systematic
uncertainties.

pT = 100 GeV, and is observed to grow slowly (quenching decreases) with increasing jet pT, reaching a
value of 0.6 for jets with pT around 800 GeV.

The RAA value observed for jets with |y | < 2.1 is compared with the previous measurement at psNN =

2.76 TeV [9]. This is shown for the 0–10% and 30–40% centrality intervals in Figure 5. The two
measurements are observed to agree within their uncertainties in the overlapping pT region. The apparent
reduction of the size of systematic uncertainties in the new measurement is driven by collecting the pp
and Pb+Pb data during the same LHC running period.

The hNparti dependence of RAA is shown in Figure 6 for jets with |y | < 2.8 and for two representative
pT intervals: 100 < pT < 126 GeV and 200 < pT < 251 GeV. The open boxes around the data points
represent the bin-wise correlated systematic uncertainties which include also the uncertainty of hTAAi. A
smooth evolution of RAA is observed, with the largest values of RAA in the most peripheral collisions and
the smallest values of RAA in the most central collisions. The magnitude of RAA is observed to be larger
for all hNparti values for jets in higher pT interval.

The rapidity dependence of RAA is shown in Figure 7 as the ratio of RAA to its value measured for |y | < 0.3.
This representation was chosen because all systematic uncertainties largely cancel out in the ratio. The
distributions are reported in intervals of increasing values of pT in the four panels. The ratio is constant
in rapidity at lower pT. As the pT increases, the value of RAA starts to decrease with rapidity and the
decrease is most significant in the highest pT interval of 316–562 GeV. In this pT interval, the value of
the RAA ratio is 0.83 ± 0.07 and 0.68 ± 0.13 in the rapidity regions of |y | = 1.2–2.8 and |y | = 1.6–2.8,

9

jet rates
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Figure 4: Upper panel: The RAA values as a function of jet pT for jets with |y | < 2.8 for four centrality intervals
(0–10%, 20–30%, 40–50%, 60–70%). Bottom panel: The RAA values as a function of jet pT for jets with |y | < 2.8
for four other centrality intervals (10–20%, 30–40%, 50–60%, 70–80%). The error bars represent statistical
uncertainties, the shaded boxes around the data points represent bin-wise correlated systematic uncertainties. The
coloured and grey shaded boxes at RAA = 1 represent fractional hTAAi and pp luminosity uncertainties, respectively,
which both a�ect the overall normalisation of the result. The horizontal size of error boxes represents the width of
the pT interval.
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jet counting
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Figure 3: Charged-particle RAA measured in six different centrality ranges at
p

sNN = 5.02 TeV
compared to results at

p
sNN = 2.76 TeV from CMS [11] (all centrality bins), ALICE [9] (in the

0–5% and 5–10% centrality ranges), and ATLAS [10] (in the 0–5% centrality range). The yellow
boxes represents the systematic uncertainty of the 5.02 TeV CMS points.

The measured nuclear modification factors for primary charged particles in PbPb collisions are
shown in Fig. 3. The error bars represent statistical uncertainties. The blue and gray boxes
around unity show the TAA and pp luminosity uncertainties, respectively, while the yellow
band represents the other systematic uncertainties as discussed in Section 5. The RAA distri-
butions show a characteristic suppression pattern over most of the pT range measured, having
local maxima at about a pT of 2 GeV and local minima at around 7 GeV. These features are

RAA values are related to the strength of jet quenching, but are not a 
direct measure



beware of ratios!
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how much energy does the jet lose?
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3

FIG. 1. Density distributions and correlations of the param-

eters ✓ = [↵,�, �] in the jet energy loss distribution from

Bayesian fit to experimental data on single inclusive jet sup-

pression in 0-10% central Pb + Pb collisions at
p
s = 2.76

TeV.

parameters in the jet energy loss distribution from ex-
periment data. The process can be summarized as

P (✓|data) = P (✓)P (data|✓)
P (data)

, (9)

where P (✓|data) is the posterior distribution of param-
eters ✓ = [↵,�, �] given the experimental data, P (✓)
is the prior distribution of ✓, P (data|✓) is the Gaus-
sian likelihood between experimental data and the out-
put for any given set of parameters ✓ and P (data) =R
d✓P (✓)P (data|✓) is the evidence. Uncorrelated uncer-

tainties in experimental data are used in the evaluation
of the Gaussian likelihood. The MCMC [22] method is a
strategy for generating ✓, whose distribution mimics an
unnormalized probability distribution / P (✓)P (data|✓),
with importance sampling.
In this Letter, PyMC library [36, 37] is employed to

carry out the MCMC estimation of the parameters for
the jet energy loss distribution with Metropolis-Hastings
random walk in the parameter space. The maximum a
posterior (MAP) method is used first in PyMC to get
a fast estimation of the parameters ✓. The estimated
values are fed as the initial guess of these parameters in
MCMC to sample 16 ⇥ 106 sets in the parameter space.
The first 8⇥ 106 samples are treated as burn-in samples
which are not used in the final statistics.
Jet energy loss distributions.–The experimental data used
for the Bayesian analyses in this study are from ATLAS

FIG. 2. (Top) Bayesian fits to RAA for single inclusive jets

[38, 39], (middle) the extracted average jet energy loss h�pT i
as a function of the initial jet energy and (bottom) energy loss

distributions WAA(x = �pT /h�pT i) in Pb+ Pb collisions at

two LHC energies with di↵erent centralities. Blue lines with

solid circles are mean averages from MCMC Bayesian fits and

light blue lines are results with one sigma deviation from the

average fits of RAA. Red lines are from LBT simulations.

for single inclusive jet spectra [38, 39] and CMS for �-
triggered jet spectra [40–42] in p + p and Pb + Pb colli-
sions at

p
s = 2.76 and 5.02 TeV. The jet spectra in p+p

collisions beyond the experimental pT range are provided
by PYTHIA simulations [43]. A uniform prior distribu-
tion P (✓) in the region [↵,�, �] 2 [(0, 10), (0, 10), (0, 1)] is
used for the Bayesian analyses. We have also tried nor-
mal prior distributions with model-motivated means and
large variances. The results remain the same as that with
uniform prior distributions. We check the convergence of
the analyses by examining the density distributions and
pair correlations of the parameters, as shown in Fig. 1, for
example for the fit to RAA for single inclusive jet spectra
in 0-10% Pb + Pb collisions at

p
s = 2.76 TeV. Clearly,

the three parameters in the jet energy loss distributions
from the Bayesian fits are strongly correlated.
Shown in Fig. 2 are the final fits (top panel) to the

ATLAS data [38, 39] on RAA of single inclusive jets, the
extracted average jet energy loss h�pT i as a function of
the vacuum jet energy pT (middle panel) and energy loss
distributions WAA(x = �pT /h�pT i) (bottom panel) in
0-10% (left column), 20-30% (middle column) Pb+Pb atp
s = 2.76 TeV and 0-10% Pb+Pb collisions at

p
s = 5.02

TeV (right column). The blue lines with solid circles are
mean averages from the MCMC Bayesian fits and the
light blue lines are results with one sigma deviation from
the average fits of RAA. Similarly in Fig. 3, we show
the fits (top panel) to the CMS data [40–42] on medium-
modified �-jet spectra (1/N�)dNj�/dpT , the extracted
average jet energy loss as a function of the vacuum jet

PRL 122 252302 (2019)

Bayesian analysis suggests jets lose 10s of GeV based on RAA measurements 
does this agree with the total amount of lost momentum recovered outside the jet?



experimental tools

• change the parton flavor: light quarks/gluons/c and b quarks 
should each interact differently with the QGP 

• look inside the jet: how do the particles make up the jet 
differently in AA collisions compared to pp collisions? 

• what is around the jet?

 45

there is no one observable that provides the answers 
experimentally, we need to over-constrain theoretical models with 

systematic, differential data 

need theoretical models which can describe multiple observables, 
collision energies, collision systems, etc



measurement of fragmentation functions
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Jet axis

1 Introduction

Heavy ion collisions at the Large Hadron Collider (LHC) are performed in order to produce and study
the quark-gluon plasma (QGP), a phase of strongly interacting matter which emerges at very high energy
densities; a recent review can be found in Ref. [1]. Measurements of jets and the modifications to their
properties in heavy ion collisions are sensitive to the properties of the QGP. In order to quantify jet
modifications in heavy ion collisions, proton-proton (pp) collisions are often used as a reference system.
Using this reference, the rates of jet production are observed to be reduced in lead-lead (Pb+Pb) collisions
compared to expectations from the jet production cross section measured in pp interactions scaled by
the nuclear thickness function of Pb+Pb collisions [2, 3]. Charged particle longitudinal fragmentation
functions are also observed to be modified in Pb+Pb collisions compared to pp collisions [4, 5].

In addition to final state di↵erences, Pb+Pb collisions also di↵er from pp collisions in the initial state
due to the participation of the lead nucleus in the collision. Proton-nucleus collisions are used to pro-
vide measurements of modifications from pp collisions that would be present in the initial conditions of
Pb+Pb collisions as well. The inclusive jet production rate in proton-lead (p+Pb) collisions at 5.02 TeV
was measured [6–8] and found to have only small modifications after accounting for the partonic over-
lap in p+Pb compared to pp collisions. Measurements made at the Relativistic Heavy Ion Collider with
deuteron-gold collisions yield similar results [9]. At high pT, charged hadrons originate from the frag-
mentation of jets and provide a complementary observable to reconstructed jets. The CMS collaboration
observes a small excess in the charged particle spectrum measured in p+Pb for pT > 20 GeV compared
to pp collisions [10]. It is of great interest to measure the charged particle fragmentation functions in
p+Pb and pp collisions for di↵erent intervals of jet pT at the LHC to connect the jet and charged particle
results. These measurements are necessary to both determine modifications to jet fragmentation in p+Pb
collisions and to establish a reference for jet fragmentation measurements in Pb+Pb.

In this note, the jet momentum structure in pp and p+Pb collisions is studied using the distributions of
charged particles associated with jets which have a transverse momentum in the range 45–260 GeV. Jets
are reconstructed with the anti-kt algorithm [11] using a distance parameter R = 0.4. The association
is done via an angular matching �R < 0.41, where �R is the angular distance between the jet axis and
the charged particle position. Results on fragmentation functions are presented as a function of both,
the charged particle transverse momentum with respect to the beam direction, pT, and the longitudinal
momentum fraction with respect to the jet direction, z ⌘ pT cos�R / p

jet
T :

D(pT) ⌘ 1
Njet

dNch

dpT
, (1)

and
D(z) ⌘ 1

Njet

dNch

dz
, (2)

where Nch is the number of charged particles and Njet is the number of jets under consideration. The
D(pT) distributions are the transverse momentum spectra of charged particles within a jet without the

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y axis points
upward. Cylindrical coordinates (r,�) are used in the transverse plane, � being the azimuthal angle around the beam pipe.
The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). Angular distance is measured in units of

�R ⌘
q

(�⌘)2 + (��)2.

2

jet energy measurement is 
correlated with how the jet 

fragments!

and
D(pT) ⌘

1
Njet

dnch
dpT
,

where pjet
T is the transverse momentum of the jet, nch is the number of charged particles in the jet, Njet is the

number of jets under consideration, and �R =
p
(�⌘)2 + (��)2 with �⌘ and �� defined as the di�erences

between the jet axis and the charged-particle direction in pseudorapidity and azimuth,1 respectively. In
order to quantify di�erences between Pb+Pb and pp collisions at the same collision energy, the ratios of
the fragmentation functions are measured:

RD(z) ⌘
D(z)PbPb
D(z)pp

,

and
RD(pT) ⌘

D(pT)PbPb
D(pT)pp

.

Relative to jets in pp collisions, it was found in Ref. [13] that jets in Pb+Pb collisions have an excess of
particles with transverse momentum below 4 GeV and an excess of particles carrying a large fraction of
the jet transverse momentum. At intermediate charged-particle pT, there is a suppression of the charged-
particle yield. At the same time, an excess of low-pT particles is observed for particles in a wide region
around the jet cone [14, 15]. These observations may indicate that the energy lost by jets through the jet
quenching process is being transferred to soft particles within and around the jet [16, 17]; measurements
of these soft particles have the potential to constrain the models describing such processes. A possible
explanation for the enhancement of particles carrying a large fraction of the jet momentum is that it is
related to the gluon-initiated jets losing more energy than quark-initiated jets. This leads to a higher
quark-jet fraction in Pb+Pb collisions than in pp collisions. The change in flavor composition, combined
with the di�erent shapes of the quark and gluon fragmentation functions [18] then lead to the observed
excess.

Proton–nucleus collisions, which do not generate a large amount of QGP, are used to di�erentiate between
initial- and final-state e�ects due to the QGP formed in Pb+Pb collisions. Fragmentation functions in
p+Pb collisions show no evidence of modification when compared with those in pp collisions [19]. Thus,
any modifications observed in Pb+Pb collisions can be attributed to the presence of the QGP rather than
to e�ects arising from the presence of the large nucleus.

The rapidity dependence of jet observables in Pb+Pb collisions is of great interest, in part because at
fixed pjet

T the fraction of quark jets increases with increasing |yjet | (see, for example, Refs. [18, 20]).
This makes the rapidity dependence of jet observables potentially sensitive to the di�erent interactions of
quarks and gluons with the QGP. Previous measurements of the rapidity dependence of jet fragmentation
functions at psNN = 2.76 TeV in Pb+Pb collisions found a rapidity dependence of the fragmentation
function modification with limited significance [13].

In this paper, the fragmentation functions and the RD(z) and RD(pT) ratios are measured in Pb+Pb and pp
collisions at 5.02 TeV using 0.49 nb�1 of Pb+Pb collisions and 25 pb�1 of pp collisions collected in 2015.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis
points upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the
beam pipe. The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). The rapidity is defined as
y = 0.5 ln[(E + pz )/(E � pz )] where E and pz are the energy and the component of the momentum along the beam direction.
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1 Introduction

Ultra-relativistic nuclear collisions at the Large Hadron Collider (LHC) produce hot dense matter called
the quark–gluon plasma (QGP); recent reviews can be found in Refs. [1, 2]. Hard-scattering processes
occurring in these collisions produce jets which traverse and interact with the QGP. The study of modifi-
cations of jet rates and properties in heavy-ion collisions compared to pp collisions provides information
about the properties of the QGP.

The rates of jet production are observed to be reduced by approximately a factor of two in lead–lead
(Pb+Pb) collisions at LHC energies compared to expectations from the jet production cross-sections
measured in pp interactions scaled by the nuclear overlap function of Pb+Pb collisions [3–5]. Similarly,
back-to-back dijet [6–8] and photon–jet pairs [9] are observed to have unbalanced transverse momentum
in Pb+Pb collisions compared to pp collisions. These observations imply that some of the energy of the
parton showering process is transferred outside of the jet through its interaction with the QGP. This has
been termed “jet quenching”.

The distribution of particles within the jet are a�ected by this mechanism of energy loss. Several related
observables sensitive to the properties of the medium can be constructed. Measurements of the jet
shape [10] and the fragmentation functions were made in 2.76 TeV Pb+Pb collisions [11–13]. In Ref. [13],
jet fragmentation functions are measured as a function of both the charged-particle transverse momentum,
pT, and the charged-particle longitudinal momentum fraction relative to the jet,

z ⌘ pT cos�R / pjet
T . (1)

The fragmentation functions are defined as:

D(z) ⌘ 1
Njet

dnch
dz
,

2

Jet response 
versus fragmentation
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Figure 3: Ratios Dsub(z)/D(z) (left) and Dsub(pch
T )/D(pT) (right) for pp and 0–10% central Pb+Pb collisions for

126 < pjet
T < 158 GeV (top) and 251 < pjet

T < 316 GeV (bottom) for |yjet | < 2.1. The error bars show the statistical
uncertainties and the boxes show the systematic uncertainties in the unfolding procedure.

to the unfolded D(z) and D(pT) distributions are shown in Figure 3 for pp collisions and 0–10% central
Pb+Pb collisions. The magnitude of the unfolding e�ect varies as a function of pjet

T , pch
T , and centrality.

The e�ect of the unfolding is similar in pp and Pb+Pb collisions at low z and pT, but for higher-momentum
particles within the jet, the e�ect of the unfolding in pp and Pb+Pb collisions di�ers by up to 25% between
the two collision systems for 126 < pjet

T < 158 GeV. This di�erence is due to UE fluctuations, which
lead to poorer jet energy resolution in Pb+Pb collisions than in pp collisions. With increasing pjet

T , the
e�ect of UE fluctuations decreases; for 251 < pjet

T < 316 GeV the e�ect of the unfolding is similar in
Pb+Pb and pp collisions at all value of z and pT. The e�ect of the unfolding is larger at high z and pT
due to the steepness of the fragmentation function near z = 1. The shaded boxes in Figure 3 show the
size of systematic uncertainties associated with the unfolding which originate from the sensitivity of the
unfolding to the shape of input MC distributions, as described in the next section.

6 Systematic uncertainties

The following sources of systematic uncertainty are considered: the jet energy scale (JES), the jet energy
resolution (JER), the sensitivity of the unfolding to the prior, the residual non-closure of the analysis
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Figure 3: Ratios Dsub(z)/D(z) (left) and Dsub(pch
T )/D(pT) (right) for pp and 0–10% central Pb+Pb collisions for

126 < pjet
T < 158 GeV (top) and 251 < pjet

T < 316 GeV (bottom) for |yjet | < 2.1. The error bars show the statistical
uncertainties and the boxes show the systematic uncertainties in the unfolding procedure.

to the unfolded D(z) and D(pT) distributions are shown in Figure 3 for pp collisions and 0–10% central
Pb+Pb collisions. The magnitude of the unfolding e�ect varies as a function of pjet

T , pch
T , and centrality.

The e�ect of the unfolding is similar in pp and Pb+Pb collisions at low z and pT, but for higher-momentum
particles within the jet, the e�ect of the unfolding in pp and Pb+Pb collisions di�ers by up to 25% between
the two collision systems for 126 < pjet

T < 158 GeV. This di�erence is due to UE fluctuations, which
lead to poorer jet energy resolution in Pb+Pb collisions than in pp collisions. With increasing pjet

T , the
e�ect of UE fluctuations decreases; for 251 < pjet

T < 316 GeV the e�ect of the unfolding is similar in
Pb+Pb and pp collisions at all value of z and pT. The e�ect of the unfolding is larger at high z and pT
due to the steepness of the fragmentation function near z = 1. The shaded boxes in Figure 3 show the
size of systematic uncertainties associated with the unfolding which originate from the sensitivity of the
unfolding to the shape of input MC distributions, as described in the next section.

6 Systematic uncertainties

The following sources of systematic uncertainty are considered: the jet energy scale (JES), the jet energy
resolution (JER), the sensitivity of the unfolding to the prior, the residual non-closure of the analysis
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while the shaded bands indicate systematic uncertainties. In most cases, the statistical uncertainties are smaller than
the marker size.
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to make sense of these, take ratios to the same quantity in pp collisions

and
D(pT) ⌘

1
Njet

dnch
dpT
,

where pjet
T is the transverse momentum of the jet, nch is the number of charged particles in the jet, Njet is the

number of jets under consideration, and �R =
p
(�⌘)2 + (��)2 with �⌘ and �� defined as the di�erences

between the jet axis and the charged-particle direction in pseudorapidity and azimuth,1 respectively. In
order to quantify di�erences between Pb+Pb and pp collisions at the same collision energy, the ratios of
the fragmentation functions are measured:

RD(z) ⌘
D(z)PbPb
D(z)pp

,

and
RD(pT) ⌘

D(pT)PbPb
D(pT)pp

.

Relative to jets in pp collisions, it was found in Ref. [13] that jets in Pb+Pb collisions have an excess of
particles with transverse momentum below 4 GeV and an excess of particles carrying a large fraction of
the jet transverse momentum. At intermediate charged-particle pT, there is a suppression of the charged-
particle yield. At the same time, an excess of low-pT particles is observed for particles in a wide region
around the jet cone [14, 15]. These observations may indicate that the energy lost by jets through the jet
quenching process is being transferred to soft particles within and around the jet [16, 17]; measurements
of these soft particles have the potential to constrain the models describing such processes. A possible
explanation for the enhancement of particles carrying a large fraction of the jet momentum is that it is
related to the gluon-initiated jets losing more energy than quark-initiated jets. This leads to a higher
quark-jet fraction in Pb+Pb collisions than in pp collisions. The change in flavor composition, combined
with the di�erent shapes of the quark and gluon fragmentation functions [18] then lead to the observed
excess.

Proton–nucleus collisions, which do not generate a large amount of QGP, are used to di�erentiate between
initial- and final-state e�ects due to the QGP formed in Pb+Pb collisions. Fragmentation functions in
p+Pb collisions show no evidence of modification when compared with those in pp collisions [19]. Thus,
any modifications observed in Pb+Pb collisions can be attributed to the presence of the QGP rather than
to e�ects arising from the presence of the large nucleus.

The rapidity dependence of jet observables in Pb+Pb collisions is of great interest, in part because at
fixed pjet

T the fraction of quark jets increases with increasing |yjet | (see, for example, Refs. [18, 20]).
This makes the rapidity dependence of jet observables potentially sensitive to the di�erent interactions of
quarks and gluons with the QGP. Previous measurements of the rapidity dependence of jet fragmentation
functions at psNN = 2.76 TeV in Pb+Pb collisions found a rapidity dependence of the fragmentation
function modification with limited significance [13].

In this paper, the fragmentation functions and the RD(z) and RD(pT) ratios are measured in Pb+Pb and pp
collisions at 5.02 TeV using 0.49 nb�1 of Pb+Pb collisions and 25 pb�1 of pp collisions collected in 2015.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the
detector and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis
points upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the
beam pipe. The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). The rapidity is defined as
y = 0.5 ln[(E + pz )/(E � pz )] where E and pz are the energy and the component of the momentum along the beam direction.
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1 Introduction

Ultra-relativistic nuclear collisions at the Large Hadron Collider (LHC) produce hot dense matter called
the quark–gluon plasma (QGP); recent reviews can be found in Refs. [1, 2]. Hard-scattering processes
occurring in these collisions produce jets which traverse and interact with the QGP. The study of modifi-
cations of jet rates and properties in heavy-ion collisions compared to pp collisions provides information
about the properties of the QGP.

The rates of jet production are observed to be reduced by approximately a factor of two in lead–lead
(Pb+Pb) collisions at LHC energies compared to expectations from the jet production cross-sections
measured in pp interactions scaled by the nuclear overlap function of Pb+Pb collisions [3–5]. Similarly,
back-to-back dijet [6–8] and photon–jet pairs [9] are observed to have unbalanced transverse momentum
in Pb+Pb collisions compared to pp collisions. These observations imply that some of the energy of the
parton showering process is transferred outside of the jet through its interaction with the QGP. This has
been termed “jet quenching”.

The distribution of particles within the jet are a�ected by this mechanism of energy loss. Several related
observables sensitive to the properties of the medium can be constructed. Measurements of the jet
shape [10] and the fragmentation functions were made in 2.76 TeV Pb+Pb collisions [11–13]. In Ref. [13],
jet fragmentation functions are measured as a function of both the charged-particle transverse momentum,
pT, and the charged-particle longitudinal momentum fraction relative to the jet,

z ⌘ pT cos�R / pjet
T . (1)

The fragmentation functions are defined as:

D(z) ⌘ 1
Njet

dnch
dz
,

2
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these particles are not 
inside the jet cone

Δr = Δη2 + Δϕ2

distance between the jet axis and the particle
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FIG. 1: Comparison of the NLO calculation to STAR exper-
imental data [11] on the inclusive jet cross section for R=0.4
(top panel). The variation of the jet cross section with the
cone size R for ET = 10, 40 GeV around midrapidity at RHIC
is also shown (bottom panel).

calculations to O(α3
s) with the goal of providing accu-

rate predictions for comparison to data. For example,
Rsep = 2 yields a midpoint cone algorithm and Rsep = 1
corresponds to the kT algorithm [2, 10]. R is the cone
size or parton separation parameter, respectively.

In the top panel of Fig. 1 we show a comparison of
the NLO calculation [9] of the inclusive jet cross sec-
tion at

√
s = 200 GeV p+p collisions at RHIC to

the STAR experimental measurement which uses a mid-
point cone algorithm [11] in the pseudorapidity range
0.2 ≤ η ≤ 0.8. Very good agreement between data and
theory is achieved with a standard choice for the renor-
malization and factorization scales µR = µf = ET . Vari-
ation of these scales within (ET /2, 2ET ) leads to less than
(+10%,−20%) variation of the jet cross section. The
bottom panel of Fig. 1 illustrates the significant depen-
dence of dσjet/dydET on the cone size R, which, even in
p+p reactions, can exceed a factor of two. Analytically,
the ln(R/R0) scaling of the cross section can be under-
stood from the 1/r angular behavior of the perturbative
QCD splitting kernel. Further insight into the underly-
ing parton dynamics can be gained by examining the jet
sub-structure, often characterized by the differential jet
shape:

ψ(r, R) =
d

dr

{ ∑

i ETiθ(r −Ri,jet)
∑

i ETiθ(R−Ri,jet)

}

. (3)

In Eq. (3) i stands for the sum over all particles in this

jet and
∫ R

0 ψ(r, R)dr = 1. Analytically, jet shapes can be

evaluated as follows [4, 10]:

ψvac.(r, R) = ψcoll(r, R) (PSudakov(r, R)− 1) + ψLO(r, R)

+ψi,LO(r, R) + ψPC(r, R) + ψi,PC(r, R) . (4)

In Eq. (4) the first term represents the contribution from
the Sudakov-resummed small-angle parton splitting; the
second and third terms give the leading-order final-
state and initial-state contributions, respectively; the
last two terms come from power corrections ∝ Q0/ET ,
Q0 ≃ 2 − 3 GeV, when one integrates over the Landau
pole in the modified leading logarithmic approximation
(MLLA). This approach was shown to provide a very
good description of the differential intra-jet energy flow
at the Tevatron [4], as measured by CDF II [12]. Thus,
reliable predictions for the jet sub-structure in p+p re-
actions at RHIC can be obtained and used as a base-
line to study the distortion of jet shapes in more com-
plex systems, such as p+A and A+A. An example of
ψvac.(r, R = 0.4) for a quark jet of ET = 30 GeV is
shown in Fig. 2.
When compared to a parton shower in the vacuum, the

medium-induced quark and gluon splittings have notice-
ably different angular and lightcone momentum fraction
dependencies [4, 13]. In particular, for energetic partons
propagating in hot and dense QCD matter, the origin of
the coherent suppression of their radiative energy loss,
known as the Landau-Pomeranchuk-Migdal effect, can
be traced to the cancellation of the collinear radiation at
r < mD/⟨ω(mD,λg, ET ) ⟩ [13]. Here, the Debye screen-
ing scale mD = gT

√

1 +Nf/6 and ⟨ω ⟩ ≃ few GeV.
Thus, the medium-induced component of the jet, which
is given by the properly normalized gluon bremsstrahlung
intensity spectrum ψmed(r, R) ∝ dIrad/dωdr within the
cone, has a characteristic large-angle distribution away
from the jet axis. This is illustrated in Fig. 2 for cen-
tral Au+Au and central Cu+Cu collisions at RHIC. We
emphasize that accurate numerical simulations, taking

FIG. 2: The differential jet shape in vacuum ψvac.(r,R) is
contrasted to the medium-induced contribution ψmed.(r,R)
by a ET = 30 GeV quark in Au+Au and Cu+Cu collisions
at

√
sNN = 200 GeV. The insert illustrates a method for

studying the characteristics of these parton showers.
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FIG. 4. (Color online) Left panel: Jet shape function for inclusive jets with pjetT > 100 GeV/c in central Pb+Pb and p+p
collisions at 2.76A TeV. Right panel: Nuclear modification factor for jet shape function for inclusive jets with pjetT > 100 GeV/c
in central Pb+Pb collisions. The solid and dashed lines are results for jets with and without hydro part. The dotted line is
Pythia simulation, and the turquoise triangles are data for p+p collisions (left panel). The black circles are data for Pb+Pb
collisions with the shaded boxes for the systematic uncertainties. Data are taken from CMS Collaboration [24].
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FIG. 5. (Color online) Jet shape function for single inclusive
jets with pjetT > 100 GeV/c in central Pb+Pb and p+p colli-
sions at 2.76A TeV. The solid and dashed lines are results for
jets with and without hydro part, and the dash-dotted line
shows the pure hydro part contribution. The dotted line is
Pythia simulation, and the turquoise triangles are data for
p+p collisions. The black circles are data for Pb+Pb collisions
with the shaded boxes indicating the systematic uncertainties.
Data are taken from CMS Collaboration [24].

di↵use to larger angles with respect to the jet axis.

To see more clearly the contribution from the hydro-
dynamic response part (jet-induced medium flow) to jet

broadening e↵ect, we show in Figure 5 the jet shape
function ⇢(r) for inclusive jets with an extended radial
distance 0 < r < 1. The trigger pT threshold for the
inclusive full jets is set to be p

jet

T > 100 GeV/c. Here

we still use p
jet

T defined by the jet-cone size R = 0.3
as the normalization factor for the jet shape function
at r > R = 0.3, to be consistent with the experimental
results from CMS Collaboration [24, 28]. The red solid
line shows the result for jets with both shower and hy-
dro parts, the orange dashed dotted solid line shows the
contribution from the hydro part, and the blue dashed
line shows the result for jet without hydro part. The
green dotted line shows the result from Pythia simula-
tion. As we can see, the shower part of jet shape function
is a deep falling function of r, while the energy (momen-
tum) from the hydrodynamic response part is a quite flat
distribution in a wide range of r. This is because the en-
ergy loss from the shower part is carried away by the jet-
induced flow which evolves with the medium and di↵uses
to large distances [89]. Compared to Pythia simulation,
the broadening of the shower part of the jet continues to
large r by the transverse momentum kicks and medium-
induced radiation, but the contribution from the hydro
part to the jet shape function is quite flat and finally dom-
inates over the shower part in the region with r > 0.5.

CMS Collaboration has recently measured the jet
shape functions with a wide range of r (up to r = 1)
for both leading and subleading jets in asymmetric dijet
events in Pb+Pb collisions at 2.76A TeV [24]. We also
perform the calculation for the jet shape functions in di-
jet events, and the comparison with CMS data is shown
in Figure 6. In the calculation, we chose dijet events

calculations suggest that the 
response of the liquid QGP in 
response to the jet can also add 

particles near to the jet

response of the QGP to the jet

1701.07951
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• idea: if the the jet is broadened, increasing R increases RAA
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Level of detail
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Full jet Large structure Constituent

illustration, Yi Chen
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how can we characterize the distribution of particles within a jet?
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jet mass in proton-proton collisions
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Figure 10. Normalised cross-sections as functions of mass of anti-kt jets with R = 1.0 in four
di↵erent pT bins.

10 Mean mass with multiple proton-proton interactions

The results presented so far have been for events containing only one pp interaction; how-

ever even in this early period of running, the data contain events with multiple simul-

taneous pp interactions (pile-up) [47]. These additional collisions are uncorrelated with

the hard-scattering process that typically triggers the event. They therefore present a

background of soft, di↵use radiation that o↵sets the energy measurement of jets and will

impact jet-shape and substructure measurements. It is essential that future studies involv-

ing jet-substructure variables, such as those investigated here, be able to understand and

correct for the e↵ects of pile-up. Methods to mitigate these e↵ects will be essential for jet

multiplicity and energy scale measurements.
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experimental question: how does RAA depend on m/pT?

Y. Mehtar-Tani QM2017

• How does a jet lose energy?  
• Need to account for fluctuations of energy loss due to 

fluctuation in the jet substructure  

7

Jet quenching and fluctuations
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 (ii) incoherently as multiple charges

Two limiting scenarios 

Y. Mehtar-Tani QM2017

• How does a jet lose energy?  
• Need to account for fluctuations of energy loss due to 

fluctuation of the jet substructure  

8

Jet quenching and fluctuations

pT =
�

i

pT i

R

 (i)  coherently as single color charge (parton) or 
 (ii) incoherently as multiple charges

Two limiting scenarios 

physics question: how are the parton showers resolved by the QGP?

drawings: Y. Mehtar-Tani

is there a transition from coherent to incoherent energy 
loss as the jet mass increases?

Casalderry-Solana, Mehtar-Tani, Salgado, Tywoniuk PLB 735 357 
Mehtar-Tani, Tywoniuk JHEP 1704 125
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First measurement of jet mass in Pb–Pb and p–Pb collisions ALICE Collaboration
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Fig. 1: Mass response using the area-based background subtraction method in the 10% most central
Pb–Pb collisions for background fluctuations only (black histogram), compared to the full response
including detector effects (red histogram), for anti-kT jets with resolution parameter R = 0.4. Msub
refers to the background-subtracted reconstructed jet mass while Mprobe is the jet mass of the embed-
ded probe. From top left to bottom right, each panel represent a pT,ch jet region, 40–60, 60–80, 80–100,
100–120 GeV/c.
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Figure 1: The mean (top) and the resolution (bottom) of m2/p2
T for pp collisions (left) and 0–10% Pb+Pb collisions

(right).

Bayesian method [36] from the RooUnfold software package [37]. This procedure removes the e�ects
of bin migrations due to the jet energy resolution, the jet mass resolution, and the jet mass scale. The
response matrices are made separately for pp collisions and for each centrality bin in Pb+Pb collisions. In
order to better match the data, the MC is reweighted so that its prior has a similar shape to the data. The
number of iterations in the unfolding is chosen to minimize the amplification of statistical fluctuations
and minimize the bias due to the choice of the prior in the unfolded distribution. For both pp and Pb+Pb
collisions, six iterations is found to be optimal. Figure 2 shows, as examples, the m/pT distribution before
and after unfolding for pp and 0–10% central Pb+Pb events.

6in both cases mass resolution is very sensitive to UE fluctuations

ALICE PLB 776 (2018) 249
ATLAS-CONF-2018-014

ALICE measurement: charged particles in charged particle jets 
ATLAS measurement: calorimeter towers in calorimeter jets
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no significant mass modification observed in PbPb collisions

First measurement of jet mass in Pb–Pb and p–Pb collisions ALICE Collaboration
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to PYTHIA and HERWIG simulations for three ranges of pT,ch jet. Statistical uncertainties in data are
smaller than the markers and in the models are smaller than the line width.
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energy loss. In JEWEL each scattering of the leading parton with constituents from the medium is
computed giving a microscopic description of the transport coefficient, q̂. By default, JEWEL does
not keep track of the momenta of the recoiling scattering centers (“recoil off”). This leads to a net
loss of energy and momentum out of the di-jet system, and is expected to mostly affect low-pT-particle
production. For the jet mass measurement, low-momentum fragments are important, so JEWEL was
also run in the mode in which it keeps track of the scattering centers (“recoil on”). In that mode, more
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First measurement of jet mass in Pb–Pb and p–Pb collisions ALICE Collaboration
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energy loss. In JEWEL each scattering of the leading parton with constituents from the medium is
computed giving a microscopic description of the transport coefficient, q̂. By default, JEWEL does
not keep track of the momenta of the recoiling scattering centers (“recoil off”). This leads to a net
loss of energy and momentum out of the di-jet system, and is expected to mostly affect low-pT-particle
production. For the jet mass measurement, low-momentum fragments are important, so JEWEL was
also run in the mode in which it keeps track of the scattering centers (“recoil on”). In that mode, more
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ALICE: mass from charged particles

PLB 776 (2018) 249 ATLAS-CONF-2018-014

ATLAS: mass from calorimeter towers

are we not looking in the right region?  are the measurements not sensitive enough?
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4

jet is discarded if the SD condition is never satisfied before only one constituent remains. This
constitutes less than 1% of the jets for the grooming parameter settings used in this analysis.
Once the SD condition is satisfied, the two subjets at that position in the angular-ordered tree
are used to compute the mass. Assuming that these last two constituents surviving the groom-
ing procedure are massless, the groomed jet mass (Mg) is calculated from their energies and
opening angle. The main variable used in this analysis is the groomed jet mass divided by the
ungroomed jet transverse momentum, Mg/p

jet
T . For this observable, the characteristic Sudakov

peak (caused by the evolution of the shower) stays the same as p
jet
T is varied [20], which allows

the study for modification on mass without convoluting with the p
jet
T spectrum.

In this analysis, two sets of parameters are considered: zcut = 0.1 with b = 0.0, denoted as
(0.1, 0.0) SD setting, and zcut = 0.5 with b = 1.5, denoted as (0.5, 1.5) SD setting. The first
parameter set has the advantage of being largely insensitive to higher-order QCD corrections,
such as multiple emissions [20, 49], while the second one is preferred experimentally since it
reduces the impact from UE fluctuations by applying a stronger SD constraint for subjets with
larger opening angle, thereby focusing on the core of the jet.
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Figure 1: Groomed jet momentum fraction pT,g in pp (left) and the 10% most central PbPb
collisions (right) for jets with 140 < p

jet
T < 160 GeV and |hjet| < 1.3. The pp data are compared

to simulation using the PYTHIA event generator and the PbPb data are compared the the same
PYTHIA events embedded in PbPb events simulated with the HYDJET event generator. Vertical
lines indicate size of statistical uncertainty. The parameters used for the SD algorithm are zcut =
0.5, b = 1.5. The jets are selected based on the ungroomed jet transverse momentum.

If two subjets are very close to each other in the h � f plane, they cannot be distinctly resolved,
leading to a significant worsening of the mass resolution. To avoid unphysical modification of
the Mg/p

jet
T measurement, an additional selection on the subjet opening angle of DR12 > 0.1

is applied. For the 0–10% PbPb centrality bin, this DR12 requirement results in the rejection of
30% of the jets using the (0.1, 0.0) SD setting and 50% for the (0.5, 1.5) SD setting, due to a worse
subjet angular separation resolution when the UE is larger. Both fractions are well reproduced
by the simulation.

The groomed jet transverse momentum pT,g, divided by the ungroomed p
jet
T in data, is com-

pared to simulation at the reconstruction level in Fig. 1 for the (0.5, 1.5) SD setting. More energy
is removed in the 10% most central PbPb collisions than in pp events in both data and simula-

idea: remove low momentum parts of the jet in a controlled way 
(“soft-drop” algorithm)

groomed pT / original pT



jet grooming with soft drop

 60

8

50-80%

30-50%

10-30%

0-10%

PbPb
Smeared pp
 
 

0 0.1 0.2

T,jet
 / pgM

0

10
0

10
0

10
0

10

20

T,
je

t
 / 

p
g

d 
M

d 
N

 N1
 (5.02 TeV)-1 (5.02 TeV), pp 27.4 pb-1bµPbPb 404 

CMS | < 1.3
jet
η R = 0.4, |Tanti-k

 = 0.0β = 0.1, 
cut

Soft Drop z
 > 0.112RΔ

 < 180 GeV
T,jet

160 < p

50-80%

30-50%

10-30%

0-10%

Data
 
 
 

0 0.1 0.2

T,jet
 / pgM

0

2
0

2
0

2
0

2

4

6

Sm
ea

re
d 

pp
Pb

Pb

 (5.02 TeV)-1 (5.02 TeV), pp 27.4 pb-1bµPbPb 404 

CMS | < 1.3
jet
η R = 0.4, |Tanti-k

 = 0.0β = 0.1, 
cut

Soft Drop z
 > 0.112RΔ

 < 180 GeV
T,jet

160 < p

Figure 3: (left) The centrality dependence of Mg/p
jet
T , for PbPb events with 160 < p

jet
T <

180 GeV for the (0.1, 0.0) SD setting. Results are compared to the smeared pp spectra. (right)
The ratio of PbPb data over smeared pp data. The heights of the vertical lines (colored boxes)
indicate statistical (systematic) uncertainties. Statistical uncertainties are less than the marker
sizes in most bins.
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Figure 4: (left) The centrality dependence of Mg/p
jet
T , for PbPb events with 160 < p

jet
T <

180 GeV for the (0.5, 1.5) SD setting. Results are compared to the smeared pp spectra. (right)
The ratio of PbPb data over smeared pp data. The heights of the vertical lines (colored boxes)
indicate statistical (systematic) uncertainties. Statistical uncertainties are less than the marker
sizes in most bins.

As a consequence of the stronger grooming at large subjet opening angles, the result for the
(0.5, 1.5) SD setting probes potential modification of the core of the jet. On the contrary, in the
(0.1, 0.0) SD setting the grooming strength does not depend on the subjet opening angle and
therefore is sensitive to both the core and peripheral modifications. The comparison shows

1805.05145

not corrected for resolution and scale→shift as a function of centrality 
still, no mass dependent modifications
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the partons coming out of the hard scattering 
are: gluons, up, down, strange, charm, bottom 

or top quarks 

the parton-QGP interaction should depend on 
which type of partons we are looking at 



photon-jets
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dijets→both jets interact γ-jets→only the jet interacts

Wang & Huang PRL 77 (1996) 231

γ provides unmodified information 
about the hard scattering 



photon-jet balance
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8 4 Results and discussion
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Figure 2: The azimuthal correlation of photons and jets in five p
g
T intervals for 0–30% centrality

(top, full circles) and 30–100% centrality (bottom, full squares) PbPb collisions. The smeared
pp data (open symbols) are included for comparison. The vertical lines (bands) through the
points represent statistical (systematic) uncertainties.
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Figure 3: Distribution of xjg = p
jet
T /p

g
T in five p

g
T intervals for 0–30% centrality (top, full circles)

and 30–100% centrality (bottom, full squares) PbPb collisions. The smeared pp data (open
symbols) are included for comparison. The vertical lines (bands) through the points represent
statistical (systematic) uncertainties.

quoted uncertainties over the whole p
g
T interval probed in 30–100% centrality PbPb collisions

and in the region p
g
T < 60 GeV/c for 0–30% centrality PbPb collisions. At higher p

g
T in the more

central PbPb events, the hxjgi value is lower than in pp data.

With a jet pT threshold of 30 GeV/c, the average energy imbalance observed for the selected
photon+jet pairs likely underestimates the actual imbalance. Photon+jet pairs for which the
momentum of the associated jets fall below the jet pT threshold do not contribute to the hxjgi
value. To assess how the “missing” jets might affect the hxjgi results, the average number of
associated jets per photon passing the analysis selections, Rjg, is shown in Fig. 4 (bottom). In the
0–30% most central PbPb collisions, the value of Rjg is found to be lower than in the smeared

pp: different in each panel because it is smeared by the pT and centrality 
dependent additional resolutions effects to match PbPb collisions

PbPb: distributions shifted to lower xjγ—jet quenching
1711.097328
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photon pT: 100-158 GeV

ATLAS-CONF-2018-009
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Figure 6: Photon–jet pT balance distributions (1/N�)(dN/dxJ�) in pp events (blue, reproduced on all panels)
and Pb+Pb events (red) with each panel denoting a di�erent centrality selection. These panels show results with
p�T = 100–158 GeV. Total systematic uncertainties are shown as boxes, while statistical uncertainties are shown
with vertical bars.
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Figure 7: Photon–jet pT balance distributions (1/N�)(dN/dxJ�) in pp events (blue, reproduced on all panels)
and Pb+Pb events (red) with each panel denoting a di�erent centrality selection. These panels show results with
p�T = 158–200 GeV. Total systematic uncertainties are shown as boxes, while statistical uncertainties are shown
with vertical bars.
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Figure 6: Photon–jet pT balance distributions (1/N�)(dN/dxJ�) in pp events (blue, reproduced on all panels)
and Pb+Pb events (red) with each panel denoting a di�erent centrality selection. These panels show results with
p�T = 100–158 GeV. Total systematic uncertainties are shown as boxes, while statistical uncertainties are shown
with vertical bars.
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how we’d like to measure the QGP
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?QGP

what happens when we probe the QGP by different kinds of partons?



partons

• light quarks uds: small mass 
• gluons: massless, larger color charge than quarks 
• charm: 1.3 GeV mass 
• bottom: 4.2 GeV mass 
• temperature of the QGP: 400 MeV - 170 MeV

 68



quark / gluon fragmentation function
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Figure 6: (a) Corrected distributions of charged particle scaled energy, xE =E/E jet, for
40.1 GeV g incl. gluon jets and 45.6 GeV uds quark jets. (b) The ratio of the gluon to quark
jet xE distributions for 40.1 GeV jets. The total uncertainties are shown by vertical lines. The
experimental statistical uncertainties are indicated by small horizontal bars. (The uncertainties
are too small to be seen for the uds jets.) The predictions of various parton shower Monte Carlo
event generators are also shown. These data are tabulated in Table 2.
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Figure 3: Fragmentation function in pp events as a function of charged particle pT (left) or z (right). Results are
shown for the measured distribution for photon-tagged jets (black), the analogous generator-level distribution in
P����� 8 events (green), and for the measured distribution for inclusive jets in a similar jet pT range (red). The
shaded bands correspond to the total systematic uncertainties on the data.

and 0.49 nb�1 of Pb+Pb collision data at psNN = 5.02 TeV with the ATLAS detector at the LHC. The
kinematic selections are chosen to ensure a topology with a single leading jet with large quark jet fraction
for study. In pp collisions, the photon–tagged jet fragmentation functions are systematically harder than
those measured in data for inclusive jets, consistent with the expectation based on this flavor di�erence.
Furthermore, they are reasonably well described by event generator simulations. In Pb+Pb collisions, the
fragmentation pattern of photon–tagged jets is observed to be modified through interaction with the hot
nuclear medium. In 30–80% Pb+Pb events, the modification pattern and overall magnitude is consistent
with that for inclusive jets at a similar pT range. However, jets in photon–tagged events are systematically
more strongly modified in 0–30% Pb+Pb events, to a degree not observed in inclusive jets. Since previous
studies by ATLAS of the rapidity and pT-dependence of fragmentation function modification suggest
that the flavor-dependence of such e�ects is small, these di�erences may arise in part from the di�erent
initial jet pT distributions selected in each analysis. Thus these results raise interesting questions about
the interplay of the flavor and kinematic selection of jets with their overall energy loss and modification
in high-energy nucleus–nucleus collisions.
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structure of jets opposite photons in PbPb collisions
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Figure 3: Comparison of the ratio of �-tagged fragmentation function D(z) in central Pb+Pb events to pp events
with theoretical calculations (left). The mutual comparison between �-tagged and inclusive jet D(z) ratios in data to
each of these in the SCETG model is shown in the right panel. Shaded rectangles and vertical bars show the total
systematic and statistical uncertainties, respectively, in the data.

25 pb�1 of pp and 0.49 nb�1 of Pb+Pb collision data at 5.02 TeV, with the ATLAS detector at the LHC.
The kinematic selections result in events with a single leading jet, a large fraction of which are quark jets.
In pp collisions, the �-tagged jet fragmentation functions are systematically harder than those for inclusive
jets at similar pjet

T , consistent with the larger expected fraction of quark jets in �-tagged events. In 30–80%
centrality Pb+Pb events, �-tagged jets are observed to be modified through interaction with the medium,
with an overall pattern consistent with that for inclusive jets. However, jets in �-tagged events are modified
in 0–30% Pb+Pb events in a manner not observed for inclusive jets. The SCETG calculation describes this
key feature of the data. However, interpreting this observed di�erence is complicated by the di�erent jet
populations in the two cases. In Pb+Pb collisions, the inclusive jet population at fixed pjet

T is biased towards
jets which have lost the least amount of energy. This bias is largely avoided for �-tagged jets, which can be
selected based on the photon kinematics. Thus they may include jets that are more quenched on average
than inclusively selected jets.
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1

The quark-gluon plasma (QGP) [1], a deconfined state of quarks and gluons, can be created in
relativistic heavy ion collisions. It can be probed with energetic partons emerging from initial
hard scattering processes in the same collisions. The outgoing partons eventually fragment,
and each forms a jet of collimated particles that can be observed experimentally. The inter-
actions of the partons with the medium, and therefore the modification of the resulting jets,
can be related to the thermodynamical and transport properties of the traversed medium [2–7].
To better understand the dynamics of the QGP, it is important to explore the mechanisms by
which the partons lose energy to the medium, whether by radiation, scattering off its point-like
constituents, or by some other processes [8–12].

The CERN LHC collaborations have studied the medium-induced modifications of jets by mea-
suring the jet yield for a given transverse momentum (pT) [13–17] and jet substructure [18–29].
In these types of jet measurements, there is limited information on the initial energy of the
parton, i.e., before its interaction with the medium. On the other hand, by studying jets pro-
duced in association with an electroweak boson, such as a photon or a Z boson, whose pT can
be precisely measured, the initial parent parton pT can be tightly constrained, as electroweak
bosons do not interact strongly with the medium [30–32]. At LHC energies, these types of pro-
cesses have an additional advantage: jets associated with an electroweak boson are dominated
by quark jets for p

jet
T > 30 GeV/c [33], hence providing information specifically on quark en-

ergy loss, and therefore constraining the dependence of energy loss on parton (quark or gluon)
flavor [34, 35].

The CMS Collaboration has previously measured the azimuthal correlation and momentum
imbalance of isolated photon+jet pairs in proton-proton (pp) and lead-lead (PbPb) collisions
at nucleon-nucleon center-of-mass energies of

p
sNN = 2.76 and 5.02 TeV [36, 37], and of Z+jet

pairs at 5.02 TeV [38]. More recently, the fragmentation functions of jets tagged with an isolated
photon were measured [39]. A photon is considered isolated if the total transverse energy
of other particles in a cone of fixed radius around its direction is small after taking into ac-
count the underlying event (UE) contributions as explained in Refs. [37, 40]. This definition
suppresses dijet events in which a high-pT photon originates from one of the jets, either via
collinear fragmentation of a parton (“fragmentation photons”) or via decays of neutral mesons
(“decay photons”). The results showed that in central PbPb collisions there is an excess of
low-pT particles and a depletion of high-pT particles inside the jet cone. The jet fragmenta-
tion functions reflect the momentum distribution inside the parton shower in the longitudinal
direction, making it highly sensitive to the hadronization process [34]. A complementary ob-
servable for medium-induced modifications that features reduced sensitivity to hadronization
is the jet radial momentum density profile, i.e., the jet shape, which is a measure of the compo-
nent of the momentum transverse to the jet axis [41, 42]. Jet shape measurements so far were
done using inclusive jet [19, 28] or dijet samples [23].

This Letter reports the first measurement of the differential jet shape for jets associated with an
isolated photon. The differential jet shape r(r) is defined as

r(r) =
1
dr

Âjets Â
ra<r<rb

(p
trk
T /p

jet
T )

Âjets Â
0<r<rf

(p
trk
T /p

jet
T )

, (1)

where dr = rb � ra is the width of the annulus of inner and outer radii ra and rb with respect
to the jet axis, respectively, p

trk
T is the pT of tracks falling within each annulus of the jet with

p
jet
T , and r =

p
(hjet � htrk)2 + (fjet � ftrk)2 is the distance between the track and the jet axis

in pseudorapidity (h) and azimuthal angle (f) plane. The distribution is normalized such that
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Figure 1: Upper: The differential jet shape r(r) for jets associated with an isolated photon for
(from left to right) 50–100%, 30–50%, 10–30%, 0–10% PbPb (solid circles), and pp (open circles)
collisions and from PYTHIA simulation (histogram). Lower: The ratios of the PbPb and pp
distributions. For the pp results, the ratio is to the PYTHIA distribution. The vertical lines
through the points represent statistical uncertainties, while the shaded colored boxes indicate
the total systematic uncertainties in data.

100%) PbPb collisions is consistent with that in pp data, a modification of the jet shape in PbPb
collisions is observed in more central events. The 0–10% (10–30%) PbPb r(r) is enhanced for
the distance between the track and the jet axis r & 0.15 (0.20). No significant suppression is seen
at intermediate r. The modifications demonstrate that for hard scatterings that predominantly
produce quarks with similar momentum distributions in pp and PbPb collisions, as identified
by the photon tag, the jet momentum is distributed at greater radial distance in PbPb collisions.
This significant redistribution of energy observed in central PbPb collisions, compared with pp
and peripheral PbPb collisions, can be interpreted as a direct observation of jet broadening in
the quark-gluon plasma (QGP). This first measurement of radial momentum density profile
for jets tagged by an isolated photon, which constrains the information about the jet energy
before any loss occurred while traversing the QGP, constitutes a new unambiguous reference
for testing theoretical models of parton-medium interactions.
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b and c jets are especially interesting because their mass should suppress radiation in the 
QGP (Dokshitzer & Kharzeev Phys.Lett. B519 (2001) 199-206)
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tracking volume. The forward regions (2.9 < jηj < 5.2,
where η ¼ − ln½tanðθ=2Þ% and θ is the polar angle measured
with respect to the counterclockwise beam direction) are
instrumented with iron/quartz-fiber hadron forward calo-
rimeters (HF). Collision centrality, defined as a percentile
of the total inelastic nucleus-nucleus cross section, is
calculated using the sum of the HF transverse energy
[35]. A set of scintillator tiles, used for triggering and
beam-halo rejection, is mounted on the inner side of the
HF calorimeters. A more detailed description of the CMS
detector can be found in Ref. [36].
Jets are reconstructed from particle candidates obtained

from a particle-flow algorithm [37]. This algorithm
improves the resolution of jets, while reducing the parton
flavor dependence of the detector response as compared to
a purely calorimetric measurement. The anti-kT clustering
algorithm [38] is used, with a distance parameter of
R ¼ 0.3. Details of the jet reconstruction, resolution and
energy corrections may be found in Refs. [14,16,39]. The
underlying background of bulk particle production in PbPb
collisions is subtracted using the same method described in
Ref. [40]. Jet pT resolution effects are unfolded using an
iterative method [41], as implemented in the ROOUNFOLD

package [42].
The Monte Carlo simulations are performed using

PYTHIA 6.422 [43] with tune Z2 [44]. A parton flavor is
assigned to reconstructed jets by matching them in ΔR ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δη2 þ Δϕ2

p
to generator-level partons (ϕ is the azimuthal

angle measured in radians in the plane transverse to the
beams). If a bottom quark is found within ΔR < 0.3 then
the jet is considered to be a b jet, irrespective of any other
partons in the cone. This definition includes b quarks from
gluon splitting (g → bb̄), even if the splitting occurs late in
the parton shower (i.e., at low virtuality), consistent with

the theoretical treatment of heavy-flavor production in
Refs. [45,46]. We note that b jets from gluon splitting
comprise about 30–35% of the total b-jet cross section
according to PYTHIA simulations, although measurements
of b − b̄ angular correlations at 7 TeV indicate that the
contribution is somewhat larger [34]. Such jets are expected
to interact differently with the QGP than those from
primary b quarks [47]. To compare with PbPb data,
PYTHIA events are embedded into PbPb events produced
by the HYDJET generator (version 1.8) [48], which is tuned
to reproduce event properties, such as charged-hadron
multiplicity, pT spectra, and elliptic flow. The rate of
bottom-quark production per nucleon-nucleon interaction
in HYDJET was found to be consistent with theoretical
calculations for pp collisions based on Ref. [46].
Identification of b jets is based on kinematic variables

related to the relatively long lifetime and large mass of b
hadrons. Charged tracks of pT > 1 GeV=c within R < 0.3
from the jet axis are used to reconstruct secondary vertices
(SV) from b hadrons and/or subsequent c-hadron decays
from the b → c cascade, using an adaptive vertex fit [49].
The contribution of b jets is enhanced by requiring that SVs
are far enough from the primary vertex, using a selection on
the significance of the three-dimensional flight distance.
This selection is chosen to give a misidentification rate
of roughly 1% for light jets and 10% on charm-quark jets
(c jets), based on simulation. The corresponding b-tagging
efficiency is about 65% for pp and 45% for PbPb
collisions. The compatibility of the simulation with data
was verified by comparing basic distributions such as the
χ2 of the SV fit, the number of tracks per SV, and the
number of SVs per jet. Figure 1 (left) shows an example
comparison of the SV pT distribution. The shape of the
distribution is well described over the full pT range.
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FIG. 1 (color online). Left: Comparison of SV pT distribution between data and simulation for the same jet and event selections. The
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b-jets are suppressed above 50 GeV 
large uncertainties make it hard to 

discriminate between models
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D-meson tagged jets vs inclusive full jets (Pb-Pb)

à Suppression of full jets observed 
up to 130 GeV/c. 

à Similar suppression found for 
D0-tagged jets as for D0-mesons 
at lower pT.

33

B. Trzeciak, Tue 11:30

new data will help improve these measurements!
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jet summary

• fast partons provide a short distance scale probe of the QGP 
• key question is how QCD at high temperature gives rise to fluid 

behavior 
• measurements of particles, jets and jet structure provide 

sensitivity to how and where the energy the jet loses goes
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next: what happens when we look differentially at partons of different 
types (gluons, light quarks, charm, and bottom)?
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Volume 178, number 4 PHYSICS LETTERS B 9 October 1986 

J/c/SUPPRESSION BY QUARK-GLUON PLASMA FORMATION ~ 

T. MATSUI 
Center for Theoretical Physics, Laboratory for Nuclear Science, Massachusetts Institute of Technology, 
Cambridge, MA 02139, USA 

and 

H. SATZ 
Fakultiit J~r Physik, Universitdt Bielefeld, D-4800 Bielefeld, Fed. Rep. Germany 
and Physics Department, Brookhaven National Laboratory, Upton, NY 11973, USA 

Received 17 July 1986 

If high energy heavy ion collisions lead to the formation of a hot quark-gluon plasma, then colour screening prevents ce binding 
in the deconfined interior of  the interaction region. To study this effect, the temperature dependence of  the screening radius, as 
obtained from lattice QCD, is compared with the J/q/radius calculated in charmonium models. The feasibility to detect this effect 
clearly in the dilepton mass spectrum is examined. It is concluded that J/~, suppression in nuclear collisions should provide an 
unambiguous signature ofquark-gluon plasma formation. 

Statistical QCD predicts that strongly interacting 
matter should at sufficiently high density undergo a 
transition from hadronic matter to quark-gluon 
plasma ~ . It is hoped that energetic nuclear colli- 
sions will allow us to study this transition in the lab- 
oratory :2. The experimental detection of plasma 
formation thus becomes crucial: what observable sig- 
natures does the predicted new form of matter 
provide? 

Signatures proposed so far include ~3 real or virtual 
photons, the Pa- distribution of secondary hadrons, 
and the relative production rate of strange particles. 
Non-thermal processes as well as uncertainties in the 
plasma evolution do, however, lead to considerable 
ambiguity for the signals considered up to now. We 
want to present here another type of signature for 
plasma formation, which directly reflects deconfine- 
ment and appears to provide a rather clear and 
model-independent test. 

* This manuscript has been authored under contract number DE- 
AC02-76CH00016 with the US Department of Energy. 

:~ For a recent survey see ref. [ 1 ]. 
:2 Fora recent survey see ref. [2]. 
:3 For surveys see ref. [ 3 ]. 

416 

The basic mechanism for deconfinement in dense 
matter is the Debye screening of the quark colour 
charge [4]. When the screening radius rD becomes 
less than the binding radius rH of the quark system, 
i.e., less than the hadron radius, the confining force 
can no longer hold the quarks together and hence 
deconfinement sets in. We shall investigate here the 
effect of such a deconfining medium on the binding 
ofc  and e quarks into J/~u mesons. 
The temperature dependence of the colour screening 
radius was recently studied in SU (2) [ 5 ] and SU (3) 
[6] gauge theory. There, one considers the interac- 
tion of a static quark-antiquark system in a purely 
gluonic thermal environment. The absence of 
dynamical quarks does, of course, change the screen- 
ing phenomenon considerably [ 5 ]: since the quarks 
transform according to the fundamental representa- 
tion of the colour gauge group and the gluons accord- 
ing to the adjoint, the quark colour charge cannot be 
screened directly. Nevertheless, the quark interac- 
tion is mediated by gluons, and at high temperature 
the dominant contribution will come from the 
exchange of one gluon, made massive by gluonic col- 
our screening. Moreover, we expect that the intro- 

0370-2693/86/$ 03.50 © Elsevier Science Publishers B.V. 
(North-Holland Physics Publishing Division) 

PLB 178 416 (1986)
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Charmonium at LHC I

Interesting)observation)early)on)at)LHC:)suppression)weaker)than)at)RHIC

QUARKONIUM
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Figure 7: Results for v2 as a function of the transverse momentum of prompt J/ as measured by ATLAS in this
analysis compared with inclusive J/ with pT < 12 GeV as measured by ALICE at 5.02 TeV [4], and prompt J/ 
with pT in the range 4 < pT < 30 GeV by CMS at 2.76 TeV [5]. The statistical and systematic uncertainties are
shown using vertical error bars and boxes respectively.

5 Summary

This paper presents measurements of the elliptic flow harmonic coe�cients for J/ particles in the dimuon
decay channel in 0.42 nb�1 of Pb+Pb collisions recorded at psNN = 5.02 TeV with the ATLAS detector
at the LHC. Results are presented for prompt and non-prompt J/ as a function of transverse momentum,
rapidity and centrality. The measurement is performed in the J/ kinematic range 9 < pT < 30 GeV,
|y| < 2, and 0–60% centrality. The pseudo-proper decay time of the secondary vertex is used to separate
the prompt and non-prompt components of J/ production and both yields are analysed simultaneously
to properly assess the correlation between the two contributions.

A significant flow signal is found for prompt J/ , which decreases with increasing pT. With limited
statistical significance, it is found that non-prompt J/ v2 is consistent with a flat behaviour over the
studied pT range. At high pT, the prompt and non-prompt J/ v2 values are compatible within the
uncertainties. There is no evidence for a rapidity or centrality dependence for the prompt or non-prompt
case. This suggests a similar underlying process describing the propagation of su�ciently high pT charm
and bottom quarks through the medium. The idea is supported by the recent observation of J/ yield
suppression in Pb+Pb collisions by ATLAS, where a similar suppression pattern for prompt and non-
prompt J/ is observed at high pT. Additionally, this measurement covers the high pT range of J/ and
is found to be in a good agreement with previous reports, despite the di�erent beam energy and rapidity
selections.
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solution is to use bottomonia states: much less b-quark production → eliminates 
regeneration
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When forming a muon pair, the two reconstructed muon
candidates are required to match the dimuon trigger and to
originate from a common vertex with a χ2 probability larger
than 1%. The ϒ transverse momentum and rapidity ranges
studied in this analysis are pT < 30 GeV/c and jyj < 2.4.
The ϒ ratios are not affected by the small number of
additional collision vertices (pileup) present in the pp and
Pb-Pb samples.
Figure 1 shows the invariant mass distributions of

opposite-charge muon pairs for centrality-integrated Pb-Pb
collisions. The double ratios are computed from the signal
yields obtained independently from unbinned maximum
likelihood fits to the pp and Pb-Pb spectra. The analysis
of the ϒð2SÞ double ratio is performed in three pT bins, two
jyj bins, and nine centrality bins, while the ϒð3SÞ double
ratio is studied in four centrality bins. As a cross-check,
simultaneous fits of the two dimuon invariant mass distri-
butions, where the double ratios are directly extracted, were
also performed. The two procedures give consistent results.
The shape of each ϒ state is modeled with the sum of

two crystal ball functions [34], with parameters fixed from
MC simulation studies. The mass parameter of the ϒð1SÞ
resonance is left free to account for possible shifts in the
momentum scale of the reconstructed tracks, and is found
to be consistent between pp and Pb-Pb data. The masses of
the excited states are fixed to the ϒð1SÞ mass scaled by the
ratio of the world average mass values [35]. The systematic
uncertainty in the double ratio from the choice of signal
model is evaluated by testing two fit variations. One uses
the same function, but allowing all previously fixed
parameters to float one by one and propagating as sys-
tematic uncertainty the maximum observed deviations from
the double ratios obtained with the nominal signal model.

The second fit variation uses a sum of a crystal ball function
and Gaussian function as an alternative fit model. The total
uncertainties related to the signal model are determined by
summing in quadrature the two systematic components,
and are in the ranges 1%–10% and 9%–15% for the ϒð2SÞ
and ϒð3SÞ double ratios, respectively.
The background is modeled with an error function

multiplied by an exponential function as in Ref. [4], a
parametrization selected, in each analysis bin, through a
log-likelihood ratio test comparing several functional
forms, while fixing the signal parameters. For the two
highest pT bins in this analysis, using an exponential
without the error function provides the best fit. Possible
deviations in the results when choosing an alternative
background model, in the form of a fourth-order poly-
nomial, are studied using pseudoexperiments. For this
purpose, the nominal background and signal models are
used to generate pseudoinvariant mass distributions in each
bin of the analysis. These distributions are then fit with the
nominal model as well as using the alternative background
model. The average resulting differences between nominal
and alternative fit model are found to be in the 2%–15%
range for the ϒð2SÞ and ϒð3SÞ double ratios, respectively.
The signal and background model uncertainties are the
dominant sources of systematic uncertainty in this analysis.
Possible effects of noncancellation of reconstruction,

trigger, and muon identification efficiencies in the double
ratios are studied by comparing the results of simulations
using PYTHIA 8.209 [36] tune CUETP8M1 (for the low-
occupancy pp environment) with those obtained using
PYTHIA 8 embedded in HYDJET 1.9 [37] (for the high-
occupancy Pb-Pb data). The ϒ transverse momentum
distributions in the MC samples are reweighted to match
the signal pT spectra seen in data, since the reconstruction
efficiency depends on pT . The rapidity distributions in
simulation are consistent with those in data; hence, no
reweighting is applied as a function of y. The maximum
deviation from unity of the double ratio of efficiencies,
among all the analysis bins, was found to be 1.4%, a value
taken as a systematic uncertainty.
Acceptance corrections are not applied because they

are expected to cancel in the Pb-Pb over pp ratio for each
state. If, however, the ϒ meson acceptances were different
in pp and Pb-Pb because of physical effects, such as a
change in polarization or strong kinematical differences
from pp to Pb-Pb collisions within an analysis bin, these
would not cancel in the double ratio. The hypothesis that
such potential effects can be neglected is supported by the
absence of significant changes of theϒðnSÞ polarizations in
pp collisions as a function of event activity [38]. Moreover,
when studying the pT and jyj distributions in the pp and
Pb-Pb data samples, it is observed that they have similar
shapes. As in previous analyses [2–4,39,40], possible
differences in Pb-Pb and pp acceptances due to physical
effects are not considered as systematic uncertainties.
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FIG. 1. Measured dimuon invariant mass distribution in Pb-Pb
data. The total fit (solid blue line) and the background component
(dot-dashed blue line) are also shown, as are the individual
ϒð1SÞ, ϒð2SÞ, and ϒð3SÞ signal shapes (dotted gray lines). The
dashed red line represents the pp signal shape added to the Pb-Pb
background and normalized to the ϒð1SÞ mass peak in Pb-Pb.
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•  First measurement of Υ(1S) elliptic flow at forward rapidity from analysis of 2015 
and 2018 Pb-Pb datasets together.  

•  Υ(1S) v2 compatible with zero as well as with the small positive values predicted 
by available theoretical models 

•  KSU: path-length dependence of dissociation of initially created bottomonia 
•  TAMU: includes also possible formation via recombination 

•  Indication of lower v2 than inclusive J/ψ (2.6 σ) in 3 < pT < 15 GeV/c 

W. Shaikh 

Υ(1S) (non?) elliptic flow 

)c (GeV/
T

p
2 4 6 8 10

2v

0.05−

0

0.05

0.1

0.15

0.2
ψInclusive J/ , JHEP 02 (2019) 012

(1S), Preliminaryϒ

(1S), TAMU model, PRC 96 (2017) 054901ϒ

(1S), KSU model, arXiv:1809.06235ϒ

 = 5.02 TeVNNsPb   − ALICE   Pb

60% − 5 < 4y2.5 < 

ALI−PREL−314841Centrality
60%−5 20%−5 60%−20

2
v

0.05−

0

0.05

0.1

0.15
(1S), Preliminaryϒ

ψInclusive J/
JHEP 02 (2019) 012

= 5.02 TeVNNsPb −ALICE Pb

c< 15 GeV/
T

p2 < 

< 4y2.5 < 

ALI-PREL-314845

Strangeness in Quark Matter, 10-15 June 2019, Bari 



open questions & the future!



thinking 10 years ago

 81

QG
P

no
 Q

GP



v2 & v3 in pPb collisions

 82

ATLAS PRL 110 102303

4

0 1 2 3

)φ
Δ

Y(

0

0.1

0.2

0.3
ATLAS =5.02 TeVNNsp+Pb   

|<5ηΔ, 2<|-1bµ 1 ≈ L ∫

<4 GeVb
T

0.5<p <0.5 GeVa
T

0.3<p

=14.5C
ZYAMb

=3.0P
ZYAMb

0 1 2 3
0

0.2

0.4
 > 80 GeVPb

TEΣ
 < 20 GeVPb

TEΣ
Difference

<1 GeVa
T

0.5<p

=14.4C
ZYAMb

=3.1P
ZYAMb

0 1 2 3
0

0.2

0.4

0.6

0.8 <2 GeVa
T

1<p

=14.3C
ZYAMb

=3.3P
ZYAMb

0 1 2 3
0

0.5

1
<3 GeVa

T
2<p

=14.1C
ZYAMb

=3.4P
ZYAMb

|φΔ|
0 1 2 3

0

0.5

1

<4 GeVa
T

3<p

=14.1C
ZYAMb

=3.5P
ZYAMb

|φΔ|
0 1 2 3

0

0.5

1

1.5 <5 GeVa
T

4<p

=14.1C
ZYAMb

=3.5P
ZYAMb

FIG. 3. Distributions of per-trigger yield in the peripheral and
the central event activity classes and their differences (solid
symbols), for different ranges of paT and 0.5 < pbT < 4 GeV,
together with functions a0 + 2a2 cos 2∆φ (solid line) and
a0 + 2a2 cos 2∆φ + 2a3 cos 3∆φ (dashed line) obtained via a
Fourier decomposition (see text). The values for the ZYAM-
determined pedestal levels are indicated on each panel for
peripheral (bP

ZYAM
) and central (bC

ZYAM
) ΣEPb

T bins.

A similar dependence is observed for long-range corre-
lations in Pb+Pb collisions at approximately the same
pT [22, 23].

The relative amplitude of the cosn∆φ modulation of
∆Y (∆φ), cn, for n = 2, 3 can be estimated using an, and
the extracted value of b

ZYAM
for central events:

cn = an/(b
C
ZYAM

+ a0). (3)

Figure 4(e) shows c2 and c3 as a function of paT for
0.5 < pbT < 4 GeV. The value of c2 is much larger
than c3 and exhibits a behavior similar to ∆Y (∆φ)
at the near-side and away-side. Using the tech-
niques discussed in Ref. [23], cn can be converted
into an estimate of sn, the average nth Fourier coef-
ficient of the event-by-event single-particle φ distribu-
tion, by assuming the factorization relation cn(paT, p

b
T) =

sn(paT)sn(p
b
T). From this, sn(paT) is calculated as

sn(paT) = cn(paT, p
b
T)/

√

cn(pbT, p
b
T), where cn(pbT, p

b
T) is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2(paT) values obtained this way ex-
ceed 0.1 at pT ∼ 2–4 GeV, as shown in Fig. 4(f). The
s3(paT) values are smaller than s2(paT) over the measured
pT range. The factorization relation used to compute
s2(paT) is found to be valid within 10%–20% when select-
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FIG. 4. Integrated per-trigger yields, Yint(see text), vs paT
for 0.5 < pbT < 4 GeV in peripheral and central events, on
the (a) near-side and (b) away-side. The panels (c) and (d)
show the difference, ∆Yint. Panels (e) and (f) show the pT
dependence of cn and sn for n=2,3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.

ing different sub-ranges of pbT within 0.5–4 GeV, while the
precision of s3(paT) data does not allow a quantitative test
of the factorization. The analysis is also repeated for cor-
relation functions separately constructed from like-sign
pairs and unlike-sign pairs, and the resulting cn and sn
coefficients are found to be consistent within their statis-
tical and systematic uncertainties.

In summary, ATLAS has measured two-particle corre-
lation functions in

√
sNN = 5.02 TeV p+Pb collisions in

different intervals of ΣEPb

T over 2 < |∆η| < 5. An away-
side contribution is observed that grows rapidly with in-
creasingΣEPb

T and which matches many essential features
of the near-side ridge observed here, as well as in previ-
ous high-multiplicity p+ p, p+Pb and Pb+Pb data at
the LHC. Thus, while the ridge in p+ p and p+Pb colli-
sions has been characterized as a near-side phenomenon,
these results show that it has both near-side and away-
side components that are symmetric around ∆φ ∼ π/2,
with a ∆φ dependence that is approximately described
by a cos 2∆φ modulation. A Fourier decomposition of
the correlation function, C(∆φ), yields a pair cos 2∆φ
amplitude of about 0.01 at pT ∼ 3 GeV, correspond-
ing to a single-particle amplitude of about 0.1. Similar
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Long-range angular correlations in p–Pb collisions ALICE Collaboration

agreement with the presented results.

Fig. 4: Left: v2 (black closed symbols) and v3 (red open symbols) for different multiplicity classes
and overlapping pT,assoc and pT,trig intervals. Right: Near-side (black closed symbols) and away-side
(red open symbols) ridge yields per unit of Dh for different pT,trig and pT,assoc bins as a function of the
multiplicity class. The error bars show statistical and systematic uncertainties added in quadrature. In
both panels the points are slightly displaced horizontally for visibility.

To extract information on the yields and widths of the excess distributions in Fig. 3 (bottom
right), a constant baseline assuming zero yield at the minimum of the fit function (Eq. 2) is sub-
tracted. The remaining yield is integrated on the near side and on the away side. Alternatively,
a baseline evaluated from the minimum of a parabolic function fitted within |Dj �p/2|< 1 is
used; the difference on the extracted yields is added to the systematic uncertainties. The uncer-
tainty imposed by the residual near-side jet peak on the yield is evaluated in the same way as
for the vn coefficients. The near-side and away-side ridge yields are shown in the right panel of
Fig. 4 for different event classes and for different combinations of pT,trig and pT,assoc intervals.
The near-side and away-side yields range from 0 to 0.08 per unit of Dh depending on multiplic-
ity class and pT interval. It is remarkable that the near-side and away-side yields always agree
within uncertainties for a given sample despite the fact that the absolute values change substan-
tially with event class and pT interval. Such a tight correlation between the yields is non-trivial
and suggests a common underlying physical origin for the near-side and the away-side ridges.

From the baseline-subtracted per-trigger yields the square root of the variance, s , within |Dj|<
p/2 and p/2 < Dj < 3p/2 for the near-side and away-side region, respectively, is calculated.
The extracted widths on the near side and the away side agree with each other within 20%
and vary between 0.5 and 0.7. There is no significant pT dependence, which suggests that the
observed ridge is not of jet origin.

The analysis has been repeated using the forward ZNA detector instead of the VZERO for the
definition of the event classes. Unlike in nucleus–nucleus collisions, the correlation between
forward energy measured in the ZNA and particle density at central rapidities is very weak
in proton–nucleus collisions. Therefore, event classes defined as fixed fractions of the sig-
nal distribution in the ZNA select different events, with different mean particle multiplicity at
midrapidity, than the samples selected with the same fractions in the VZERO detector. While
the event classes selected with the ZNA span a much smaller range in central multiplicity den-
sity, they also minimize any autocorrelation between multiplicity selections and, for example,
jet activity. With the ZNA selection, we find qualitatively consistent results compared to the
VZERO selection. In particular, an excess in the difference between low-multiplicity and high-

9
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FIG. 3. Distributions of per-trigger yield in the peripheral and
the central event activity classes and their differences (solid
symbols), for different ranges of paT and 0.5 < pbT < 4 GeV,
together with functions a0 + 2a2 cos 2∆φ (solid line) and
a0 + 2a2 cos 2∆φ + 2a3 cos 3∆φ (dashed line) obtained via a
Fourier decomposition (see text). The values for the ZYAM-
determined pedestal levels are indicated on each panel for
peripheral (bP

ZYAM
) and central (bC

ZYAM
) ΣEPb

T bins.

A similar dependence is observed for long-range corre-
lations in Pb+Pb collisions at approximately the same
pT [22, 23].

The relative amplitude of the cosn∆φ modulation of
∆Y (∆φ), cn, for n = 2, 3 can be estimated using an, and
the extracted value of b

ZYAM
for central events:

cn = an/(b
C
ZYAM

+ a0). (3)

Figure 4(e) shows c2 and c3 as a function of paT for
0.5 < pbT < 4 GeV. The value of c2 is much larger
than c3 and exhibits a behavior similar to ∆Y (∆φ)
at the near-side and away-side. Using the tech-
niques discussed in Ref. [23], cn can be converted
into an estimate of sn, the average nth Fourier coef-
ficient of the event-by-event single-particle φ distribu-
tion, by assuming the factorization relation cn(paT, p

b
T) =

sn(paT)sn(p
b
T). From this, sn(paT) is calculated as

sn(paT) = cn(paT, p
b
T)/

√

cn(pbT, p
b
T), where cn(pbT, p

b
T) is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2(paT) values obtained this way ex-
ceed 0.1 at pT ∼ 2–4 GeV, as shown in Fig. 4(f). The
s3(paT) values are smaller than s2(paT) over the measured
pT range. The factorization relation used to compute
s2(paT) is found to be valid within 10%–20% when select-
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FIG. 4. Integrated per-trigger yields, Yint(see text), vs paT
for 0.5 < pbT < 4 GeV in peripheral and central events, on
the (a) near-side and (b) away-side. The panels (c) and (d)
show the difference, ∆Yint. Panels (e) and (f) show the pT
dependence of cn and sn for n=2,3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.

ing different sub-ranges of pbT within 0.5–4 GeV, while the
precision of s3(paT) data does not allow a quantitative test
of the factorization. The analysis is also repeated for cor-
relation functions separately constructed from like-sign
pairs and unlike-sign pairs, and the resulting cn and sn
coefficients are found to be consistent within their statis-
tical and systematic uncertainties.

In summary, ATLAS has measured two-particle corre-
lation functions in

√
sNN = 5.02 TeV p+Pb collisions in

different intervals of ΣEPb

T over 2 < |∆η| < 5. An away-
side contribution is observed that grows rapidly with in-
creasingΣEPb

T and which matches many essential features
of the near-side ridge observed here, as well as in previ-
ous high-multiplicity p+ p, p+Pb and Pb+Pb data at
the LHC. Thus, while the ridge in p+ p and p+Pb colli-
sions has been characterized as a near-side phenomenon,
these results show that it has both near-side and away-
side components that are symmetric around ∆φ ∼ π/2,
with a ∆φ dependence that is approximately described
by a cos 2∆φ modulation. A Fourier decomposition of
the correlation function, C(∆φ), yields a pair cos 2∆φ
amplitude of about 0.01 at pT ∼ 3 GeV, correspond-
ing to a single-particle amplitude of about 0.1. Similar

u!T
!"
CYM ¼ "u", using the fact that u! is a timelike eigen-

vector of T!"
CYM and satisfies u2 ¼ 1.

Other important details of our analysis are as follows.
Unless otherwise noted, #switch¼ 0:2 fm=c. We employ
the s95p-PCE equation of state, obtained from fits to
lattice quantum chromodynamics (QCD) results and a
hadron resonance gas model [30], with partial chemical
equilibrium (PCE) setting in below a temperature TPCE ¼
150 MeV. Kinetic freeze-out occurs at TFO ¼ 120 MeV.
At this temperature, we implement the Cooper-Frye pre-
scription [31] for computing particle spectra. Unless other-
wise noted, shown results include decays from resonances
of masses up to 1.3 GeV.

A novel feature of our study is the determination of
centrality classes using the multiplicity distribution of
gluons much like the procedure followed by the heavy
ion experiments [32]. The gluon multiplicity distribution
is shown in Fig. 1. Centrality classes are determined from
the fraction of the integral over this distribution, beginning
with integrating from the right. As a consequence of
implementing this centrality selection, we properly
account for impact parameter and multiplicity fluctuations.

Because entropy is produced during the viscous hydro-
dynamic evolution, we need to adjust the normalization of
the initial energy density commensurately to describe the
final particle spectra [33]. The obtained pT spectra of

pions, kaons, and protons are shown for 0%–5% central
collisions at

ffiffiffi
s

p ¼ 2:76 TeV=nucleon, using the shear vis-
cosity to entropy density ratio $=s ¼ 0:2, in Fig. 2, and
compared to data from ALICE [34]. The results are for
averages over only 20 events in this case, but statistical
errors are smaller than the linewidth for the spectra.
Overall, the agreement with experimental data is good.
However, soft pions at pT < 300 MeV are underestimated.
We determine v1 to v5 in every event by first determin-

ing the exact event plane [35,36]

c n ¼
1

n
arctan

hsinðn%Þi
hcosðn%Þi ; (1)

and then computing

vnðpTÞ ¼ hcosðnð% $ c nÞÞi

%
R
d%fðpT;%Þ cosðnð% $ c nÞÞR

d%fðpT;%Þ ; (2)

where fðpT;%Þ are the thermal distribution functions with
viscous corrections obtained in the Cooper-Frye approach
(with additional contributions from resonance decays).
We first present the root-mean-square (rms) vnðpTÞ for

10%–20% central collisions and compare to experimental
data from the ATLAS Collaboration [4] in Fig. 3.
Agreement for v2–v5 is excellent. Note that the vn from
the experimental event-plane method used by ATLAS
agree well with the rms values [37]. We also find excellent
agreement over the whole studied centrality range when
comparing the pT-integrated rms v2, v3, and v4 to the
available vnf2g (obtained from two-particle correlations,
corresponding to the rms values) from the ALICE
Collaboration [3], as shown in Fig. 4.
We studied the effect of initial transverse flow included

in our framework by also computing vnðpTÞ with u! set to
zero at time #switch. The effect on hadron anisotropic flow
turns out to be extremely weak—results agree within sta-
tistical errors. Because photons are produced early on in
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10-1

100

101

102

103

104

105

 0  0.5  1  1.5  2  2.5

(1
/2

π)
 d

N
/d

y 
p T

 d
p T

pT [GeV]

 ALICE
 0% –5% 

 IP-Glasma+MUSIC

π+ + π-

 K+ + K-

 p + p

FIG. 2 (color online). Identified particle transverse momentum
spectra including all resonances up to 2 GeV compared to
experimental data from the ALICE Collaboration [34].
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012302-2

very similar to AA results

are the pA and AA vN related to the same physics?

v n
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pA dA

control the collision geometry by varying the small nucleus
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does v2 reflect the geometry of the initial state in p/d+A as in A+A?
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RHIC had huge d+Au sample 
25x smaller collision energy than the LHC
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pA dA

control the collision geometry by varying the small nucleus

3HeA
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FIG. 1. | Average system eccentricities from a Monte Carlo Glauber model and hydrodynamic evolution of
small systems. a, Average second (third) order spatial eccentricities, "2 ("3), shown as columns for small impact parameter
p+Au (red), d+Au (blue), and 3He+Au (black) collisions as calculated from a MC Glauber model. The second and third order
spatial eccentricities correspond to ellipticity and triangularity respectively as depicted by the shapes inset in the bars. b, Hy-
drodynamic evolution of a characteristic head-on p+Au (top), d+Au (middle), and 3He+Au (bottom) collision at

p
sNN = 200

GeV as calculated by sonic, where the p/d/3He completely overlap with the Au nucleus. From left to right each row gives the
temperature distribution of the nuclear matter at four time points following the initial collision at t = 0. The arrows depict
the velocity field, with the length of the longest arrow plotted corresponding to � = 0.82.

This ordering assumes that hydrodynamics can e�ciently
translate the initial geometric "n into dynamical vn,
which in turn requires a small value for the specific shear
viscosity.

There exist a class of alternative explanations where
vn is not generated via flow, but rather is created at the
earliest time in the collision process as described by so-
called initial-state momentum correlation models. They
produce a mimic flow signal where the initial collision
generates color flux tubes that have a preference to emit
particles back-to-back in azimuth [19, 20]. These color
flux tubes, also referred to as domains, have a trans-
verse size relative to the collision axis less than the color-
correlation length of order 0.1-0.2 fm. In the case where
individual domains are resolved, a collision system with
a larger overall area but the same characteristic domain
size (for example d+Au and 3He+Au compared with
p+Au and p+p) should have a weaker correlation because
the di↵erent domains are separated and do not commu-
nicate [21, 22]. An instructive analogy is a ferromag-
net with many domains: if the domains are separated
and disconnected, the overall magnetic field is weakened
by the cancellation of e↵ects from the random orienta-
tion in the di↵erent domains. The RMS diameter of the
deuteron is 4.2 fm, and so in d+Au collisions the two hot

spots are much further apart than the characteristic do-
main size. A straightforward prediction is then that the
v2 and v3 coe�cients should be ordered

vp+Au
n > vd+Au

n > v
3He+Au
n , (4)

in contradistinction to the hydrodynamic flow prediction.
An experimental realization of the proposed geome-

try scan has been under way since 2014 at RHIC. Col-
lisions of 3He+Au, p+Au, and d+Au at

p
sNN = 200

GeV were recorded in 2014, 2015, and 2016, respectively.
The PHENIX experiment observed elliptic anisotropies
in the azimuthal distributions of the charged particles
produced in all three systems [23–25], as well as trian-
gular anisotropies in 3He+Au collisions [25]. This Letter
completes this set of elliptic and triangular flow measure-
ments from PHENIX in all three systems and explores
the relation between the strength of the measured vn and
the initial-state geometry.
The vn measurements reported here are determined

using the event plane method [26] for charged hadrons
in the midrapidity region covering |⌘| < 0.35, where ⌘ is
the particle pseudorapidity,

⌘ ⌘ � ln

✓
tan

✓

2

◆
, (5)

PHENIX, 1805.02973

hydrodynamic evolution of pAu, dAu and 3HeAu collisions
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PHENIX, 1805.02973

6

(GeV/c)
T

p
0.5 1 1.5 2 2.5 3

nv

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

0.2
 = 200 GeV 0-5%NNsp+Au (a)

 Data2v
 Data3v
 SONICnv
 iEBE-VISHNUnv
 MSTVnv

(GeV/c)
T

p
0.5 1 1.5 2 2.5 3

 = 200 GeV 0-5%NNsd+Au (b)

PHENIX

(GeV/c)
T

p
0.5 1 1.5 2 2.5 3

 = 200 GeV 0-5%NNsHe+Au 3 (c)

FIG. 3. | Measured vn(pT ) in three collision systems compared to models. a, Measured vn(pT ) in the 0-5% most
central p+Au collisions compared to models. b, Measured vn(pT ) in the 0-5% most central d+Au collisions compared to models.
c, Measured vn(pT ) in the 0-5% most central 3He+Au compared to models. Each point in a-c represents an average over pT
bins of width 0.2 GeV/c to 0.5 GeV/c; black circles are v2, black diamonds are v3. The solid red (dashed blue) curves in a-c
represent hydrodynamic predictions of vn from sonic (iEBE-VISHNU). The solid green curves in a-c represent initial-state
momentum correlation postdictions of vn from MSTV.

model and the same specific ⌘/s strongly supports the
hydrodynamic picture.
The hydrodynamic calculations shown in Fig. 3 use ini-

tial conditions generated from a nucleon Glauber model.
However, initial geometries with quark substructure do
not significantly change the "2 and "3 values for high
multiplicity p/d/3He+Au collisions [32, 33] and thus the
hydrodynamic results should be relatively insensitive to
these variations.
While we have focused on hydrodynamical models

here, there is an alternative class of models that also
translate initial spatial eccentricity to final state par-
ticle azimuthal momentum anisotropy. Instead of hy-
drodynamic evolution, the translation occurs via parton-
parton scattering with a modest interaction cross section.
These parton transport models, for example A Multi-
Phase Transport (ampt) Model [34], are able to capture
the system ordering of vn at low-pT in small systems [35],
but fail to describe the pT dependence and overall mag-
nitude of the coe�cients for all systems resulting in a
p-value consistent with zero when compared to the data
shown here. We have additionally analyzed ampt follow-
ing the identical PHENIX event plane method and find
even worse agreement with the experimental data.
While the initial geometry models for the d+Au and

3He+Au are largely constrained by our detailed under-
standing of the 2- and 3-body nucleon correlations in the
deuteron and 3He nuclei, respectively, the distribution of
deposited energy around each nucleon-nucleon collision
site could result in an ambiguity between the allowed
ranges of the ⌘/s and the broadening of the initial distri-
bution, as pointed out in Ref. [13]. However, a broader

distribution of deposited energy results in a significant
reduction of the "2 values and an even greater reduc-
tion of "3, with by far the largest reduction in the p+Au
system. Here again, the simultaneous constraints of the
elliptic and triangular flow ordering eliminates this am-
biguity.
Our experimental data also rule out the initial-state

correlations scenario where color domains are individu-
ally resolved as the dominant mechanics for creating v2
and v3 in p/d/3He+Au collisions. After our results be-
came publicly available, a new calculation was presented
in Ref. [37], hereafter referred to as MSTV, where the or-
dering of the measured vn values matches the experimen-
tal data. This calculation posits that gluons from the Au
target do not resolve individual color domains in the pro-
jectile p/d/3He and interact with them coherently, and
thus the ordering does not follow Eq. 4. The calculations
are shown in Fig. 3, and yield a p-value for the MSTV
calculations of v2 and v3 for the three collision systems of
e↵ectively zero, in contradistinction to the robust values
found for the hydrodynamic models. Another key state-
ment made by MSTV – that in the dilute-dense limit the
saturation scale Q2

s is proportional to the number of pro-
duced charged particles – is questionable [38], but also
leads the MSTV authors to make a clear prediction that
the v2 will be identical between systems when selecting
on the same event multiplicity. Shown in Fig. 4 are the
previously published d+Au (20-40%) and p+Au (0-5%)
v2 where the measured mean charged particle multiplic-
ities (dNch/d⌘) match [36]. The results do not support
the MSTV prediction of an identical v2 for these two sys-
tems at the same multiplicity, while the di↵erences in v2

v2, v3 from pAu, dAu, 3HeAu compared to two hydrodynamic models 
(SONIC & iEBE-VISHNU)
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M. AABOUD et al. PHYSICAL REVIEW C 96, 024908 (2017)
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• evidence for similar vN signals in pp collisions as well 

• does that mean: 

• QGP in pp collisions? 

• vN is not evidence for hydrodynamics in AA collisions? 

• something else? 

• what is the smallest size QGP you could make?

ATLAS, PRC 96 024908 (2016)

this is an area of very 
active discussion

Weller & Romatschke, PLB 774 351 
Mace et al PRL 121 052301 
Nagle & Zajc, 1808.01276 

M. Strikland, Quark Matter 2018 
… 

plus many experimental papers
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Abstract

The future opportunities for high-density QCD studies with ion and proton beams at the LHC are pre-
sented. Four major scientific goals are identified: the characterisation of the macroscopic long wave-
length Quark–Gluon Plasma (QGP) properties with unprecedented precision, the investigation of the
microscopic parton dynamics underlying QGP properties, the development of a unified picture of parti-
cle production and QCD dynamics from small (pp) to large (nucleus–nucleus) systems, the exploration
of parton densities in nuclei in a broad (x, Q2) kinematic range and the search for the possible onset
of parton saturation. In order to address these scientific goals, high-luminosity Pb–Pb and p–Pb pro-
grammes are considered as priorities for Runs 3 and 4, complemented by high-multiplicity studies in pp
collisions and a short run with oxygen ions. High-luminosity runs with intermediate-mass nuclei, for
example Ar or Kr, are considered as an appealing case for extending the heavy-ion programme at the
LHC beyond Run 4. The potential of the High-Energy LHC to probe QCD matter with newly-available
observables, at twice larger center-of-mass energies than the LHC, is investigated.
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16

FIG. 16. (Color online) Predictions for v2{4}/v2{2} from linear scaling (red long dashed line) vs. linear+cubic scaling (blue
dot dashed line). The actual v2{4}/v2{2} are shown in black with statistical error bars. The green vertical line is the point
where the cubic coe�cient 2,2 becomes negative.
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FIG. 17. (Color online) vn{2} for all collisional systems across centrality (left) and Npart (right).
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small collision systems provide a way to bridge between pA and AA 
systems and provide information about flow and jet quenching

http://arxiv.org/abs/arXiv:1901.01319
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JETSCAPE

�2
Y. Tachibana for the JETSCAPE Collaboration, 2019 RHIC & AGS Annual Users' Meeting, BNL, June 4th, 2019

Package of MC event generator for heavy ion collision

- General, modular and highly extensible
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Jet Shower Evolution

Viscous Fluid dynamics of 
QGP

- Current version, JETSCAPE 1.4 available on GitHub: github.com/JETSCAPE

JETSCAPE Event Generator

- “Manual”: arXiv:1903.07706

http://jetscape.org

PbPb@2.76 TeV

�11Y. Tachibana for the JETSCAPE Collaboration, 2019 RHIC & AGS Annual Users' Meeting, BNL, June 4th, 2019

JETSCAPE talks at HP2018

Configuration for PbPb simulation
- TRENTo initial condition + free streaming + (2+1)-D VISHNU hydro

- MATTER (recoil ON) + {LBT (recoil ON) 
    MARTINI (no recoil) 
    AdS/CFT (no med. res.)

- Switching virtuality scale Q0 = 2GeV

Inclusive full jet RAA

MATTER  LBT 
MARTINI 
AdS/CFT
Q < Q0

Q > Q0
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ALICE upgrades

 94

• Significant upgrade, including
– increasing data rate by factor 100
– impact parameter resolution by factor 3

• Collision spacing < TPC drift time
– No notion of event during data taking

• Continuous data-taking
– 50 kHz Pb-Pb
– Offline reconstruction determines 

which track belongs where 
– Online reduction 3.4 TB/s Æ 0.1 GB/s
– 10 nb-1 = 1011 Pb-Pb events in 2021-29

• Focus on “untriggerable” signals 
with tiny signal over background

8

ALICE @ LHC 
(data taking from 2021)

The Future of High-Energy Heavy-Ion Facilities - Jan Fiete Grosse-Oetringhaus

Inner Tracking System Muon Forward Tracker

Time Projection Chamber 
GEM readout

Monolithic active pixel sensors (MAPS)
thinned down to 50 um

Fast trigger detectors 
FIT and AD

Approved and funded

from Quark Matter 2018

ALICE upgrades will improve performance for decays and other PID 
signals which are rare, but untriggerable



from description to understanding
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"To understand the workings of 
the QGP, there is no substitute for 
microscopy.  We know that if we 

had a sufficiently powerful 
microscope that could resolve the 
structure of QGP on length scales, 
say a thousand times smaller than 

the size of a proton, what we 
would see are quarks and gluons 

interacting only weakly with each 
other.  The grand challenge for 
this field in the decade to come 

is to understand how these 
quarks and gluons conspire to 
form a nearly perfect liquid."

The 2015  
LONG RANGE PLAN  

for NUCLEAR SCIENCE

 REACHING FOR THE HORIZON

The Site of the Wright Brothers’ First Airplane Flight



what do we need to measure?

• jets, upsilons and photons with high statistics over a wide kinematic and collision energy range 

• jets from 20 GeV → 1 TeV 

• collision energy from 200 GeV → 5.5 TeV 

• luminosity for precision measurements at both facilities
 96

Long Range Plan: "Probe the inner workings of QGP by resolving its properties at shorter and 
shorter length scales. The complementarity of the two facilities is essential to this goal, as is a 

state-of-the-art jet detector at RHIC, called sPHENIX." 



overlapping measurements with the LHC

• looking at correlations between jets and within jets 
• CMS results and Martin's paper 

• jet tagging 
• upsilons 

• these slides should as much as possible have current results 
and RHIC/LHC projections
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The Physics Case for sPHENIX Rates and Physics Reach
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sPHENIX:PHENIX:
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X+
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t  
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B Mesons 

D Mesons 

Hadrons 

Jets 

Double b-Tag (pT,1) 
Z0+Jets (pT

Z) 

γ+Jets (pT
γ) 

Dijets (PT,1) 
Ensemble-based 
measurements 
and x+hadron 
correlations 

add low pT reach 

RHIC Today RHIC Tomorrow LHC Today LHC Tomorrow 

pT [GeV/c] 

Figure 1.51: (Top) Statistical projections for the RAA of various hard probes vs pT in 0–20% Au+Au
events with the sPHENIX detector after two years of data-taking, compared with a selection of current
hard probes data from PHENIX. (Bottom) Kinematic reach of various jet quenching observables from
previous and future RHIC and LHC data-taking. Adapted from slides by G. Roland at the QCD Town
Meeting at Temple University.
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large detectors at RHIC
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STAR

large acceptance TPC, TOF, 
EM calorimeter 

solenoid magnet
small acceptance, high rate, 

EM calorimeter
both of these detectors have served the community very well since the turn on RHIC 

neither of these detectors is optimized for high rate and large acceptance for jets, upsilons, …



sPHENIX
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large acceptance, high rate, electromagnetic & hadronic calorimetry
�1

The Detector Development  
and Physics Program in 

sPHENIX Experiment at RHIC

Yongsun Kim, UIUC
(University of Illinois Urbana-Champaign), 

for sPHENIX collaboration

May 15, 2018

Babar solenoid headed to 
it’s new life in NY 

successfully operated at full 
field for the first time since 

Babar this year!



excellent tracking and calorimetry
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�5

Hcal 
EMcal
2π coverage 

sPHENIX

1st sPHENIX China WorkshopDave Morrison/Gunther Roland April 21 Peking University
�12

TPC

MAPS

INTT

sPHENIX Subsystems

Tracker Calorimeter stack

Continuous readout TPC 
Si strip intermediate tracker 

3-layer MAPS μ vertex

Tungsten/SciFi EMCal 
Steel/plastic scintillator HCAL 

SiPM readout

15kHz readout in Au+Au to match expected collision rate in |z| < 10cm

MVTX

TPC
INTT

Continuous Readout TPC
Silicon Strip Intermediate Tracker (INTT) 
3-layer MAPS μ vertex (MVTX)

CalorimetryTracking 

EMCal

Al-support

Magnet

Outer	HCal

IP

Magnet

Inner	Hcal

EMcal

Outer	Hcal



sPHENIX EMCal
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sPHENIX
sPHENIX attracting visitors

�26On the occasion of the PD-2/3 Review



summary

• goal: try to understand the emergent liquid phenomena of the QGP at 
high temperature in QCD 

• large momentum scale processes can be used to probe the QGP on 
short length scales 

• future: 
• lower collision energy, lighter ions: smaller, cooler QGP 
• sPHENIX: high rate large acceptance at RHIC, jets and upsilons

 102

a closer look at the nucleus/nucleon: electron ion collider—discussed on 
Monday!



other reviews (not comprehensive)
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extras



top in pPb
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Top quark decay 
Top quark decays to W boson and b quark (BR~100%) 
b quark fragments into a jet with displaced vertex 
W à lepton + neutrino OR W à q + anti-quark 

Initial Stages 2017 Marta Verweij 6 

For this analysis we use lepton+jets channel 
ttbar à W(àl+v)b + W(àqq’)b 

Large branching ratio + good S/B 

branching ratio ~30%

Top pair cross section 

Initial Stages 2017 Marta Verweij 17 

Comparison to pp and theory 
 

pp xsec scaled with A (=208) 
 

Theory: MCFM and top++  
event generator combined 
with various PDFs  
(EPS09 and EPPS16) 

 
nPDF effect expected and 

observed to be small on the 
total cross section 

# fitted signal events 
S = 420 (348) in µ(e)+jets channel 

Acceptance correction 
A = 0.060 (0.056)  
in µ(e)+jets channel Efficiency correction ε = 0.91 (0.63) in µ(e)+jets channel  

Total integrated luminosity  
  L = 174 nb-1 

0 20 40 60 80 100
 [nb]σ

CMS

(Top++)NNLO+NNLL K⋅ NLO MCFM
CT14+EPPS16

(Top++)NNLO+NNLL K⋅ NLO MCFM
CT10+EPS09=8.16 TeV)NNs, (-1pPb, 174 nb

+jetsµ

e+jets

l+jets

NNLO+NNLL Top++
CT14
NNLO+NNLL Top++
CT10=8 TeV)s, (-1pp, 19.6 fb

(8 TeV)NNLO+NNLLσ
(8.16 TeV)NNLO+NNLLσ

 ⋅Data scaled by A 

JHEP 1608 (2016) 029 µe

EPJC 77 (2017) 15l+jets 

syst⊕Exp. unc.: stat  stat

scales⊕Th. unc.: pdf  pdf

Summary 
First experimental observation of the top quark in nuclear collisions (>5σ) 
σtt in two channels: e+jets and µ+jets 

 Combined: σtt = 45 ± 8 nb à 17% total uncertainty 
 
CMS now measured σtt at 4 collision energies and in 2 collisions systems 

Initial Stages 2017 Marta Verweij 18 
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Czakon, Fiedler, Mitov, PRL 110 (2013) 252004
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Z
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100

200

300

Top++
NNLO K×NLO MCFM 

CT10+EPS09
CT14+EPPS16

e+jets
+jetsµ

+jetsl

cross section in agreement with 
expectations based on pp 

collisions scaled by A
talk: M. Verweij, 1709.07411



jet production in pPb collisions

 106

74 ALICE Collaboration / Physics Letters B 749 (2015) 68–81

Fig. 5. (Color online.) Nuclear modification factors RpPb of charged jets for R = 0.2 (left) and R = 0.4 (right). The combined global normalization uncertainty from 〈TpPb
〉
, the 

correction to NSD events, the measured pp cross section, and the reference scaling is depicted by the box around unity.

system, while the second is separated from it by about one unit 
in rapidity. No significant change of the jet spectra is observed for 
these two ηlab regions centered at −0.45 and 0.45. Thus, the jet 
measurement has no strong sensitivity to the rapidity shift and 
the pseudorapidity dependent variation of the multiplicity (under-
lying event) within the statistical and systematic uncertainties of 
the measurement.

The nuclear modification factor RpPb is constructed based on 
the pT-differential yields and the extrapolated pp production cross 
section at 5.02 TeV for R = 0.2 and 0.4. It is shown in the left 
and right panel of Fig. 5, respectively. In the reported pT-range, 
it is consistent with unity, indicating the absence of a large mod-
ification of the initial parton distributions or a strong final state 
effect on jet production. Before comparing these results to the 
measured single-particle results for RpPb, one has to consider that 
the same reconstructed pT corresponds to a different underlying 
parton transverse momentum. Assuming that all spectra should 
obey the same power law behavior at high pT, an effective con-
version between the spectra can be derived at a given energy via 
the POWHEG+PYTHIA8 simulations described above. To match the 
single charged particle spectra in the simulation to charged jets 
with R = 0.4, a transformation ph±

T → 2.28ph±
T is needed. Thus, 

the reported nuclear modification factor for charged jets probes 
roughly the same parton pT-region as the ALICE measurement of 
single charged particles that shows a nuclear modification factor 
in agreement with unity in the measured high-pT range up to 
50 GeV/c [27].

Since the jet measurements integrate the final state particles, 
they have a smaller sensitivity to the fragmentation pattern of par-
tons than single particles. Differences between the nuclear modifi-
cation factor for jets and single high-pT particles, as suggested by 
measurements in [28,29], could point to a modified fragmentation 
pattern or differently biased jet selection in p–Pb collisions.

A modified fragmentation pattern may be also reflected in the 
collimation or transverse structure of jets. The first step in test-
ing possible cold nuclear matter effects on the jet structure is 
the ratio of jet production cross sections for two different reso-
lution parameters. It is shown for R = 0.2 and R = 0.4 in p–Pb
in Fig. 6 and compared to PYTHIA6 (Tune Perugia 2011) and 
POWHEG + PYTHIA8 at √sNN = 5.02 TeV and to ALICE results in 
pp collisions at 

√
s = 7 TeV [54]. All data show the expected in-

crease of the ratio from the increasing collimation of jets for higher 
transverse momentum and agree well within the uncertainties. No 
significant energy dependence or change with collision species is 
observed. The data for p–Pb collisions is well described by the 
NLO calculation as well as by the simulation of pp collisions with 
PYTHIA6 at the same energy. It should be noted that the ratio for 

Fig. 6. (Color online.) Charged jet production cross section ratio for different res-
olution parameters as defined in Eq. (7). The data in p–Pb collisions at √sNN =
5.02 TeV are compared to PYTHIA6 (tune: Perugia 2011, no uncertainties shown) 
and POWHEG+PYTHIA8 (combined stat. and syst. uncertainties shown) at the same 
energy, and to pp collisions at 7 TeV (only stat. uncertainties shown).

charged jets is, in general, above the ratio obtained for fully recon-
structed jets, containing charged and neutral constituents. This can 
be understood from the contribution from neutral pions that decay 
already at the collision vertex and lead to an effective broadening 
of the jet profile when including the neutral component in the jet 
reconstruction, mainly in the form of decay photons. For the same 
reason, the inclusion of the hadronization in the NLO pQCD cal-
culation is essential to describe the ratio of jet production cross 
section as also discussed in [62].

4. Summary

In this paper, pT-differential charged jet production cross sec-
tions in p–Pb collisions at √sNN = 5.02 TeV have been shown up 
to pT, ch jet of 120 GeV/c for resolution parameters R = 0.2 and 
R = 0.4. The charged jet production is found to be compatible with 
scaled pQCD calculations at the same energy using nuclear PDFs. 
At the same time, the nuclear modification factor RpPb (using a 
scaled measurement of jets in pp collisions at 

√
s = 7 TeV as a ref-

erence) does not show strong nuclear effects on jet production and 
is consistent with unity for R = 0.4 and R = 0.2 in the measured 
pT-range between 20 and 120 GeV/c. The jet cross section ratio of 
R = 0.2/0.4 is compatible with 7 TeV pp data and also with the 
predictions from PYTHIA6 Perugia 2011 and POWHEG + PYTHIA8 
calculations at 5.02 TeV. No indication of a strong nuclear modi-
fication of the jet radial profile is observed, comparing jets with 
different resolution parameters R = 0.2 and R = 0.4.

ALICE PLB 749 68
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Figure 8: Inclusive jet nuclear modification factor R
⇤
pPb as a function of jet pT in p

sNN = 5.02 TeV
pPb collisions, using a pp reference extrapolated from previous measurements [33] at

p
s =

7 TeV. The vertical bars represent the statistical uncertainties, and the open boxes represent
the systematic ones. The filled rectangular boxes around R

⇤
pPb = 1 represent the luminosity

uncertainties in the pPb and pp measurements. The CMS measurements are compared to a
NLO pQCD calculation [57] that is based on the EPS09 nPDFs [19]. The theoretical calcula-
tions are shown with solid lines, and the shaded bands around them represent the theoretical
uncertainties.

CMS EPJC 76 372

can calculate RAA

find that RAA is consistent with unity, no jet quenching observed, but  
uncertainties might mask any jet quenching effect

D. Perepelitsa Quark Matter 2017 
Mangano & Nachman 1708.08369, …



dijet pT balance in pPb
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Figure 3: Dijet transverse momentum ratio (pT,2/pT,1) distributions for leading jets with pT,1 >
120 GeV/c, subleading jets with pT,2 > 30 GeV/c, and Df1,2 > 2p/3 are shown (a) without
any selection on the HF transverse energy E

4<|h|<5.2
T , and (b)–(f) for different E

4<|h|<5.2
T classes.

Results for pPb events are shown as the red solid circles, while the crosses show the results
for PYTHIA + HIJING simulated events. Results for the simulated PYTHIA events are shown
as the grey histogram which is replicated in all the panels. The error bars for the statistical
uncertainties are smaller than the marker size and the total systematic uncertainties are shown
as yellow boxes.

correlation in pPb collisions. The dijet pseudorapidity distributions in pPb collisions, which
are sensitive to a possible modification of the parton distribution function of the nuclei (nPDF)
with respect to that of the nucleons, are also studied.

6.1 Dijet transverse momentum balance

As a function of collision centrality (i.e. the degree of overlap of the two colliding nuclei), dijet
events in PbPb collisions were found to have an increasing transverse momentum imbalance
for more central events compared to a pp reference [8–10]. The same analysis is performed in
pPb collisions. To characterize the dijet transverse momentum balance (or imbalance) quanti-
tatively, the dijet transverse momentum ratio pT,2/pT,1 is used. As shown in Fig. 3, pT,2/pT,1
distributions measured in pPb data, PYTHIA and PYTHIA + HIJING agree within the systematic
uncertainty in different E

4<|h|<5.2
T intervals, including the event class with the largest forward

calorimeter activity. The residual difference in the dijet transverse momentum ratio between
data and MC simulation can be attributed to a difference in the jet energy resolution, which is
better in the MC simulation by about ⇠1–2% compared to the data [36].

In order to compare results from pPb and PbPb data, PbPb events which pass the same dijet
criteria are selected for further analysis with an additional requirement on the forward activity
E

4<|h|<5.2
T < 60 GeV, since the bulk of the pPb events satisfy this condition, as can be seen in

Fig. 1(b). The measured mean value of pT,2/pT,1 from these PbPb data is 0.711 ± 0.007 (stat.) ±

EPJ C74 (2014) 2951

increasing forward ET

no significance modification of 
the dijet pT balance

shift in the dijet balance in PbPb was 
the first jet quenching result at the 

LHC



pPb fragmentation functions
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Figure 6: The ratio RD(pT) of unfolded D(pT) distributions measured in heavy-ion collisions to unfolded D(pT)
distributions measured in pp collisions. The RD(pT) distributions were evaluated in four di↵erent centrality bins
(rows) and four di↵erent selections in jet pT of jets (columns) with |y| < 2.1. The error bars on the data points
indicate statistical uncertainties while the shaded bands indicate systematic uncertainties.
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Figure 6: The ratio RD(pT) of unfolded D(pT) distributions measured in heavy-ion collisions to unfolded D(pT)
distributions measured in pp collisions. The RD(pT) distributions were evaluated in four di↵erent centrality bins
(rows) and four di↵erent selections in jet pT of jets (columns) with |y| < 2.1. The error bars on the data points
indicate statistical uncertainties while the shaded bands indicate systematic uncertainties.
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Figure 10: Ratios of fragmentation functions as a function of the charged particle z in p+Pb collisions to those in
pp collisions for the six pjet

T intervals. The statistical uncertainties are shown as error bars and the total systematic
uncertainties are shown as shaded boxes.
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Figure 11: Ratios of fragmentation functions as a function of the charged particle pT in p+Pb collisions to those in
pp collisions for the six pjet

T intervals. The statistical uncertainties are shown as error bars and the total systematic
uncertainties are shown as shaded boxes.
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