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O V E R V I E W
LIGO has taken about 165 days worth of data over two observing runs 

made five discoveries of  

LIGO and Virgo jointly took data during 1-25 August 2017 

a network of three (or more ) detectors is essential for full reconstruction of 
the incident gravitational wave  

LIGO and Virgo have data sharing agreements 

they make each others data available within seconds of data taking 

LIGO and Virgo jointly detected GW170814 and GW170817 

GW170814 another binary black hole merger 

detected in triple coincidence, localized to a factor of 30 better than LIGO 
alone, 3 detectors give polarization 

GW170817 - first observation of a binary neutron star merger 

beginning of multi-messenger astronomy with gravitational waves
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FIG. 2: Amplitude spectral density of strain sensitivity of the Ad-
vanced LIGO – Advanced Virgo network, estimated using 4096 s
of data around the time of GW170814. Here, several known lin-
early coupled noise sources have been removed from the data.

noise of the main interferometer beam, with smaller contri-
butions coming from scattered light, and shot noise of a sec-
ondary beam used to control the laser frequency. The noise
sources that limit LIGO’s sensitivity are described in [24]
and [25]. For both LIGO and Virgo, commissioning will
continue to reach their ultimate designed sensitivities [26].

Several noise sources that are linearly coupled to the
GW data channel can be subtracted in post-processing, us-
ing auxiliary sensors (e.g. photodiodes monitoring beam
motion) and coupling transfer functions calculated via op-
timal Wiener filters. This technique was used in the ini-
tial detector era [27–29]. For LIGO, we remove calibra-
tion lines, power mains and harmonics, the effect of some
length and angular controls, and the effect of laser beam
motion. This noise removal can improve the sensitivity of
the LIGO detectors by approximately 20 % [30]. For Virgo,
we remove the effect of some length controls, and the laser
frequency stabilization control. The search pipelines de-
scribed in the Searches section use the calibrated strain data
which were produced in low-latency and which have not
undergone post-processing noise subtraction. They also
use data quality flags which were produced offline. The
source properties however, described in the Source Prop-
erties section, are inferred using the post-processing noise-
subtracted data. Figure 2 shows the sensitivity of the Ad-
vanced LIGO – Advanced Virgo network around the time
of GW170814, after the post-processing removal of several
noise sources.

Detection validation procedures at LIGO [2, 31], and
checks performed at Virgo found no evidence that instru-
mental or environmental disturbances could account for
GW170814. Tests quantifying the detectors’ susceptibil-
ity to external environmental disturbances, such as electro-

magnetic fields [32], indicated that any disturbance strong
enough to account for the signal would be clearly detected
by the array of environmental sensors. None of the environ-
mental sensors recorded any disturbances consistent with a
signal that evolved in time and frequency like GW170814.
A noise transient with a central frequency around 50 Hz
occurs in the Virgo detector 50 ms after GW170814. This
falls outside the window expected due to the light travel
time between the detectors, and has therefore no effect on
the interpretation of the GW signal.

LIGO is calibrated by inducing test-mass motion using
photon pressure from modulated auxiliary lasers [33, 34],
and Virgo is calibrated using electromagnetic actuators [35,
36]. Frequency-dependent calibration uncertainties are de-
termined for both LIGO detectors for GW170814 using the
method in [37], and used for estimation of the properties
of this event; the maximum 1-� uncertainty for the strain
data in the frequency range 20 - 1024 Hz is 7% in amplitude
and 4

� in phase. The maximum 1-� uncertainties for Virgo
are 8% in amplitude and 3

� in phase over the same fre-
quency range. The estimation of properties of GW170814
use these maximum values for the Virgo uncertainty over
the whole frequency range. Uncertainties in the time stamp-
ing of the data are 10 µs for LIGO and 20 µs for Virgo,
which does not limit the sky localization.

SEARCHES

GW170814 was first identified with high confidence
⇠ 30 s after its arrival by two independent low-
latency matched-filter pipelines [38–44] that filter the data
against a collection of approximate gravitational-wave tem-
plates [45–53], triggering an alert that was shared with part-
ners for electromagnetic follow-up [54].

The significance estimates for this event were found by
the two matched-filter pipelines, and a fully coherent un-
modelled search pipeline [55], analyzing 5.9 days of coin-
cident strain data from the Advanced LIGO detectors span-
ning August 13, 2017 to August 21, 2017. The matched-
filter pipelines do not currently use data from Virgo for sig-
nificance estimates. Coherent searches, however, use the
Virgo data to improve significance estimates.

The analysis was performed over the same source param-
eter space as the GW170104 matched-filter analysis [4]
and with additional data quality information unavailable
in low-latency [5, 31], although the noise-subtracted data
described in the Detectors section was not used. Both
pipelines identified GW170814 with a Hanford-Livingston
network SNR of 15, with ranking statistic values from the
two pipelines corresponding to a false-alarm rate of 1 in
140 000 years in one search [38, 39] and 1 in 27 000
years in the other search [40–44, 56], clearly identifying
GW170814 as a GW signal. The difference in significance
is due to the different techniques used to rank candidate
events and measure the noise background in these searches,

horizon distance of a 
detector: distance at 
which a face-on, over-
head  binary  would 
produce a signal to noise 
ratio of 8 

distance reach of a 
detector: a factor 2.33 
smaller than horizon 
distance   

Phys Rev Lett. 119 141101 (2017)

Detector Range Horizon
LIGO Livingston 100 Mpc 230 Mpc
LIGO Hanford 50 Mpc 115 Mpc

Virgo 27 Mpc 63 Mpc
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FIG. 1: The GW event GW170814 observed by LIGO Hanford, LIGO Livingston and Virgo. Times are shown from August 14, 2017,
10:30:43 UTC. Top row: SNR time series produced in low latency and used by the low-latency localization pipeline on August 14,
2017. The time series were produced by time-shifting the best-match template from the online analysis and computing the integrated
SNR at each point in time. The single-detector SNRs in Hanford, Livingston and Virgo are 7.3, 13.7 and 4.4, respectively. Second row:
Time-frequency representation of the strain data around the time of GW170814. Bottom row: Time-domain detector data (in color),
and 90% confidence intervals for waveforms reconstructed from a morphology-independent wavelet analysis [13] (light gray) and BBH
models described in the Source Properties section (dark gray), whitened by each instrument’s noise amplitude spectral density between
20Hz and 1024Hz. For this figure the data were also low-passed with a 380Hz cutoff to eliminate out-of-band noise. The whitening
emphasizes different frequency bands for each detector, which is why the reconstructed waveform amplitude evolution looks different
in each column. The left ordinate axes are normalized such that the physical strain of the wave form is accurate at 130Hz. The right
ordinate axes are in units of whitened strain, divided by the square root of the effective bandwidth (360 Hz), resulting in units of noise
standard deviations.

era gravitational wave network were conducted through
2011. LIGO stopped observing in 2010 for the Advanced
LIGO upgrade[1]. The Advanced LIGO detectors have
been operational since 2015 [17]. They underwent a se-
ries of upgrades between the first and second observation
runs [4], and began observing again in November 2016.

Virgo stopped observing in 2011 for the Advanced Virgo
upgrade, during which many parts of the detector were re-
placed or improved [6]. Among the main changes are an
increase of the finesse of the arm-cavities, the use of heav-
ier test mass mirrors that have lower absorption and better
surface quality [18]. To reduce the impact of the coating
thermal noise [19], the size of the beam in the central part
of the detector was doubled, which required modifications
of the vacuum system and the input/output optics [20, 21].
The recycling cavities are kept marginally stable as in the
initial Virgo configuration. The optical benches support-

ing the main readout photodiodes have been suspended and
put under vacuum to reduce impact of scattered light and
acoustic noise. Cryogenic traps have been installed to im-
prove the vacuum level. The vibration isolation and suspen-
sion system, already compliant with the Advanced Virgo
requirement [22, 23], has been further improved to allow
for a more robust control of the last-stage pendulum and
the accommodation of baffles to mitigate the effect of scat-
tered light. The test mass mirrors are currently suspended
with metallic wires. Following one year of commissioning,
Advanced Virgo joined LIGO in August 2017 for the last
month of the second observation run.

For Virgo, the noises that are currently limiting the sensi-
tivity at low frequencies are thermal noise of the test mass
suspension wires, control noise, the 50 Hz mains line and
harmonics, and scattered light driven by seismic noise. At
high frequencies, the largest contribution comes from shot

7.3

13.7

4.4

random chance of < 0.3%

Signal arrived on August 14, 2017 10:30:43 UTC at Livingston, 8 ms later at Hanford, 
14 ms later at Virgo; false alarm rate < 1 in 140,000 years

Phys Rev Lett. 119, 141101 (2017)
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GW170817: Observation of Gravitational Waves from a Binary Neutron Star Inspiral

B. P. Abbott et al.*

(LIGO Scientific Collaboration and Virgo Collaboration)
(Received 26 September 2017; revised manuscript received 2 October 2017; published 16 October 2017)

On August 17, 2017 at 12∶41:04 UTC the Advanced LIGO and Advanced Virgo gravitational-wave
detectors made their first observation of a binary neutron star inspiral. The signal, GW170817, was detected
with a combined signal-to-noise ratio of 32.4 and a false-alarm-rate estimate of less than one per
8.0 × 104 years. We infer the component masses of the binary to be between 0.86 and 2.26 M⊙, in
agreement with masses of known neutron stars. Restricting the component spins to the range inferred in
binary neutron stars, we find the component masses to be in the range 1.17–1.60 M⊙, with the total mass of
the system 2.74þ0.04

−0.01M⊙. The source was localized within a sky region of 28 deg2 (90% probability) and
had a luminosity distance of 40þ8

−14 Mpc, the closest and most precisely localized gravitational-wave signal
yet. The association with the γ-ray burst GRB 170817A, detected by Fermi-GBM 1.7 s after the
coalescence, corroborates the hypothesis of a neutron star merger and provides the first direct evidence of a
link between these mergers and short γ-ray bursts. Subsequent identification of transient counterparts
across the electromagnetic spectrum in the same location further supports the interpretation of this event as
a neutron star merger. This unprecedented joint gravitational and electromagnetic observation provides
insight into astrophysics, dense matter, gravitation, and cosmology.

DOI: 10.1103/PhysRevLett.119.161101

I. INTRODUCTION

On August 17, 2017, the LIGO-Virgo detector network
observed a gravitational-wave signal from the inspiral of
two low-mass compact objects consistent with a binary
neutron star (BNS) merger. This discovery comes four
decades after Hulse and Taylor discovered the first neutron
star binary, PSR B1913+16 [1]. Observations of PSR
B1913+16 found that its orbit was losing energy due to
the emission of gravitational waves, providing the first
indirect evidence of their existence [2]. As the orbit of a
BNS system shrinks, the gravitational-wave luminosity
increases, accelerating the inspiral. This process has long
been predicted to produce a gravitational-wave signal
observable by ground-based detectors [3–6] in the final
minutes before the stars collide [7].
Since the Hulse-Taylor discovery, radio pulsar surveys

have found several more BNS systems in our galaxy [8].
Understanding the orbital dynamics of these systems
inspired detailed theoretical predictions for gravitational-
wave signals from compact binaries [9–13]. Models of the
population of compact binaries, informed by the known
binary pulsars, predicted that the network of advanced
gravitational-wave detectors operating at design sensitivity

will observe between one BNS merger every few years to
hundreds per year [14–21]. This detector network currently
includes three Fabry-Perot-Michelson interferometers that
measure spacetime strain induced by passing gravitational
waves as a varying phase difference between laser light
propagating in perpendicular arms: the two Advanced
LIGO detectors (Hanford, WA and Livingston, LA) [22]
and the Advanced Virgo detector (Cascina, Italy) [23].
Advanced LIGO’s first observing run (O1), from

September 12, 2015, to January 19, 2016, obtained
49 days of simultaneous observation time in two detectors.
While two confirmed binary black hole (BBH) mergers
were discovered [24–26], no detections or significant
candidates had component masses lower than 5M⊙, placing
a 90% credible upper limit of 12 600 Gpc−3 yr−1 on the rate
of BNS mergers [27] (credible intervals throughout this
Letter contain 90% of the posterior probability unless noted
otherwise). This measurement did not impinge on the range
of astrophysical predictions, which allow rates as high as
∼10 000 Gpc−3 yr−1 [19].
The second observing run (O2) of Advanced LIGO, from

November 30, 2016 to August 25, 2017, collected 117 days
of simultaneous LIGO-detector observing time. Advanced
Virgo joined the O2 run on August 1, 2017. At the time of
this publication, two BBH detections have been announced
[28,29] from the O2 run, and analysis is still in progress.
Toward the end of the O2 run a BNS signal, GW170817,

was identified by matched filtering [7,30–33] the data
against post-Newtonian waveform models [34–37]. This
gravitational-wave signal is the loudest yet observed, with a
combined signal-to-noise ratio (SNR) of 32.4 [38]. After

*Full author list given at the end of the Letter.
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∼100 s (calculated starting from 24 Hz) in the detectors’
sensitive band, the inspiral signal ended at 12∶41:04.4 UTC.
In addition, a γ-ray burst was observed 1.7 s after the
coalescence time [39–45]. The combination of data from
the LIGO and Virgo detectors allowed a precise sky
position localization to an area of 28 deg2. This measure-
ment enabled an electromagnetic follow-up campaign that
identified a counterpart near the galaxy NGC 4993, con-
sistent with the localization and distance inferred from
gravitational-wave data [46–50].
From the gravitational-wave signal, the best measured

combination of the masses is the chirp mass [51]
M ¼ 1.188þ0.004

−0.002M⊙. From the union of 90% credible
intervals obtained using different waveform models (see
Sec. IV for details), the total mass of the system is between
2.73 and 3.29 M⊙. The individual masses are in the broad
range of 0.86 to 2.26 M⊙, due to correlations between their
uncertainties. This suggests a BNS as the source of the
gravitational-wave signal, as the total masses of known
BNS systems are between 2.57 and 2.88 M⊙ with compo-
nents between 1.17 and ∼1.6 M⊙ [52]. Neutron stars in
general have precisely measured masses as large as 2.01#
0.04 M⊙ [53], whereas stellar-mass black holes found in
binaries in our galaxy have masses substantially greater
than the components of GW170817 [54–56].
Gravitational-wave observations alone are able to mea-

sure the masses of the two objects and set a lower limit on
their compactness, but the results presented here do not
exclude objects more compact than neutron stars such as
quark stars, black holes, or more exotic objects [57–61].
The detection of GRB 170817A and subsequent electro-
magnetic emission demonstrates the presence of matter.
Moreover, although a neutron star–black hole system is not
ruled out, the consistency of the mass estimates with the
dynamically measured masses of known neutron stars in
binaries, and their inconsistency with the masses of known
black holes in galactic binary systems, suggests the source
was composed of two neutron stars.

II. DATA

At the time of GW170817, the Advanced LIGO detec-
tors and the Advanced Virgo detector were in observing
mode. The maximum distances at which the LIGO-
Livingston and LIGO-Hanford detectors could detect a
BNS system (SNR ¼ 8), known as the detector horizon
[32,62,63], were 218 Mpc and 107 Mpc, while for Virgo
the horizon was 58 Mpc. The GEO600 detector [64] was
also operating at the time, but its sensitivity was insufficient
to contribute to the analysis of the inspiral. The configu-
ration of the detectors at the time of GW170817 is
summarized in [29].
A time-frequency representation [65] of the data from

all three detectors around the time of the signal is shown in
Fig 1. The signal is clearly visible in the LIGO-Hanford
and LIGO-Livingston data. The signal is not visible

in the Virgo data due to the lower BNS horizon and the
direction of the source with respect to the detector’s antenna
pattern.
Figure 1 illustrates the data as they were analyzed to

determine astrophysical source properties. After data col-
lection, several independently measured terrestrial contribu-
tions to the detector noise were subtracted from the LIGO
data usingWiener filtering [66], as described in [67–70]. This
subtraction removed calibration lines and 60 Hz ac power
mains harmonics from both LIGO data streams. The sensi-
tivity of the LIGO-Hanford detector was particularly
improved by the subtraction of laser pointing noise; several
broad peaks in the 150–800 Hz region were effectively
removed, increasing the BNS horizon of that detector
by 26%.

FIG. 1. Time-frequency representations [65] of data containing
the gravitational-wave event GW170817, observed by the LIGO-
Hanford (top), LIGO-Livingston (middle), and Virgo (bottom)
detectors. Times are shown relative to August 17, 2017 12∶41:04
UTC. The amplitude scale in each detector is normalized to that
detector’s noise amplitude spectral density. In the LIGO data,
independently observable noise sources and a glitch that occurred
in the LIGO-Livingston detector have been subtracted, as
described in the text. This noise mitigation is the same as that
used for the results presented in Sec. IV.

PRL 119, 161101 (2017) P HY S I CA L R EV I EW LE T T ER S week ending
20 OCTOBER 2017

161101-2

❖ Signal-to-noise 
ratio of 32.4 

❖ loudest yet 
❖ False alarm rate 

of 1 in 106 yrs 

❖ most significant 
of all

Phys Rev Lett. 119, 161101 (2017)



detector output consists of:  

only background noise:  

noise + some interesting signal: 

given a detector output which of the two possibilities is more 
likely given that the noise background is Gaussian and 
stationary 

formulate the problem as Bayes’ theorem: 

posterior prob. = likelihood x prior / evidence

D E T E C T I O N :  S TA T E M E N T  O F  T H E  
P R O B L E M
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x(t) = h(t) + n(t)

x(t) = n(t)

P (h|x) = P (x|h)P (h)

P (x)



denominator is: 

define likelihood ratio:  

if signals are rare then  

in that case the posterior prob. of a signal given data is: 

for confident detection 

 rarer the signal larger should be the likelihood for a given 
confidence: for 5-sigma detection

15

P (x) = P (x|h)P (h) + P (x|h)P (h)

P (h) ⌧ 1 and P (h) = 1� P (h) ' 1

⇤ =
P (x|h)
P (x|n)

P (h|x) = ⇤P (h)

1 + ⇤P (h)

⇤ � 1/P (h)

P (h|x) ' 0.999 999

one in a million



C O M P U T I N G  T H E  L I K E L I H O O D  R A T I O

noise is a Gaussian random process, so at any instant tk 

it is more convenient to deal with Fourier domain quantities Nk 
(similarly, Xk and Hk): 

so the probability of getting a sequence  

if signal is absent n=x, if signal is present n=x-h:
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D I F F I C U LT I E S  …

the likelihood ratio is computationally very expensive: 

<x, h> would need to be computed at 10’s of millions of 
points in the parameter space (parameters μ) before giving 
up - signal 

a scheme would be needed to compute P(x|n) - background  

noise is not Gaussian or stationary 

nothing much can be done about non-stationarity: detector 
behavior is assumed to be stable over periods ~ days 

non-Gaussian and non-stationary data is rejected 

glitch rejection, signal consistency checks, coincidence and 
coherent analysis, etc.
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Additionally, a short instrumental noise transient
appeared in the LIGO-Livingston detector 1.1 s before
the coalescence time of GW170817 as shown in Fig. 2.
This transient noise, or glitch [71], produced a very brief
(less than 5 ms) saturation in the digital-to-analog converter
of the feedback signal controlling the position of the test
masses. Similar glitches are registered roughly once every
few hours in each of the LIGO detectors with no temporal
correlation between the LIGO sites. Their cause remains
unknown. To mitigate the effect on the results presented in
Sec. III, the search analyses applied a window function to
zero out the data around the glitch [72,73], following the
treatment of other high-amplitude glitches used in the
O1 analysis [74]. To accurately determine the properties
of GW170817 (as reported in Sec. IV) in addition to the
noise subtraction described above, the glitch was modeled
with a time-frequency wavelet reconstruction [75] and
subtracted from the data, as shown in Fig. 2.
Following the procedures developed for prior gravita-

tional-wave detections [29,78], we conclude there is no
environmental disturbance observed by LIGO environmen-
tal sensors [79] that could account for the GW170817
signal.
The Virgo data, used for sky localization and an

estimation of the source properties, are shown in the
bottom panel of Fig. 1. The Virgo data are nonstationary
above 150 Hz due to scattered light from the output optics
modulated by alignment fluctuations and below 30 Hz due
to seismic noise from anthropogenic activity. Occasional
noise excess around the European power mains frequency
of 50 Hz is also present. No noise subtraction was applied
to the Virgo data prior to this analysis. The low signal
amplitude observed in Virgo significantly constrained the
sky position, but meant that the Virgo data did not
contribute significantly to other parameters. As a result,
the estimation of the source’s parameters reported in
Sec. IV is not impacted by the nonstationarity of Virgo
data at the time of the event. Moreover, no unusual
disturbance was observed by Virgo environmental sensors.
Data used in this study can be found in [80].

III. DETECTION

GW170817 was initially identified as a single-detector
event with the LIGO-Hanford detector by a low-latency
binary-coalescence search [81–83] using template wave-
forms computed in post-Newtonian theory [11,13,36,84].
The two LIGO detectors and the Virgo detector were all
taking data at the time; however, the saturation at the LIGO-
Livingston detector prevented the search from registering a
simultaneous event in both LIGO detectors, and the low-
latency transfer of Virgo data was delayed.
Visual inspection of the LIGO-Hanford and LIGO-

Livingston detector data showed the presence of a clear,
long-duration chirp signal in time-frequency representations
of the detector strain data. As a result, an initial alert was

generated reporting a highly significant detection of a binary
neutron star signal [85] in coincidence with the independ-
ently observed γ-ray burst GRB 170817A [39–41].
A rapid binary-coalescence reanalysis [86,87], with the

time series around the glitch suppressed with a window
function [73], as shown in Fig. 2, confirmed the presence of
a significant coincident signal in the LIGO detectors. The
source was rapidly localized to a region of 31 deg2,
shown in Fig. 3, using data from all three detectors [88].
This sky map was issued to observing partners, allowing
the identification of an electromagnetic counterpart
[46,48,50,77].
The combined SNR of GW170817 is estimated to be

32.4, with values 18.8, 26.4, and 2.0 in the LIGO-Hanford,

FIG. 2. Mitigation of the glitch in LIGO-Livingston data. Times
are shown relative to August 17, 2017 12∶41:04 UTC. Top panel:
A time-frequency representation [65] of the raw LIGO-Living-
ston data used in the initial identification of GW170817 [76]. The
coalescence time reported by the search is at time 0.4 s in this
figure and the glitch occurs 1.1 s before this time. The time-
frequency track of GW170817 is clearly visible despite the
presence of the glitch. Bottom panel: The raw LIGO-Livingston
strain data (orange curve) showing the glitch in the time domain.
To mitigate the glitch in the rapid reanalysis that produced the sky
map shown in Fig. 3 [77], the raw detector data were multiplied
by an inverse Tukey window (gray curve, right axis) that zeroed
out the data around the glitch [73]. To mitigate the glitch in the
measurement of the source’s properties, a model of the glitch
based on a wavelet reconstruction [75] (blue curve) was sub-
tracted from the data. The time-series data visualized in this figure
have been bandpassed between 30 Hz and 2 kHz so that the
detector’s sensitive band is emphasized. The gravitational-wave
strain amplitude of GW170817 is of the order of 10−22 and so is
not visible in the bottom panel.
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A  G E O M E T R I C A L  F O R M U L A T I O N  O F  
D A TA  A N A LY S I S :  S I G N A L  M A N I F O L D

detector outputs can be thought of as vectors 

the set of all detector outputs forms a vector space 

signals are also vectors that live in this vector space 

space of signals forms a manifold: signal parameters (e.g. 
masses and spins of black holes) are coordinates that 
determine the dimension of the manifold 

 the scalar product <a,b> can be used to induce a metric on the 
manifold: gαβ = <hα, hβ>, where hα = δh/δμα 

the signal space now acquires a shape

19



T E M P L A T E  B A N K S  F O R  C O M P U T I N G  
< x , h (μ ) >

volume of the parameter space is: 

if each template covers a volume V then the number of 
templates is: 

but how to choose templates … template placement problem, 
a hard problem with only sub-optimal solutions 

a uniform grid, say, in the space of masses and spins, or 
something more fancy? 

a hexagonal lattice, stochastic method, … 

O1 search deployed 250,000 templates for compact binary 
coalescence searches, O2 about 500,000 templates 20

V =

Z
p
g dnµ

N =
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�V
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g dnµ



M A T C H E D  F I LT E R  S E A R C H  F O R  
S I G N A L S  O F  K N O W N  S H A P E

21

Results of the searches for binary neutron stars and neutron
star–black hole binaries are reported in Ref. [43]. These
matched-filter searches are complemented by generic
transient searches which are sensitive to BBH mergers
with total mass of about 30M⊙ or greater [61].
A bank of template waveforms is used to cover the

parameter space to be searched [54,62–65]. The gravita-
tional waveforms depend upon the masses m1;2 (using the
convention that m1 ≥ m2) and angular momenta S1;2 of the
binary components. We characterize the angular momen-
tum in terms of the dimensionless spin magnitude

a1;2 ¼
c

Gm2
1;2

jS1;2j; ð2Þ

and the component aligned with the direction of the orbital
angular momentum, L, of the binary [66,67],

χ1;2 ¼
c

Gm2
1;2

S1;2 · L̂: ð3Þ

We restrict this template bank to circular binaries for which
the spin of the systems is aligned (or antialigned) with the
orbital angular momentum of the binary. The resulting
templates can nonetheless recover systems with misaligned
spins, which will exhibit orbital precession, with good
sensitivity over much of the parameter space, particularly
for near equal-mass binaries [44].
At leading order, the phase evolution during inspiral

depends on the chirp mass of the system [68–70]

M ¼ ðm1m2Þ3=5

M1=5 : ð4Þ

At subsequent orders in the PN expansion, the phase
evolution depends predominantly upon the mass ratio [19]

q ¼ m2

m1

≤ 1; ð5Þ

and the effective spin parameter [71–76]

χeff ¼
m1χ1 þm2χ2

M
; ð6Þ

where M ¼ m1 þm2 is the binary’s total mass. The
minimum black hole mass is taken to be 2M⊙, consistent
with the largest known masses of neutron stars [77]. There
is no known maximum black hole mass [78]; however, we
limit this template bank to binaries with a total mass less
thanM ≤ 100M⊙. For higher-mass binaries, the Advanced
LIGO detectors are sensitive to only the final few cycles of
inspiral plus merger, making the analysis more susceptible
to noise transients. The results of searches for more massive
BBH mergers will be reported in future publications. In
principle, black hole spins can lie anywhere in the range

from −1 (maximal and antialigned) to þ1 (maximal and
aligned). We limit the spin magnitude to less than 0.9895,
which is the region over which the EOBNR waveform
model [8,9] used in the search is able to generate valid
template waveforms [8]. The bank of templates used for the
analysis is shown in Fig. 2.
Both analyses separately correlate the data from each

detector with template waveforms that model the expected
signal. The analyses identify candidate events that are
detected at both the Hanford and Livingston observatories
consistent with the 10-ms intersite propagation time.
Additional signal consistency tests are performed to mit-
igate the effects of nonstationary transients in the data.
Events are assigned a detection-statistic value that ranks
their likelihood of being a gravitational-wave signal. For
PyCBC, the observed SNR in each detector is reweighted
using the signal consistency tests. These reweighted SNRs
are added in quadrature to obtain the detection statistic ρ̂c.
For GstLAL, lnL is the log-likelihood ratio for the signal
and noise models. The detection statistics are compared to
the estimated detector noise background to determine, for
each candidate event, the probability that detector noise
would give rise to at least one equally significant event.
Further details of the analysis methods are available in
Appendix A.
The results for the two different analyses are presented in

Fig. 3. The figure shows the observed distribution of
events, as well as the background distribution used to

FIG. 2. The four-dimensional search parameter space covered
by the template bank shown projected into the component-mass
plane, using the convention m1 > m2. The colors indicate mass
regions with different limits on the dimensionless spin parameters
χ1 and χ2. Symbols indicate the best matching templates for
GW150914, GW151226, and LVT151012. For GW150914 and
GW151226, the templates were the same in the PyCBC and
GstLAL searches, while for LVT151012 they differed. The
parameters of the best matching templates are consistent, up to
the discreteness of the template bank, with the detector frame
mass ranges provided by detailed parameter estimation in Sec. IV.

BINARY BLACK HOLE MERGERS IN THE FIRST … PHYS. REV. X 6, 041015 (2016)

041015-9

Abbott+ PRX, 6, 041015 (2016)
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E A R LY  W A R N I N G  I N  T H E  E R A  O F  N E X T  
G E N E R AT I O N  O F  D E T E C T O R S

Face on z=0.4, 75 s before merger SNR=8

27Single detector SNR
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M E A S U R I N G  S O U R C E  PA R A M E T E R S
Bayesian analysis is used to infer the posterior probability 
density of parameters μ = {μ1, μ2, …, μn} given the data x: 

in the case of binary black holes signal parameters are 
component masses (m1, m2) and spins (S1, S2), eccentricity e, sky 
position (θ, φ), distance D, binary orientation angles (ι, δ), time of 
and phase at coalescence (tc, φc); PSD, calibration, etc. 

likelihood P(x|h(μ)) is very expensive as it requires computing the 
overlap of millions of waveforms with the data and different 
signal models 

impossible to compute without fast, analytic waveform models 
29

P (h(µ)|x) = P (x|h(µ))P (h)

P (x)



P A R A M E T E R  E S T I M A T I O N  U S I N G  
W A V E F O R M S  P R E D I C T E D  B Y  G R
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P A R A M E T E R  E S T I M A T I O N  U S I N G  
W A V E F O R M S  P R E D I C T E D  B Y  G R

30



From M and q, we obtain a measure of the component
masses m1 ∈ ð1.36; 2.26ÞM⊙ and m2 ∈ ð0.86; 1.36ÞM⊙,
shown in Fig. 4. As discussed in Sec. I, these values are
within the range of known neutron-star masses and below
those of known black holes. In combination with electro-
magnetic observations, we regard this as evidence of the
BNS nature of GW170817.
The fastest-spinning known neutron star has a dimension-

less spin≲0.4 [153], and the possible BNS J1807-2500B has
spin≲0.2 [154], after allowing for a broad range of equations
of state. However, among BNS that will merge within a
Hubble time, PSR J0737-3039A [155] has the most extreme
spin, less than ∼0.04 after spin-down is extrapolated to
merger. If we restrict the spin magnitude in our analysis to
jχj ≤ 0.05, consistent with the observed population, we
recover the mass ratio q ∈ ð0.7; 1.0Þ and component masses
m1 ∈ ð1.36;1.60ÞM⊙ andm2 ∈ ð1.17; 1.36ÞM⊙ (see Fig. 4).
We also recover χeff ∈ ð−0.01; 0.02Þ, where the upper limit
is consistent with the low-spin prior.
Our first analysis allows the tidal deformabilities of the

high-mass and low-mass component, Λ1 and Λ2, to vary
independently. Figure 5 shows the resulting 90% and
50% contours on the posterior distribution with the
post-Newtonian waveform model for the high-spin and

low-spin priors. As a comparison, we show predictions
coming from a set of candidate equations of state for
neutron-star matter [156–160], generated using fits from
[161]. All EOS support masses of 2.01# 0.04M⊙.
Assuming that both components are neutron stars described
by the same equation of state, a single function ΛðmÞ is
computed from the static l ¼ 2 perturbation of a Tolman-
Oppenheimer-Volkoff solution [103]. The shaded regions in
Fig. 5 represent the values of the tidal deformabilitiesΛ1 and
Λ2 generated using an equation of state from the 90% most
probable fraction of the values ofm1 andm2, consistent with
the posterior shown in Fig. 4. We find that our constraints on
Λ1 and Λ2 disfavor equations of state that predict less
compact stars, since the mass range we recover generates
Λ values outside the 90% probability region. This is con-
sistent with radius constraints from x-ray observations of
neutron stars [162–166]. Analysis methods, in development,
that a priori assume the same EOS governs both stars should
improve our constraints [167].
To leading order in Λ1 and Λ2, the gravitational-wave

phase is determined by the parameter

~Λ ¼ 16

13

ðm1 þ 12m2Þm4
1Λ1 þ ðm2 þ 12m1Þm4

2Λ2

ðm1 þm2Þ5
ð1Þ

[101,117]. Assuming a uniform prior on ~Λ, we place a 90%
upper limit of ~Λ ≤ 800 in the low-spin case and ~Λ ≤ 700 in
the high-spin case. We can also constrain the functionΛðmÞ
more directly by expanding ΛðmÞ linearly about m ¼
1.4M⊙ (as in [112,115]), which gives Λð1.4M⊙Þ ≤ 1400
for the high-spin prior and Λð1.4M⊙Þ ≤ 800 for the low-
spin prior. A 95% upper bound inferred with the low-spin
prior, Λð1.4M⊙Þ ≤ 970, begins to compete with the 95%
upper bound of 1000 derived from x-ray observations
in [168].
Since the energy emitted in gravitational waves depends

critically on the EOS of neutron-star matter, with a wide
range consistent with constraints above, we are only able to
place a lower bound on the energy emitted before the onset
of strong tidal effects at fGW∼600Hz asErad > 0.025M⊙c2.
This is consistent with Erad obtained from numerical
simulations and fits for BNS systems consistent with
GW170817 [114,169–171].
We estimate systematic errors from waveform modeling

by comparing the post-Newtonian results with parameters
recovered using an effective-one-body model [124] aug-
mented with tidal effects extracted from numerical relativity
with hydrodynamics [172]. This does not change the
90% credible intervals for component masses and effective
spin under low-spin priors, but in the case of high-spin priors,
we obtain the more restrictive m1 ∈ ð1.36; 1.93ÞM⊙, m2 ∈
ð0.99; 1.36ÞM⊙, and χeff ∈ ð0.0; 0.09Þ. Recovered tidal
deformabilities indicate shifts in the posterior distributions
towards smaller values, with upper bounds for ~Λ and
Λð1.4M⊙Þ reduced by a factor of roughly (0.8, 0.8) in the

FIG. 4. Two-dimensional posterior distribution for the compo-
nent massesm1 andm2 in the rest frame of the source for the low-
spin scenario (jχj < 0.05, blue) and the high-spin scenario
(jχj < 0.89, red). The colored contours enclose 90% of the
probability from the joint posterior probability density function
for m1 and m2. The shape of the two dimensional posterior is
determined by a line of constant M and its width is determined
by the uncertainty inM. The widths of the marginal distributions
(shown on axes, dashed lines enclose 90% probability away from
equal mass of 1.36M⊙) is strongly affected by the choice of spin
priors. The result using the low-spin prior (blue) is consistent with
the masses of all known binary neutron star systems.
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to the one observed at the LIGO-Livingston detector during
GW170817. After applying the glitch subtraction tech-
nique, we found that the bias in recovered parameters
relative to their known values was well within their
uncertainties. This can be understood by noting that a
small time cut out of the coherent integration of the phase
evolution has little impact on the recovered parameters. To
corroborate these results, the test was also repeated with a
window function applied, as shown in Fig. 2 [73].
The source was localized to a region of the sky 28 deg2

in area, and 380 Mpc3 in volume, near the southern end of
the constellation Hydra, by using a combination of the
timing, phase, and amplitude of the source as observed in
the three detectors [138,139]. The third detector, Virgo, was
essential in localizing the source to a single region of the
sky, as shown in Fig. 3. The small sky area triggered a
successful follow-up campaign that identified an electro-
magnetic counterpart [50].
The luminosity distance to the source is 40þ8

−14 Mpc, the
closest ever observed gravitational-wave source and, by
association, the closest short γ-ray burst with a distance
measurement [45]. The distance measurement is correlated
with the inclination angle cos θJN ¼ Ĵ · N̂, where Ĵ is the
unit vector in the direction of the total angular momentum
of the system and N̂ is that from the source towards the
observer [140]. We find that the data are consistent with an
antialigned source: cos θJN ≤ −0.54, and the viewing angle
Θ≡minðθJN; 180° − θJNÞ is Θ ≤ 56°. Since the luminos-
ity distance of this source can be determined independently
of the gravitational wave data alone, we can use the
association with NGC 4993 to break the distance degen-
eracy with cos θJN . The estimated Hubble flow velocity
near NGC 4993 of 3017% 166 km s−1 [141] provides a
redshift, which in a flat cosmology with H0 ¼ 67.90%
0.55 km s−1 Mpc−1 [90], constrains cos θJN < −0.88 and
Θ < 28°. The constraint varies with the assumptions made
about H0 [141].

From the gravitational-wave phase and the ∼3000 cycles
in the frequency range considered, we constrain the chirp
mass in the detector frame to be Mdet ¼ 1.1977þ0.0008

−0.0003M⊙
[51]. The mass parameters in the detector frame are related
to the rest-frame masses of the source by its redshift z as
mdet ¼ mð1þ zÞ [142]. Assuming the above cosmology
[90], and correcting for the motion of the Solar System
Barycenter with respect to the Cosmic Microwave
Background [143], the gravitational-wave distance meas-
urement alone implies a cosmological redshift of
0.008þ0.002

−0.003 , which is consistent with that of NGC 4993
[50,141,144,145]. Without the host galaxy, the uncertainty
in the source’s chirp mass M is dominated by the
uncertainty in its luminosity distance. Independent of the
waveform model or the choice of priors, described below,
the source-frame chirp mass is M ¼ 1.188þ0.004

−0.002M⊙.
While the chirp mass is well constrained, our estimates

of the component masses are affected by the degeneracy
between mass ratio q and the aligned spin components χ1z
and χ2z [38,146–150]. Therefore, the estimates of q and
the component masses depend on assumptions made
about the admissible values of the spins. While χ < 1
for black holes, and quark stars allow even larger spin
values, realistic NS equations of state typically imply
more stringent limits. For the set of EOS studied in [151]
χ < 0.7, although other EOS can exceed this bound. We
began by assuming jχj ≤ 0.89, a limit imposed by
available rapid waveform models, with an isotropic prior
on the spin direction. With these priors we recover q ∈
ð0.4; 1.0Þ and a constraint on the effective aligned spin of
the system [127,152] of χeff ∈ ð−0.01; 0.17Þ. The aligned
spin components are consistent with zero, with stricter
bounds than in previous BBH observations [26,28,29].
Analysis using the effective precessing phenomenological
waveforms of [128], which do not contain tidal effects,
demonstrates that spin components in the orbital plane are
not constrained.

TABLE I. Source properties for GW170817: we give ranges encompassing the 90% credible intervals for different assumptions of the
waveform model to bound systematic uncertainty. The mass values are quoted in the frame of the source, accounting for uncertainty in
the source redshift.

Low-spin priors ðjχj ≤ 0.05Þ High-spin priors ðjχj ≤ 0.89Þ
Primary mass m1 1.36–1.60 M⊙ 1.36–2.26 M⊙
Secondary mass m2 1.17–1.36 M⊙ 0.86–1.36 M⊙
Chirp mass M 1.188þ0.004

−0.002M⊙ 1.188þ0.004
−0.002M⊙

Mass ratio m2=m1 0.7–1.0 0.4–1.0
Total mass mtot 2.74þ0.04

−0.01M⊙ 2.82þ0.47
−0.09M⊙

Radiated energy Erad > 0.025M⊙c2 > 0.025M⊙c2
Luminosity distance DL 40þ8

−14 Mpc 40þ8
−14 Mpc

Viewing angle Θ ≤ 55° ≤ 56°
Using NGC 4993 location ≤ 28° ≤ 28°
Combined dimensionless tidal deformability ~Λ ≤ 800 ≤ 700
Dimensionless tidal deformability Λð1.4M⊙Þ ≤ 800 ≤ 1400
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to the one observed at the LIGO-Livingston detector during
GW170817. After applying the glitch subtraction tech-
nique, we found that the bias in recovered parameters
relative to their known values was well within their
uncertainties. This can be understood by noting that a
small time cut out of the coherent integration of the phase
evolution has little impact on the recovered parameters. To
corroborate these results, the test was also repeated with a
window function applied, as shown in Fig. 2 [73].
The source was localized to a region of the sky 28 deg2

in area, and 380 Mpc3 in volume, near the southern end of
the constellation Hydra, by using a combination of the
timing, phase, and amplitude of the source as observed in
the three detectors [138,139]. The third detector, Virgo, was
essential in localizing the source to a single region of the
sky, as shown in Fig. 3. The small sky area triggered a
successful follow-up campaign that identified an electro-
magnetic counterpart [50].
The luminosity distance to the source is 40þ8

−14 Mpc, the
closest ever observed gravitational-wave source and, by
association, the closest short γ-ray burst with a distance
measurement [45]. The distance measurement is correlated
with the inclination angle cos θJN ¼ Ĵ · N̂, where Ĵ is the
unit vector in the direction of the total angular momentum
of the system and N̂ is that from the source towards the
observer [140]. We find that the data are consistent with an
antialigned source: cos θJN ≤ −0.54, and the viewing angle
Θ≡minðθJN; 180° − θJNÞ is Θ ≤ 56°. Since the luminos-
ity distance of this source can be determined independently
of the gravitational wave data alone, we can use the
association with NGC 4993 to break the distance degen-
eracy with cos θJN . The estimated Hubble flow velocity
near NGC 4993 of 3017% 166 km s−1 [141] provides a
redshift, which in a flat cosmology with H0 ¼ 67.90%
0.55 km s−1 Mpc−1 [90], constrains cos θJN < −0.88 and
Θ < 28°. The constraint varies with the assumptions made
about H0 [141].

From the gravitational-wave phase and the ∼3000 cycles
in the frequency range considered, we constrain the chirp
mass in the detector frame to be Mdet ¼ 1.1977þ0.0008

−0.0003M⊙
[51]. The mass parameters in the detector frame are related
to the rest-frame masses of the source by its redshift z as
mdet ¼ mð1þ zÞ [142]. Assuming the above cosmology
[90], and correcting for the motion of the Solar System
Barycenter with respect to the Cosmic Microwave
Background [143], the gravitational-wave distance meas-
urement alone implies a cosmological redshift of
0.008þ0.002

−0.003 , which is consistent with that of NGC 4993
[50,141,144,145]. Without the host galaxy, the uncertainty
in the source’s chirp mass M is dominated by the
uncertainty in its luminosity distance. Independent of the
waveform model or the choice of priors, described below,
the source-frame chirp mass is M ¼ 1.188þ0.004

−0.002M⊙.
While the chirp mass is well constrained, our estimates

of the component masses are affected by the degeneracy
between mass ratio q and the aligned spin components χ1z
and χ2z [38,146–150]. Therefore, the estimates of q and
the component masses depend on assumptions made
about the admissible values of the spins. While χ < 1
for black holes, and quark stars allow even larger spin
values, realistic NS equations of state typically imply
more stringent limits. For the set of EOS studied in [151]
χ < 0.7, although other EOS can exceed this bound. We
began by assuming jχj ≤ 0.89, a limit imposed by
available rapid waveform models, with an isotropic prior
on the spin direction. With these priors we recover q ∈
ð0.4; 1.0Þ and a constraint on the effective aligned spin of
the system [127,152] of χeff ∈ ð−0.01; 0.17Þ. The aligned
spin components are consistent with zero, with stricter
bounds than in previous BBH observations [26,28,29].
Analysis using the effective precessing phenomenological
waveforms of [128], which do not contain tidal effects,
demonstrates that spin components in the orbital plane are
not constrained.

TABLE I. Source properties for GW170817: we give ranges encompassing the 90% credible intervals for different assumptions of the
waveform model to bound systematic uncertainty. The mass values are quoted in the frame of the source, accounting for uncertainty in
the source redshift.

Low-spin priors ðjχj ≤ 0.05Þ High-spin priors ðjχj ≤ 0.89Þ
Primary mass m1 1.36–1.60 M⊙ 1.36–2.26 M⊙
Secondary mass m2 1.17–1.36 M⊙ 0.86–1.36 M⊙
Chirp mass M 1.188þ0.004

−0.002M⊙ 1.188þ0.004
−0.002M⊙

Mass ratio m2=m1 0.7–1.0 0.4–1.0
Total mass mtot 2.74þ0.04

−0.01M⊙ 2.82þ0.47
−0.09M⊙

Radiated energy Erad > 0.025M⊙c2 > 0.025M⊙c2
Luminosity distance DL 40þ8

−14 Mpc 40þ8
−14 Mpc

Viewing angle Θ ≤ 55° ≤ 56°
Using NGC 4993 location ≤ 28° ≤ 28°
Combined dimensionless tidal deformability ~Λ ≤ 800 ≤ 700
Dimensionless tidal deformability Λð1.4M⊙Þ ≤ 800 ≤ 1400
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to the one observed at the LIGO-Livingston detector during
GW170817. After applying the glitch subtraction tech-
nique, we found that the bias in recovered parameters
relative to their known values was well within their
uncertainties. This can be understood by noting that a
small time cut out of the coherent integration of the phase
evolution has little impact on the recovered parameters. To
corroborate these results, the test was also repeated with a
window function applied, as shown in Fig. 2 [73].
The source was localized to a region of the sky 28 deg2

in area, and 380 Mpc3 in volume, near the southern end of
the constellation Hydra, by using a combination of the
timing, phase, and amplitude of the source as observed in
the three detectors [138,139]. The third detector, Virgo, was
essential in localizing the source to a single region of the
sky, as shown in Fig. 3. The small sky area triggered a
successful follow-up campaign that identified an electro-
magnetic counterpart [50].
The luminosity distance to the source is 40þ8

−14 Mpc, the
closest ever observed gravitational-wave source and, by
association, the closest short γ-ray burst with a distance
measurement [45]. The distance measurement is correlated
with the inclination angle cos θJN ¼ Ĵ · N̂, where Ĵ is the
unit vector in the direction of the total angular momentum
of the system and N̂ is that from the source towards the
observer [140]. We find that the data are consistent with an
antialigned source: cos θJN ≤ −0.54, and the viewing angle
Θ≡minðθJN; 180° − θJNÞ is Θ ≤ 56°. Since the luminos-
ity distance of this source can be determined independently
of the gravitational wave data alone, we can use the
association with NGC 4993 to break the distance degen-
eracy with cos θJN . The estimated Hubble flow velocity
near NGC 4993 of 3017% 166 km s−1 [141] provides a
redshift, which in a flat cosmology with H0 ¼ 67.90%
0.55 km s−1 Mpc−1 [90], constrains cos θJN < −0.88 and
Θ < 28°. The constraint varies with the assumptions made
about H0 [141].

From the gravitational-wave phase and the ∼3000 cycles
in the frequency range considered, we constrain the chirp
mass in the detector frame to be Mdet ¼ 1.1977þ0.0008

−0.0003M⊙
[51]. The mass parameters in the detector frame are related
to the rest-frame masses of the source by its redshift z as
mdet ¼ mð1þ zÞ [142]. Assuming the above cosmology
[90], and correcting for the motion of the Solar System
Barycenter with respect to the Cosmic Microwave
Background [143], the gravitational-wave distance meas-
urement alone implies a cosmological redshift of
0.008þ0.002

−0.003 , which is consistent with that of NGC 4993
[50,141,144,145]. Without the host galaxy, the uncertainty
in the source’s chirp mass M is dominated by the
uncertainty in its luminosity distance. Independent of the
waveform model or the choice of priors, described below,
the source-frame chirp mass is M ¼ 1.188þ0.004

−0.002M⊙.
While the chirp mass is well constrained, our estimates

of the component masses are affected by the degeneracy
between mass ratio q and the aligned spin components χ1z
and χ2z [38,146–150]. Therefore, the estimates of q and
the component masses depend on assumptions made
about the admissible values of the spins. While χ < 1
for black holes, and quark stars allow even larger spin
values, realistic NS equations of state typically imply
more stringent limits. For the set of EOS studied in [151]
χ < 0.7, although other EOS can exceed this bound. We
began by assuming jχj ≤ 0.89, a limit imposed by
available rapid waveform models, with an isotropic prior
on the spin direction. With these priors we recover q ∈
ð0.4; 1.0Þ and a constraint on the effective aligned spin of
the system [127,152] of χeff ∈ ð−0.01; 0.17Þ. The aligned
spin components are consistent with zero, with stricter
bounds than in previous BBH observations [26,28,29].
Analysis using the effective precessing phenomenological
waveforms of [128], which do not contain tidal effects,
demonstrates that spin components in the orbital plane are
not constrained.

TABLE I. Source properties for GW170817: we give ranges encompassing the 90% credible intervals for different assumptions of the
waveform model to bound systematic uncertainty. The mass values are quoted in the frame of the source, accounting for uncertainty in
the source redshift.

Low-spin priors ðjχj ≤ 0.05Þ High-spin priors ðjχj ≤ 0.89Þ
Primary mass m1 1.36–1.60 M⊙ 1.36–2.26 M⊙
Secondary mass m2 1.17–1.36 M⊙ 0.86–1.36 M⊙
Chirp mass M 1.188þ0.004

−0.002M⊙ 1.188þ0.004
−0.002M⊙

Mass ratio m2=m1 0.7–1.0 0.4–1.0
Total mass mtot 2.74þ0.04

−0.01M⊙ 2.82þ0.47
−0.09M⊙

Radiated energy Erad > 0.025M⊙c2 > 0.025M⊙c2
Luminosity distance DL 40þ8

−14 Mpc 40þ8
−14 Mpc

Viewing angle Θ ≤ 55° ≤ 56°
Using NGC 4993 location ≤ 28° ≤ 28°
Combined dimensionless tidal deformability ~Λ ≤ 800 ≤ 700
Dimensionless tidal deformability Λð1.4M⊙Þ ≤ 800 ≤ 1400
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Figure 2.1 The directional dependence of the +, ⇥, and root mean square (RMS) antenna patterns
of a LIGO-style GW detector. The detector is at the center of the light box, with its two arms
parallel to the horizontal edges.

(face-on, and in a direction perpendicular to the interferometer’s arms):

r1,i = 1/si, si
2 =

Z •

0

|H(w; qin)|2
Si(w)

dw. (2.10)

More succinctly, we can write the signal received by detector i in terms of observable extrinsic

parameters qi = (ri, gi, ti), the amplitude ri, phase gi, and time delay ti on arrival at detector i:

Xi(w; qi, qin) = Xi(w; ri, gi, ti, qin) =
ri
si

ei(gi�wti)H(w; qin). (2.11)

The prevailing technique for detection of GWs from CBCs is to realize a maximum like-

lihood (ML) estimator (MLE) from the likelihood in Equation (2.3) and the signal model in

Equation (2.11). Concretely, this results in a bank of matched filters, or the cross-correlation

between a template waveform and the incoming data stream,

zi(ti; qin) =
1

si(qin)

Z •

0

H⇤(w; qin)Yi(w)eiwti

Si(w)
dw. (2.12)

The ML point estimates of the signal parameters, MLE(y) = {{q̂i}i, q̂in} = {{r̂i, ĝi, t̂i}i , q̂in}, are
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LIGO-Livingston, and Virgo data respectively, making it
the loudest gravitational-wave signal so far detected. Two
matched-filter binary-coalescence searches targeting
sources with total mass between 2 and 500 M⊙ in the
detector frame were used to estimate the significance of this
event [9,12,30,32,73,81–83,86,87,91–97]. The searches
analyzed 5.9 days of LIGO data between August 13,
2017 02∶00 UTC and August 21, 2017 01∶05 UTC.
Events are assigned a detection-statistic value that ranks
their probability of being a gravitational-wave signal. Each
search uses a different method to compute this statistic and
measure the search background—the rate at which detector
noise produces events with a detection-statistic value equal
to or higher than the candidate event.
GW170817 was identified as the most significant event

in the 5.9 days of data, with an estimated false alarm rate of
one in 1.1 × 106 years with one search [81,83], and a
consistent bound of less than one in 8.0 × 104 years for the
other [73,86,87]. The second most significant signal in this
analysis of 5.9 days of data is GW170814, which has a
combined SNR of 18.3 [29]. Virgo data were not used in
these significance estimates, but were used in the sky
localization of the source and inference of the source
properties.

IV. SOURCE PROPERTIES

General relativity makes detailed predictions for the
inspiral and coalescence of two compact objects, which

may be neutron stars or black holes. At early times, for low
orbital and gravitational-wave frequencies, the chirplike
time evolution of the frequency is determined primarily by
a specific combination of the component masses m1 and
m2, the chirp mass M ¼ ðm1m2Þ3=5ðm1 þm2Þ−1=5. As the
orbit shrinks and the gravitational-wave frequency grows
rapidly, the gravitational-wave phase is increasingly influ-
enced by relativistic effects related to the mass ratio
q ¼ m2=m1, where m1 ≥ m2, as well as spin-orbit and
spin-spin couplings [98].
The details of the objects’ internal structure become

important as the orbital separation approaches the size of
the bodies. For neutron stars, the tidal field of the
companion induces a mass-quadrupole moment [99,100]
and accelerates the coalescence [101]. The ratio of the
induced quadrupole moment to the external tidal field is
proportional to the tidal deformability (or polarizability)
Λ ¼ ð2=3Þk2½ðc2=GÞðR=mÞ&5, where k2 is the second Love
number and R is the stellar radius. Both R and k2 are fixed
for a given stellar massm by the equation of state (EOS) for
neutron-star matter, with k2 ≃ 0.05–0.15 for realistic neu-
tron stars [102–104]. Black holes are expected to have
k2 ¼ 0 [99,105–109], so this effect would be absent.
As the gravitational-wave frequency increases, tidal

effects in binary neutron stars increasingly affect the phase
and become significant above fGW ≃ 600 Hz, so they are
potentially observable [103,110–116]. Tidal deformabil-
ities correlate with masses and spins, and our measurements
are sensitive to the accuracy with which we describe
the point-mass, spin, and tidal dynamics [113,117–119].
The point-mass dynamics has been calculated within the
post-Newtonian framework [34,36,37], effective-one-body
formalism [10,120–125], and with a phenomenological
approach [126–131]. Results presented here are obtained
using a frequency domain post-Newtonian waveform
model [30] that includes dynamical effects from tidal
interactions [132], point-mass spin-spin interactions
[34,37,133,134], and couplings between the orbital angular
momentum and the orbit-aligned dimensionless spin com-
ponents of the stars χz [92].
The properties of gravitational-wave sources are inferred

by matching the data with predicted waveforms. We
perform a Bayesian analysis in the frequency range
30–2048 Hz that includes the effects of the 1σ calibration
uncertainties on the received signal [135,136] (< 7% in
amplitude and 3° in phase for the LIGO detectors [137] and
10% and 10° for Virgo at the time of the event). Unless
otherwise specified, bounds on the properties of
GW170817 presented in the text and in Table I are 90%
posterior probability intervals that enclose systematic
differences from currently available waveform models.
To ensure that the applied glitch mitigation procedure

previously discussed in Sec. II (see Fig. 2) did not bias the
estimated parameters, we added simulated signals with
known parameters to data that contained glitches analogous

18h
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FIG. 3. Sky location reconstructed for GW170817 by a rapid
localization algorithm from a Hanford-Livingston (190 deg2,
light blue contours) and Hanford-Livingston-Virgo (31 deg2,
dark blue contours) analysis. A higher latency Hanford-Living-
ston-Virgo analysis improved the localization (28 deg2, green
contours). In the top-right inset panel, the reticle marks the
position of the apparent host galaxy NGC 4993. The bottom-right
panel shows the a posteriori luminosity distance distribution
from the three gravitational-wave localization analyses. The
distance of NGC 4993, assuming the redshift from the NASA/
IPAC Extragalactic Database [89] and standard cosmological
parameters [90], is shown with a vertical line.
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In the mid-1960s, gamma-ray bursts (GRBs) were discovered
by the Vela satellites, and their cosmic origin was first established
by Klebesadel et al. (1973). GRBs are classified as long or short,
based on their duration and spectral hardness(Dezalay et al. 1992;
Kouveliotou et al. 1993). Uncovering the progenitors of GRBs
has been one of the key challenges in high-energy astrophysics
ever since(Lee & Ramirez-Ruiz 2007). It has long been
suggested that short GRBs might be related to neutron star
mergers (Goodman 1986; Paczynski 1986; Eichler et al. 1989;
Narayan et al. 1992).

In 2005, the field of short gamma-ray burst (sGRB) studies
experienced a breakthrough (for reviews see Nakar 2007; Berger
2014) with the identification of the first host galaxies of sGRBs
and multi-wavelength observation (from X-ray to optical and
radio) of their afterglows (Berger et al. 2005; Fox et al. 2005;
Gehrels et al. 2005; Hjorth et al. 2005b; Villasenor et al. 2005).
These observations provided strong hints that sGRBs might be
associated with mergers of neutron stars with other neutron stars
or with black holes. These hints included: (i) their association with
both elliptical and star-forming galaxies (Barthelmy et al. 2005;
Prochaska et al. 2006; Berger et al. 2007; Ofek et al. 2007; Troja
et al. 2008; D’Avanzo et al. 2009; Fong et al. 2013), due to a very
wide range of delay times, as predicted theoretically(Bagot et al.
1998; Fryer et al. 1999; Belczynski et al. 2002); (ii) a broad
distribution of spatial offsets from host-galaxy centers(Berger
2010; Fong & Berger 2013; Tunnicliffe et al. 2014), which was
predicted to arise from supernova kicks(Narayan et al. 1992;
Bloom et al. 1999); and (iii) the absence of associated
supernovae(Fox et al. 2005; Hjorth et al. 2005c, 2005a;
Soderberg et al. 2006; Kocevski et al. 2010; Berger et al.
2013a). Despite these strong hints, proof that sGRBs were
powered by neutron star mergers remained elusive, and interest
intensified in following up gravitational-wave detections electro-
magnetically(Metzger & Berger 2012; Nissanke et al. 2013).

Evidence of beaming in some sGRBs was initially found by
Soderberg et al. (2006) and Burrows et al. (2006) and confirmed

by subsequent sGRB discoveries (see the compilation and
analysis by Fong et al. 2015 and also Troja et al. 2016). Neutron
star binary mergers are also expected, however, to produce
isotropic electromagnetic signals, which include (i) early optical
and infrared emission, a so-called kilonova/macronova (hereafter
kilonova; Li & Paczyński 1998; Kulkarni 2005; Rosswog 2005;
Metzger et al. 2010; Roberts et al. 2011; Barnes & Kasen 2013;
Kasen et al. 2013; Tanaka & Hotokezaka 2013; Grossman et al.
2014; Barnes et al. 2016; Tanaka 2016; Metzger 2017) due to
radioactive decay of rapid neutron-capture process (r-process)
nuclei(Lattimer & Schramm 1974, 1976) synthesized in
dynamical and accretion-disk-wind ejecta during the merger;
and (ii) delayed radio emission from the interaction of the merger
ejecta with the ambient medium (Nakar & Piran 2011; Piran et al.
2013; Hotokezaka & Piran 2015; Hotokezaka et al. 2016). The
late-time infrared excess associated with GRB 130603B was
interpreted as the signature of r-process nucleosynthesis (Berger
et al. 2013b; Tanvir et al. 2013), and more candidates were
identified later (for a compilation see Jin et al. 2016).
Here, we report on the global effort958 that led to the first joint

detection of gravitational and electromagnetic radiation from a
single source. An ∼ 100 s long gravitational-wave signal
(GW170817) was followed by an sGRB (GRB 170817A) and
an optical transient (SSS17a/AT 2017gfo) found in the host
galaxy NGC 4993. The source was detected across the
electromagnetic spectrum—in the X-ray, ultraviolet, optical,
infrared, and radio bands—over hours, days, and weeks. These
observations support the hypothesis that GW170817 was
produced by the merger of two neutron stars in NGC4993,
followed by an sGRB and a kilonova powered by the radioactive
decay of r-process nuclei synthesized in the ejecta.

Figure 1. Localization of the gravitational-wave, gamma-ray, and optical signals. The left panel shows an orthographic projection of the 90% credible regions from
LIGO (190 deg2; light green), the initial LIGO-Virgo localization (31 deg2; dark green), IPN triangulation from the time delay between Fermi and INTEGRAL (light
blue), and Fermi-GBM (dark blue). The inset shows the location of the apparent host galaxy NGC 4993 in the Swope optical discovery image at 10.9 hr after the
merger (top right) and the DLT40 pre-discovery image from 20.5 days prior to merger (bottom right). The reticle marks the position of the transient in both images.

958 A follow-up program established during initial LIGO-Virgo observations
(Abadie et al. 2012) was greatly expanded in preparation for Advanced LIGO-
Virgo observations. Partners have followed up binary black hole detections,
starting with GW150914 (Abbott et al. 2016a), but have discovered no firm
electromagnetic counterparts to those events.
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Densities ~ 4 x1017 kg/m3

E Q U A T I O N  O F  S T A T E  O F  D E N S E  
N U C L E A R  A N D  O T H E R  E X T R E M E  

M A T T E R



❖ tidal field ε of one companion induces 
a quadrupole moment Q in the other 

❖ in the adiabatic approximation                      

❖ λ(m) is tidal deformability, k2(m) is the 
Love number and R is the NS radius

S I G N AT U R E  O F  E Q U AT I O N  O F  S TAT E  I N  
B I N A R Y  N E U T R O N  S TA R  W A V E F O R M S
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4

Hz [18], the tidal tensors Eij of one component of the
binary will start to induce a significant quadrupole mo-
ment Qij in the other. In the adiabatic approximation,
the two are related by [44, 64, 65]

Qij = ��(m) Eij , (3)

where m is the mass of the neutron star that is experienc-
ing the quadrupole deformation, and the function �(m) is
the tidal deformability, which is determined by the EOS.
The deformations of the two neutron stars in turn a↵ect
the orbital motion, and this is one way in which the EOS
gets imprinted upon the gravitational waveform. The
deformability �(m) is related to the second Love number
k2(m) and the neutron star radius R(m) through �(m) =
(2/3) k2(m)R5(m). Tidal e↵ects only enter the phase
starting at 5PN order [65], but as mentioned before, the

prefactors are sizable (�/M5 / (R/M)5 ⇠ 102 � 105),
which is why we can hope to infer information on the
EOS from the tidal deformation.

The e↵ects of tidal deformations on the orbital motion
were calculated up to 1PN (or 6PN in phase) by Vines,
Flanagan, and Hinderer [44], and more recently to 2.5PN
(or 7.5PN in phase) by Damour, Nagar, and Villain [19].
The latter expression is what we will be using in this
paper; for completeness we reproduce it here. In terms
of the characteristic velocity v = (⇡Mf)1/3, one has

 (v) =  PP(v) + tidal(v), (4)

where  PP(v) is the phase for the inspiral of point parti-
cles, and  tidal(v) is the contribution from tidal e↵ects.
The latter takes the form

 tidal(v) =
3
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where XA = mA/M , A = 1, 2, and �A = �(mA). We
should note that the calculation leading to this expression
ignores (i) contributions from higher-order multipoles as
these are estimated to give small corrections, and (ii) a
number of as yet unknown functions that appear in the
7PN phase contribution; in [19] these too were argued
to be negligible and we refer to that paper for details.
Contributions to the phase at increasing PN order, for a
BNS system of (1.35, 1.35)M� with a sti↵ (MS1) EOS,
are illustrated in Fig. 4.

For the function �(m), in our simulated signals we will
use quartic polynomial fits to predictions corresponding
to di↵erent EOS from Hinderer et al. [18], with maximum
residuals of ⇠ 0.02 (which will turn out to be negligible
compared to the measurability of �). Examples of such
fits for a soft (labeled SQM3), a moderate (H4), and a
sti↵ EOS (MS1) are shown in Fig. 1.

C. Quadrupole-monopole e↵ects

As mentioned before, tidal e↵ects are not the only way
the EOS enters into the gravitational waveform. If a
neutron star is spinning, it takes on an oblate shape. As-
suming an axisymmetric mass distribution with respect
to the axis of rotation, the deformation can be expressed

to leading order by means of a dimensionless quadrupole
moment parameter q, defined as [50]

q = �5

2
lim
r!1

⇣ r

M

⌘3
Z 1

�1
⌫(r, ✓)P2(cos ✓) d cos ✓, (6)

where P2(x) = (3x2 � 1)/2 is the second Legendre poly-
nomial, and ⌫ is a potential related to the metric of
a stationary axially symmetric body; more specifically,
the line element in the form introduced by Komatsu-
Eriguchi-Hachisu [66] reads:

ds2 = �e�2⌫dt2 + r2 sin2 ✓ e2� (d�� !dt)2

+ e2↵
�
dr2 + r2d✓2

�
, (7)

where the undetermined ↵,�, ⌫ are all functions of (r, ✓).
The quadrupole moment q is the leading-order (1/r3)
coe�cient of the second multipole in the asymptotic ex-
pansion of ⌫(r, ✓) and can be calculated numerically. This
quantity is the general-relativistic equivalent of the New-
tonian mass quadrupole moment.
Since a sti↵er EOS implies a larger neutron star (NS)

radius for a given mass, the quadrupole moment increases
in absolute value with the sti↵ness of the EOS. Examples
of q estimates for di↵erent EOS were calculated numer-
ically in [50] based on the expressions of Ryan [67, 68].
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Hz [18], the tidal tensors Eij of one component of the
binary will start to induce a significant quadrupole mo-
ment Qij in the other. In the adiabatic approximation,
the two are related by [44, 64, 65]

Qij = ��(m) Eij , (3)

where m is the mass of the neutron star that is experienc-
ing the quadrupole deformation, and the function �(m) is
the tidal deformability, which is determined by the EOS.
The deformations of the two neutron stars in turn a↵ect
the orbital motion, and this is one way in which the EOS
gets imprinted upon the gravitational waveform. The
deformability �(m) is related to the second Love number
k2(m) and the neutron star radius R(m) through �(m) =
(2/3) k2(m)R5(m). Tidal e↵ects only enter the phase
starting at 5PN order [65], but as mentioned before, the

prefactors are sizable (�/M5 / (R/M)5 ⇠ 102 � 105),
which is why we can hope to infer information on the
EOS from the tidal deformation.

The e↵ects of tidal deformations on the orbital motion
were calculated up to 1PN (or 6PN in phase) by Vines,
Flanagan, and Hinderer [44], and more recently to 2.5PN
(or 7.5PN in phase) by Damour, Nagar, and Villain [19].
The latter expression is what we will be using in this
paper; for completeness we reproduce it here. In terms
of the characteristic velocity v = (⇡Mf)1/3, one has

 (v) =  PP(v) + tidal(v), (4)
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where XA = mA/M , A = 1, 2, and �A = �(mA). We
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ignores (i) contributions from higher-order multipoles as
these are estimated to give small corrections, and (ii) a
number of as yet unknown functions that appear in the
7PN phase contribution; in [19] these too were argued
to be negligible and we refer to that paper for details.
Contributions to the phase at increasing PN order, for a
BNS system of (1.35, 1.35)M� with a sti↵ (MS1) EOS,
are illustrated in Fig. 4.
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residuals of ⇠ 0.02 (which will turn out to be negligible
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the EOS enters into the gravitational waveform. If a
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low-spin case and (1.0, 0.7) in the high-spin case. Further
analysis is required to establish the uncertainties of these
tighter bounds, and a detailed studyof systematics is a subject
of ongoing work.
Preliminary comparisons with waveform models under

development [171,173–177] also suggest the post-
Newtonian model used will systematically overestimate
the value of the tidal deformabilities. Therefore, based on
our current understanding of the physics of neutron stars,
we consider the post-Newtonian results presented in this
Letter to be conservative upper limits on tidal deform-
ability. Refinements should be possible as our knowledge
and models improve.

V. IMPLICATIONS

A. Astrophysical rate

Our analyses identified GW170817 as the only BNS-
mass signal detected in O2 with a false alarm rate below
1=100 yr. Using a method derived from [27,178,179], and
assuming that the mass distribution of the components of
BNS systems is flat between 1 and 2 M⊙ and their
dimensionless spins are below 0.4, we are able to infer
the local coalescence rate density R of BNS systems.
Incorporating the upper limit of 12600 Gpc−3 yr−1 from O1
as a prior, R ¼ 1540þ3200

−1220 Gpc−3 yr−1. Our findings are

consistent with the rate inferred from observations of
galactic BNS systems [19,20,155,180].
From this inferred rate, the stochastic background of

gravitational wave s produced by unresolved BNS mergers
throughout the history of the Universe should be compa-
rable in magnitude to the stochastic background produced
by BBH mergers [181,182]. As the advanced detector
network improves in sensitivity in the coming years, the
total stochastic background from BNS and BBH mergers
should be detectable [183].

B. Remnant

Binary neutron star mergers may result in a short- or long-
lived neutron star remnant that could emit gravitational
waves following the merger [184–190]. The ringdown of
a black hole formed after the coalescence could also produce
gravitational waves, at frequencies around 6 kHz, but the
reduced interferometer response at high frequencies makes
their observation unfeasible. Consequently, searches have
been made for short (tens of ms) and intermediate duration
(≤ 500 s) gravitational-wave signals from a neutron star
remnant at frequencies up to 4 kHz [75,191,192]. For the
latter, the data examined start at the time of the coalescence
and extend to the end of the observing run on August 25,
2017. With the time scales and methods considered so far
[193], there is no evidence of a postmerger signal of

FIG. 5. Probability density for the tidal deformability parameters of the high and low mass components inferred from the detected
signals using the post-Newtonian model. Contours enclosing 90% and 50% of the probability density are overlaid (dashed lines). The
diagonal dashed line indicates the Λ1 ¼ Λ2 boundary. The Λ1 and Λ2 parameters characterize the size of the tidally induced mass
deformations of each star and are proportional to k2ðR=mÞ5. Constraints are shown for the high-spin scenario jχj ≤ 0.89 (left panel) and
for the low-spin jχj ≤ 0.05 (right panel). As a comparison, we plot predictions for tidal deformability given by a set of representative
equations of state [156–160] (shaded filled regions), with labels following [161], all of which support stars of 2.01M⊙. Under the
assumption that both components are neutron stars, we apply the function ΛðmÞ prescribed by that equation of state to the 90% most
probable region of the component mass posterior distributions shown in Fig. 4. EOS that produce less compact stars, such as MS1 and
MS1b, predict Λ values outside our 90% contour.
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EOS parameter, to 10% accuracy. Our analysis is different in
that instead of constructing Bayesian posteriors of c

0

from the
inspiral waveform, we use the Fisher matrix to estimate the
mean population radius R

0

, as described above. SB: Should
we emphasize here that we determine R

0

to a better accuracy?
SB: I added this paragraph. In Ref. [19], Clark et al.

demonstrate how Principal Component Analysis can be used
to infer the post-merger waveform in various planned or pro-
posed detectors and deduce that in aLIGO the radius of a
BNS at a distance of 30 Mpc and with component masses of
1.35 M� each can be estimated to within 0.43km, which is a
3-4% error. Prima facie this result appears to agree with our
strong signal case discussed below, except that they do not ex-
plicitly account for the deterioration in the measurement aris-
ing from covariances of BNS masses and the post-merger os-
cillation frequency values, on one hand, and the improvement
in estimation accuracy that can be had from knowledge of the
component masses from the inspiral phase, on the other hand.
Here we show that the two effects somewhat compensate for
each other to yield a commensurate error for a single nearby
BNS source in aLIGO.
Postmerger waveforms. Numerical-relativity simulations
have now shown that the most likely (although not exclusive)
product of a BNS merger is a metastable HMNS that exists
for several tens of milliseconds before collapsing to a rotating
black hole. The GW emitted from such an oscillating, bar-
shaped object shows a strong dependence upon the stiffness
of the nuclear material and hence upon EOS [2]. Although
dependent on the total mass, mass ratio and EOS, the spec-
tral properties of the postmerger GW signal are quite robust,
characterized by the presence of certain prominent peaks at
increasing frequencies f

1

, f

2

, f

3

. These peaks are reminiscent
of spectral lines in atomic transitions; imprint in the spectrum
of the post-merger signal is the state of dense, nuclear matter.
The analogy with atomic spectral lines is broader as it is possi-
ble to infer cosmological redshift to a BNS merger from GW
observations alone, by measuring the Doppler shift in post-
merger spectral peaks of BNS mergers [20].

It is generally accepted that the most prominent, narrow
banded, f

2

peak (see Fig. 1) reflects the spinning frequency of
the m = 2 deformed HMNS, while the origin of the broader
f

1

peak is still a matter of debate. The fact that this peak is
short lived, disappearing after a few milliseconds, and is ac-
companied by a symmetric peak at even larger frequencies
f

3

⇠ 2f
2

� f

1

, supports the interpretation that it is a transient
signal produced right after the merger by the damped collision
of the two stars (see Refs. [10, 18] fora toy model).

Accurate model of the GW waveform from BNSs re-
quires computationally formidable, numerical-relativity cal-
culations. Since we are interested in a Fisher-matrix analy-
sis of the ability to measure the stellar compactness C from
' 100 binaries, it is clear that the accuracy and costs of the
numerical-relativity calculations would need to be replaced by
a less accurate but computationally efficient description of the
waveform. To this end, we propose a model for the postmerger
waveform using analytical fits in the time domain to a cata-

logue of numerical-relativity waveforms [10, 18], which can
be expressed as a superposition of damped sinusoids with a
time-evolving instantaneous frequency Ref. [19, 21]:
h(t) = ↵ exp(�t/⌧

1

)
⇥
sin(2⇡f

1

t) + sin(2⇡(f
1

� f

1✏)t) +

sin(2⇡(f
1

+f

1✏)t)
⇤
+exp(�t/⌧

2

) sin(2⇡f
2

t+2⇡�
2

t

2+⇡�

2

).
Here, t = 0 in the expression refers to the epoch of the merger
and hence the ansatz reproduces all of the postmerger signal;
this is to be contrasted with the ansatz considered in Ref. [21],
which models the waveforms only after their amplitudes have
decayed to half of their initial values. SB: The above fit not
only agrees very well with the signal spectra near f

1

and f

2

,
but also the signal phase in the time-domain. Therefore, when
combined with a semi-analytical model of the inspiral wave-
form, e.g., in terms of a post-Newtonian expansion with tidal
corrections, the fitting ansatz gives a complete analytic de-
scription of the signal from merging BNSs. The above fit,
parameterized by seven parameters (not counting the initial
phase �

2

) listed in Table I, produces an accurate representa-
tion of the waveform phase and a reasonably good description
of its amplitude. Top panels in Fig. 1 show numerical rela-
tivity waveforms and model analytical fits for four different
EOSs for sources at 50Mpc. Bottom panels show the corre-
sponding characteristic spectral amplitudes, 2

p
f |h̃(f)|, h̃(f)

being the Fourier transform h(t), together with the sensitivity
curves Advanced LIGO and the Einstein Telescope [22].

Two remarks are in order: First, the four EOSs chosen pro-
vide a good coverage of the plausible range in stiffness of
nuclear matter, but do not represent very soft EOSs, such as
APR4 [23] that have much more complex postmerger signals
[10, 18], with beats between different frequencies not repro-
duced with the simple fitting ansatz of this paper. Second, the
fits presented above refer to equal-mass systems. Although
masses of neutron stars in radio binaries do not differ signifi-
cantly, it is unlikely that LIGO sources have mass ratio q = 1.
Even so, the universal relations between frequencies f

1

and f

2

and the stellar properties continue to be valid also for systems
with mass ratio q & 0.8 [10, 18]. Furthermore, the inherent
spread in the values of f

1

and f

2

, when the EOS and the total
mass of the binary are kept constant, was found to be below
20% and 9%, respectively, and taken into account in deter-
mining the accuracy with which the neutron-star radius can
be inferred.

Our analytic waveform model facilitates the computation of
the Fisher information matrix to estimate measurement accu-
racy of f

1

and f

2

from GW observations. We illustrate this
for f

2

, but apply it for jointly estimating the errors in both
f

1

and f

2

as listed in Table I. The measurement errors de-
pend on the matched filter SNR of the signal. For a source
even at 50Mpc, the postmerger signal alone is not detectable.
As an example, consider the postmerger waveform with the
H4 EOS, with BNS masses of 2 ⇥ 1.325M� (H4-1325).
The bottom panel of Fig. 1 shows that at f

2

' 2450Hz,
|2h̃(f)f1/2| ' 10�22

/

p
Hz and the frequency bin-width is

�f ⇠ 100Hz. The noise amplitude for Advanced LIGO at
this frequency is Sh(f2) ' 1.26 ⇥ 10�46 Hz�1, yielding a
small SNR of [|2h̃(f)f |/�fSh(f)]

1/2 ' 0.89. A small SNR,
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FIG. 10: The same as in Fig. 9, but now the signals not only
have Gaussian distributed masses, but non-zero spins as well.
Systematic errors remain, and statistical errors have increased
due to the larger parameter space that needs to be probed.

probed by the sampling algorithm.
Finally, we mention that the higher-order coe�cients

c1 and c2 are essentially unmeasurable in all the cases we
considered (with or without a Gaussian mass distribution
or spins); even with 100 sources, the posteriors are not
significantly di↵erent from the priors.

VI. DISCUSSION

We have revisited the question of how well the equa-
tion of state of neutron stars can be measured with obser-
vations of binary neutron star inspirals using Advanced
Virgo and Advanced LIGO. Our starting points were
the Bayesian model selection and parameter estimation
frameworks introduced in our earlier paper [25]. Given a
set of hypotheses associated with a list of di↵erent EOSs
one can calculate the odds ratios for all pairs in the set,
which provides a ranking in which EOSs that are more
similar to the underlying one will tend to come out near
the top, whereas EOSs that di↵er from it signficantly will
get deprecated. Another way to gain information about
the EOS from multiple sources is to model the tidal de-
formability �(m) as a series expansion in (m�m0)/M�
(with m0 some reference mass), which is truncated at
some suitable order. Since the coe�cients in such an ex-
pansion are source-independent, their posterior density
distributions can be combined. For the EOS we con-
sidered a “sti↵” (MS1), “moderate” (H4), and “soft”
(SQM3) equation of state, as well as the point particle
model (PP). In [25] it was found that for m0 = 1.4M�,
the deformability �(m0) could be determined with ⇠ 10%
accuracy by combining information from O(20) sources.
This was confirmed in recent work by Lackey and Wade
[26], who used a qualitatively similar waveform model as
in [25] but implemented a more physical parametrization
of the EOS in terms of piecewise polytropes.

We have significantly extended our earlier study [25],

not only by expanding the number of simulated BNS
sources, but also by incorporating as much of the rele-
vant astrophysics as has been analytically modeled, such
as tidal e↵ects to the highest known order [19], neutron
star spins, the quadrupole-monopole interaction [49, 50],
the impact of possible early waveform termination due
to the finite radii of the neutron stars, and a strongly
peaked Gaussian distribution of the component masses
[51–54].

In order to separate the impact of spins from the other
e↵ects, we first set spins to zero both in injections and
templates (in which case the QM e↵ect is also absent)
while retaining the tidal e↵ects as well as the potentially
earlier termination of the waveform, and looked at hy-
pothesis ranking for MS1 injections. When choosing a
wide, uniform distribution for the component masses,
we saw that, as in [25], EOSs tend to be ordered cor-
rectly according to sti↵ness and similarity to the true
EOS. On the other hand, the log odds ratios between
the incorrect and correct EOSs seemed to stretch to less
negative values, presumably because of early waveform
termination. Nevertheless (and again as in [25]), hy-
pothesis ranking worked well with catalogs of O(20) de-
tected sources. The picture changed dramatically when
the injected mass distribution was taken to be a strongly
peaked Gaussian while keeping the mass prior to be uni-
form and wide as before. In that case & 100 detections
were needed to approach the discernibility of EOS seen
in earlier work. Next we focused on a Gaussian distribu-
tion for the masses, and switched on spins. At least for
MS1 injections, this turned out not to have a significant
additional detrimental e↵ect on our ability to distinguish
between the EOSs. For H4, being in between MS1 and
SQM3 in terms of sti↵ness, we saw that the correct EOS
got ranked above the others a reasonable fraction of the
time, but the internal ordering became less clear. Finally,
for SQM3, even with catalogs of 100 sources only MS1
could be distinguished from the injected EOS reasonably
well, but not H4 or PP.

We also looked at parameter estimation for the coef-
ficients in a series expansion of �(m) in the small quan-
tity (m � m0)/M�, truncated at some suitable order.
Contrary to our earlier work we used a quadratic rather
than a linearized approximation; nevertheless we found
that, here too, only the leading-order coe�cient is mea-
surable. When the signals have a strongly peaked Gaus-
sian mass distribution rather than a flat one, again keep-
ing the wide, flat mass prior, systematic errors are intro-
duced. Switching on spins as additional parameters also
increases the statistical errors.

In the Appendix we investigated the e↵ect on parame-
ter estimation of the prior on the masses. We found that,
if we can assume to have exact knowledge of the astro-
physical distribution of the source masses so that it can
be used as the prior distribution, the biases in the esti-
mation of c0 largely disappear. Recent estimates for this
distribution [51–54] are based on a rather small number
of observed BNS systems and show dependence on the

Agathos+,  2015

Equation of state from inspiral 
part of the waveform

radius and tidal deformability 
from the post-merger signal

Bose+,  2017
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N E X T  G E N E R A T I O N  O F  G W  
D E T E C T O R S

to fully exploit the GW window we will need new facilities 

GWIC formed a subcommittee to develop a vision for the next 
generation of ground-based detectors 

one of the charges to the GWIC subcommittee is: 

“commission a study of ground-based gravitational wave science from 
the global scientific community, investigating potential science vs. 
architecture vs. network configuration vs. cost trade-offs, …”  

GWIC subcommittee has constituted five 3G subcommittees: 

(1) Science Case Team (3G-SCT), (2) R&D Coordination, (3) 
Governance, (4) Agency Interfacing, (5) Community Networking 

the Science Case will be developed by an international consortium 
of scientists under the leadership of the 3G-SCT (18 members)
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International Committee
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Punturo, Reitze  
members 

Ferrini, Kajita, Kalogera, 
Lueck, Marx, McClelland, 
Rowan, Sathyaprakash, 

Shoemaker

for membership of committees see:  
https://gwic.ligo.org/3Gsubcomm/



W H A T  C A N  G W  A S T R O N O M Y  T E L L  U S ?

50

❖ fundamental physics 
❖ equation of state of ultra dense matter, dark energy EoS 

❖ gravastars, wormholes, …, testing non-BH paradigms? 

❖ astrophysics 
❖ formation and evolution of compact binaries, GRB engines, 

supernovae 

❖ cosmology 
❖ primordial and astronomical GW backgrounds  

❖ primordial origin of black hole binaries 

❖ standard siren cosmography
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V I R G O  A T  C A S C I N A ,  I T A L Y
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H O W  D O  W E  M E A S U R E  T H E  
B A C K G R O U N D ?

two independent methods are used to measure the background 

method of time-shifts with coincident triggers 

method of likelihood with single detector triggers 

time-shift method 

change the time stamp of triggers from one detector relative to 
the other by more than the light travel time between the 
detectors and then look for coincidence  

likelihood method 

compute the probability density function of  non-coincident 
triggers as a function of their likelihood for each detector; deduce 
the likelihood of chance coincidence from the distributions 
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C O I N C I D E N T  D E T E C T I O N

coincidence detection: look for triggers coincident within light-
travel time in a network of detectors
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T I M E - S H I F T  M E T H O D  F O R  
B A C K G R O U N D  E S T I M A T I O N

shift one of the data sets with respect to the other and then 
look for coincidence - any coincidence now is a false alarm
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S I G N I F I C A N C E  O F  G W 1 7 0 1 0 4 :  
T I M E - S H I F T  M E T H O D
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Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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In the mid-1960s, gamma-ray bursts (GRBs) were discovered
by the Vela satellites, and their cosmic origin was first established
by Klebesadel et al. (1973). GRBs are classified as long or short,
based on their duration and spectral hardness(Dezalay et al. 1992;
Kouveliotou et al. 1993). Uncovering the progenitors of GRBs
has been one of the key challenges in high-energy astrophysics
ever since(Lee & Ramirez-Ruiz 2007). It has long been
suggested that short GRBs might be related to neutron star
mergers (Goodman 1986; Paczynski 1986; Eichler et al. 1989;
Narayan et al. 1992).

In 2005, the field of short gamma-ray burst (sGRB) studies
experienced a breakthrough (for reviews see Nakar 2007; Berger
2014) with the identification of the first host galaxies of sGRBs
and multi-wavelength observation (from X-ray to optical and
radio) of their afterglows (Berger et al. 2005; Fox et al. 2005;
Gehrels et al. 2005; Hjorth et al. 2005b; Villasenor et al. 2005).
These observations provided strong hints that sGRBs might be
associated with mergers of neutron stars with other neutron stars
or with black holes. These hints included: (i) their association with
both elliptical and star-forming galaxies (Barthelmy et al. 2005;
Prochaska et al. 2006; Berger et al. 2007; Ofek et al. 2007; Troja
et al. 2008; D’Avanzo et al. 2009; Fong et al. 2013), due to a very
wide range of delay times, as predicted theoretically(Bagot et al.
1998; Fryer et al. 1999; Belczynski et al. 2002); (ii) a broad
distribution of spatial offsets from host-galaxy centers(Berger
2010; Fong & Berger 2013; Tunnicliffe et al. 2014), which was
predicted to arise from supernova kicks(Narayan et al. 1992;
Bloom et al. 1999); and (iii) the absence of associated
supernovae(Fox et al. 2005; Hjorth et al. 2005c, 2005a;
Soderberg et al. 2006; Kocevski et al. 2010; Berger et al.
2013a). Despite these strong hints, proof that sGRBs were
powered by neutron star mergers remained elusive, and interest
intensified in following up gravitational-wave detections electro-
magnetically(Metzger & Berger 2012; Nissanke et al. 2013).

Evidence of beaming in some sGRBs was initially found by
Soderberg et al. (2006) and Burrows et al. (2006) and confirmed

by subsequent sGRB discoveries (see the compilation and
analysis by Fong et al. 2015 and also Troja et al. 2016). Neutron
star binary mergers are also expected, however, to produce
isotropic electromagnetic signals, which include (i) early optical
and infrared emission, a so-called kilonova/macronova (hereafter
kilonova; Li & Paczyński 1998; Kulkarni 2005; Rosswog 2005;
Metzger et al. 2010; Roberts et al. 2011; Barnes & Kasen 2013;
Kasen et al. 2013; Tanaka & Hotokezaka 2013; Grossman et al.
2014; Barnes et al. 2016; Tanaka 2016; Metzger 2017) due to
radioactive decay of rapid neutron-capture process (r-process)
nuclei(Lattimer & Schramm 1974, 1976) synthesized in
dynamical and accretion-disk-wind ejecta during the merger;
and (ii) delayed radio emission from the interaction of the merger
ejecta with the ambient medium (Nakar & Piran 2011; Piran et al.
2013; Hotokezaka & Piran 2015; Hotokezaka et al. 2016). The
late-time infrared excess associated with GRB 130603B was
interpreted as the signature of r-process nucleosynthesis (Berger
et al. 2013b; Tanvir et al. 2013), and more candidates were
identified later (for a compilation see Jin et al. 2016).
Here, we report on the global effort958 that led to the first joint

detection of gravitational and electromagnetic radiation from a
single source. An ∼ 100 s long gravitational-wave signal
(GW170817) was followed by an sGRB (GRB 170817A) and
an optical transient (SSS17a/AT 2017gfo) found in the host
galaxy NGC 4993. The source was detected across the
electromagnetic spectrum—in the X-ray, ultraviolet, optical,
infrared, and radio bands—over hours, days, and weeks. These
observations support the hypothesis that GW170817 was
produced by the merger of two neutron stars in NGC4993,
followed by an sGRB and a kilonova powered by the radioactive
decay of r-process nuclei synthesized in the ejecta.

Figure 1. Localization of the gravitational-wave, gamma-ray, and optical signals. The left panel shows an orthographic projection of the 90% credible regions from
LIGO (190 deg2; light green), the initial LIGO-Virgo localization (31 deg2; dark green), IPN triangulation from the time delay between Fermi and INTEGRAL (light
blue), and Fermi-GBM (dark blue). The inset shows the location of the apparent host galaxy NGC 4993 in the Swope optical discovery image at 10.9 hr after the
merger (top right) and the DLT40 pre-discovery image from 20.5 days prior to merger (bottom right). The reticle marks the position of the transient in both images.

958 A follow-up program established during initial LIGO-Virgo observations
(Abadie et al. 2012) was greatly expanded in preparation for Advanced LIGO-
Virgo observations. Partners have followed up binary black hole detections,
starting with GW150914 (Abbott et al. 2016a), but have discovered no firm
electromagnetic counterparts to those events.
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Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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