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Sobering thought:
After 50 years we do not (quite) know why pulsars pulse.
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Fig. 1.— P–Ṗ diagram for all known magnetars and young pulsars having Ṗ > 1.65×10−15.
Lines of constant magnetic field are dashed and lines of constant characteristic age are

dotted, with a slope of 1. Open arrows indicate the motion of those pulsars with published
values of braking index (Table 1). Each arrow represents the projected motion of the pulsar

during the next 10, 000 yr (excepting the one for PSR J0537−6910, for which only 2, 000 yr
was used), assuming that it evolves with a constant braking index n. Equal logarithmic scales
are chosen, so that a pulsar will move with a slope of 2-n. The motion of PSR J1734−3333

is represented by a closed arrow. Objects which have robust proposed associations with
supernova remnants or pulsar wind nebulae are identified with a surrounding large square,

with smaller squares for less convincing associations. White triangles are used for the radio
emitting magnetars. The Ṗ value of the SGR with the lowest Ṗ corresponds to an upper

limit (Rea et al. 2010). Inset: the pulsar’s motion in P–Ṗ space over a 13.5-year period using
equal logarithmic scales, but magnified by a factor of 4,000. Major ticks are separated by
5×10−4 s on the horizontal axis, and by 3×10−4 on the vertical axis. Each data point in the

inset is the result of a fit of P and Ṗ to a 1500-day interval set of times of arrival. The error
bars are the standard deviations (See section 2). Most of the information was taken from the

ATNF pulsar catalogue (version 1.39, http://www.atnf.csiro.au/research/pulsar/psrcat/),
or the McGill SGR/AXP Online Catalog as it was in November 2010

(http://www.physics.mcgill.ca/∼pulsar/magnetar/main.html).

[Espinoza et al 2011]

For canonical magnetic dipole radiation, 
the braking index should be 3. Observed 
systems tend to deviate significantly from 
this.

n<3 could be an indication of an 
increasing magnetic field (pulsars turn 
into magnetars as a buried field 
emerges?)

Expect n=5 for GWs (n=7 for r-modes).

Key point: We do not understand the 
origin and evolution of the magnetic 
field. 

Intimately linked to the properties of 
matter at supranuclear densities (e.g. 
resistivity and fluxtube dynamics)
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Figure 10. Evolutionary tracks in the P − Ṗ diagram with mass and radius of our model, with B0
p = 3 × 1012, 1013, 3 × 1013, 1014, 3 × 1014, 1015 G.

Asterisks mark the real ages t = 103, 104, 105, 5 × 105 yr, while dashed lines show the tracks followed in absence of magnetic field decay.

Figure 11. Comparison between observational data and theoretical cooling curves. Models A with B = 0, 3 × 1014, 3 × 1015 G are shown for Fe envelopes
(solid) and light-element envelopes (dashed).

We emphasize that this classification does not reflect intrinsic
differences between groups; it is simply an arbitrary grouping that
helps to highlight the evolutionary paths as a function of the initial
magnetic field strength.

5.1 NSs with initial magnetic field !1014 G

As already discussed in Section 3, the standard cooling curves can
account for all the observed sources by simply varying the star
mass. We note that there is actually more freedom in the theoretical
models than in the particular NS model shown in Fig. 11, in which

the microphysics input (e.g. gaps) and the NS mass have been fixed.
Considering the uncertainties in the inferred ages and luminosities,
the cooling curves for weakly magnetized NSs are consistent with
all the observational data, with a few particular cases which are
worth discussing.

First, CCOs have very low Ṗ (below the shown range), implying a
weak external magnetic field. Due to the small spin-down rate, their
periods have not changed appreciably since birth, and no informa-
tion about their real ages can be inferred from timing properties. The
weak inferred magnetic field apparently contrasts with the observed
surface anisotropies and high luminosities (significantly higher than

Downloaded from https://academic.oup.com/mnras/article-abstract/434/1/123/992895
by University of Washington user
on 18 April 2018

[Vigano et al 2013]



the magnetic field
The magnetosphere
- Dictates spin-evolution through different emission mechanisms.

Interior field configuration
- Interior field configuration largely “unknown”. Expect a poloidal field 

with a (perhaps strong toroidal) component.
- Formation of the large  scale field not understood (dynamos). Usually 

assumed to happen fast (Alfven wave crossing time).
- “Equilibrium” models appear somewhat limited (and tend to be 

unstable!).
- State of matter is important. If protons form type II superconductor (as 

expected), the magnetic field is confined to fluxtubes. 

Field evolution
- Expect the field to evolve (driving observed magnetar activity) and 

explain spin-evolution.
- Known resistivity does not lead to expected evolution timescales…



back of the envelope
Would like to know what the smallest GW deformation may be.

Simple estimate (based on energetics) leads to

Poloidal field leads to oblate deformation, toroidal to prolate one.

If protons form type II superconductor (as expected), the magnetic field is 
confined to fluxtubes. This increases the tension by a factor of Hc/B, where 
Hc ∼ 1015 G, and we get

But the GW emission from known pulsars would still not be detectable...
More detailed calculations (pretty much) give the same results. 

The “smallest’’ NS mountain may simply be too small.



barotropic models
The usual starting point is to assume hydro-magnetic equilibrium (no time 
dependence). Can also safely take the magnetic pressure to be weak enough that 
we can solve the problem perturbatively. This leads to

For a barotropic equation of state p=p(!) and it follows that we must have 

Moreover, since

we can express the field in terms of stream functions

It is important the keep in mind that, even though these equations are taken to be time-

independent, the system will evolve on the cooling time-scale. This evolution is assumed to

proceed adiabatically, along a sequence of quasi-equilibria.

For a barotropic equation of state, it is convenient to introduce the enthalpy, defined in

such a way that

�h =
1

⇢
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This does not suit the purposes of the present discussion, but we can still rewrite (4) as
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A. Barotropes: The Grad-Shafranov equation

Consider the implications of (6) for barotropic matter. That is, assume that we have a

one-parameter equation of state1 such that p = p(⇢). In this case,
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which means that, taking the curl of (6), we have

r⇥
✓
fL

⇢

◆
= 0 . (8)

This is a useful result, as it involves only the magnetic field (which we want to determine)

and the background density (which we take as known). As we are looking for an equilibrium,

it makes sense to focus on axisymmetric field configurations (at least in the first instance). In

that case we can decompose the field into poloidal and toroidal components, B = Bp +Bt,

where2

Bp = r ⇥r' (9)

Bt = Tr', (10)

r ·B = 0 (11)

1 Throughout the discussion we assume that it is “safe” to ignore the impact of magnetic and thermal

e↵ects on the microphysics. This should be a good approximation apart from during the first instances

of a neutron star’s life.
2 At what point do you use the r ·B = 0 constraint?

3

I. INTRODUCTION

• Magnetic field configurations: 1) conflict with magnetar phenomenology, 2) stability

• Field evolutions: long timescales

• Situations illustrating importance of coupling the physics (roto-chemical heating, r-

modes)

II. REHEARSING THE ARGUMENT: ARE WE FREE TO SPECIFY THE MAG-

NETIC FIELD?

Magnetohydrodynamics (MHD) builds on a single-fluid approximation to charged multi-

fluid dynamics. In the case of neutron stars – in the simplest case built out of neutrons,

protons and electrons – this boils down to assuming that 1) the neutrons and protons

move together, and 2) we can ignore the inertia of the electrons [supercon paper]. An

MHD “equilibrium” is assumed to balance the fluid pressure, gravity and the Lorentz force

associated with the magnetic field. Mathematically, we have (assuming a non-rotating star,

for simplicity)

rp+ ⇢r� = fL, (1)

where p, ⇢, and � represent the pressure, density and gravitational potential, and fL is the

Lorentz force. In the context of MHD, the latter is given by

fL =
1

4⇡
(r⇥B)⇥B. (2)

As it suits our purposes, we will assume that the problem can be approached perturba-

tively. That is, we consider the magnetic force as a perturbation of some spherical back-

ground star. This approximation should be justified for all realistic magnetic field strengths.

In essence, we consider a background model given by

rp+ ⇢r� = 0, (3)

and (Eulerian) perturbations satisfying

r�p+ �⇢r�+ ⇢r�� = fL. (4)
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Introduction Barotropic models Crust-core models Stratification Superconductivity Summary

Equilibria with exterior fields

To have an equilibrium with an
external field but no external current,
we have to confine the toroidal
component to the closed field line
region using a function f something
like

f (u) = a(u − umax )
ζ .

Increasing a:

increases max of Bφ

shrinks closed-field line region

limits percentage of energy in
toroidal field

All of these equilibria seem to be
poloidal-dominated (whatever the
choice of M(u)).
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If we also assume axisymmetry, we have

and the magnetic field follows from the Grad-Shafranov equation (including 
boundary conditions etc…)

The two degrees of freedom are now represented by scalar stream functions  (r, ✓) and

T (r, ✓) (in spherical coordinates [r, ✓,']). Since the azimuthal component of the Lorentz

force vanishes in the axisymmetric case (f'
L = 0), we also have

r ⇥rT = 0 ) T = T ( ) (12)

At the end of the day, the Lorentz force can be written

fL = � 1

4⇡$2
(�⇤ + TT

0 )r ⌘ Ar , (13)

where a prime denotes the derivative T 0 = dT/d , $ = r sin ✓ is the cylindrical radius, and

�⇤ = r2 � 2

r

h
r̂ ·r + cot ✓(✓̂ ·r )

i
, (14)

where r̂ and ✓̂ are unit vectors.

The so-called Grad-Shafranov equation now follows from (8);

A
⇢

= M( ) ) �⇤ + TT
0 = 4⇡$2

⇢M, (15)

where M( ) is an arbitrary function. This equation forms the basis for most studies of equi-

librium magnetic field configurations. [Examples and references.] However, it is clear from

(14) that these configurations are (perhaps severely) constrained. Since a single equation

governs both the poloidal and toroidal component, we do not have the freedom to choose

the two components independently.

Once  (and therefore B) has been obtained from (14), the perturbed fluid degrees of

freedom follow from

r(�h+ ��) = Mr , (16)

and the usual (perturbed) Poisson equation

r2
�� = 4⇡G�⇢ . (17)

Explain how we also need the continuity equation

r · (⇢⇠) = 0 (18)

and boundary conditions, like

�p = �p+ ⇠ ·rp = 0 , at r = R (19)
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The problem now becomes one of 
specifying the functions     and T 
(restricted by imagination?)  
Typical configurations;
- similar maximum values of poloidal 

and toroidal field
- up to 5-10% of energy in toroidal 

component
- appear to be dynamically unstable (!)

!

[Lander +]



There is a competition between the poloidal (which makes star oblate) and 
toroidal (which makes it prolate, and may lead to spin-flip) components. 
Estimated magnetic deformations tend to be similar to rough estimates.
Equilibria appear to be poloidal dominated, but… for magnetars it is usually 
“assumed” that the opposite is true.
Are we missing something here?

The state of matter may be important. 
In type II superconductor, the magnetic field is carried by fluxtubes. This 
changes the magnetic force;

No longer have a Grad-Shafranov equation (and as a result, the problem has not 
yet been solved for mixed fields).
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Figure 1. Superconductivity ‘cross-section’ of a mature neutron star core (assuming npe composition) as a function of the density. We plot the critical
temperature Tcp for proton condensation (normalized to 1010 K), the critical fields Hc2, Hc1 (normalized to 1016 G) for type II superconductivity and the ratio
κs which determines the type of superconductivity. Note that the vertical axis is dimensionless. The left (right) panel corresponds to a model of strong (weak)
proton superfluidity (see text for details). The vertical dashed line indicates the ρcrit density for the type II → I transition.

So far, our survey of neutron star superconductivity has been somewhat idealized, and our development of the MHD equations will be
at a similar level. This is natural, since this is our first investigation of the problem. However, it is useful to mention some other aspects of
superconductivity which could be relevant (and perhaps of key importance) for more realistic neutron star models.

One such aspect is the variation with density of the key physical parameters, like the length-scales ξ p and $∗, the critical temperature
Tcp and the ratio κ s. Combining the relation %p ≈ 1.75kBTcp between Tcp and the proton pairing energy gap %p with the approximate gaps
discussed by Andersson, Comer & Glampedakis (2005) we can produce neutron star ‘superconductivity cross-sections’ like that shown in
Fig. 1. This figure spans a typical range between ‘strong’ and ‘weak’ proton pairing (the chosen models correspond to the pairing cases ‘e’
and ‘f’ in Andersson et al. (2005), right- and left-hand panels, respectively), and illustrates the layered profile of proton superconductivity in
a neutron star core composed of npe matter only.

The results in Fig. 1 show that an attempt to model realistic neutron stars would have to account for the coexistence of type I, type II
and normal regions and the detailed physics at the interfaces separating these regions. In addition, the figure shows that the critical field Hc2,
as given by equation (4), can vary by up to an order of magnitude. While it may reach a maximum ∼ 1016 G it can drop to ∼ 1015 G as the
transition density is approached.

New features may also appear due to the coexistence of several mutually interacting superfluid and superconducting particle species.
This possibility has usually been ignored in discussions of neutron star physics, for example in the calculation of the structure of a vortex.
Yet, it may turn out that these interactions are important. For the ‘simple’ two-component mixture of superconducting protons and superfluid
neutrons recent work by Alford & Good (2008) suggests that the type II → I phase transition is significantly affected by the presence of
the neutron superfluid. The coupling between the two condensates results in a shift in the value of κ s at which the transition takes place.
Moreover, the coupling leads to the presence of a region populated by ‘higher order’ proton vortices, each carrying a larger number of flux
quanta. This result hints at the complexity of the real type II → I transition and the presence of an interface that could have impact on neutron
star dynamics.

The departure from standard superconductivity could be even more pronounced in the inner core, especially if it is populated by exotic
particles. The most likely scenario allows for the presence of hyperons in superfluid/superconducting states (for a recent review see Schaffner-
Bielich 2008). If we were to consider only the &− and $ hyperons, which are expected to appear first (Haensel, Potekhin & Yakovlev
2007), then we end up with a five-fluid system, containing two superfluids (n, $), two superconductors (p, &− ) and the normal electrons.
This is clearly a much more complicated multifluid system than that for the two-fluid outer core. Moreover, hyperon cores may exhibit the
phenomenology of so-called ‘two-gap’ superconductors. An example of such a system is liquid metallic hydrogen which exhibits a variety
of vortex states, not observed in standard single-component superconductors (see e.g. Babaev, Sudbo & Ashcroft 2004). This means that the
high-density part of the superconductivity cross-sections shown in Fig. 1 could be drastically different in neutron stars with hyperon cores.

Another issue that has not yet been discussed in detail is the character of superconductivity in magnetars. For magnetars, the exterior
dipole magnetic field is estimated to be ∼ 1015 G (Woods & Thompson 2004). The strength of the interior field is unknown but it should

C⃝ 2010 The Authors, MNRAS 410, 805–829
Monthly Notices of the Royal Astronomical Society C⃝ 2010 RASDownloaded from https://academic.oup.com/mnras/article-abstract/410/2/805/1028631
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stratification
It has been argued that we are free to specify the magnetic field as we wish in 
stratified matter. 

The argument is simple. Recall;

Now the second term on the left does not vanish and we do not arrive at the 
Grad-Shafranov equation. Specifying the magnetic force (and assuming 
axisymmetry) we get two equations, one for the perturbed pressure and one for 
the density. 

Variations in the proton fraction provide the required balance;

However… the system is no longer in chemical equilibrium and one would expect 
the relevant reactions to reinstate equilibrium on a timescale shorter than that 
associated with cooling.

These configurations are unlikely to survive, but… need to understand evolution.

It is important the keep in mind that, even though these equations are taken to be time-

independent, the system will evolve on the cooling time-scale. This evolution is assumed to

proceed adiabatically, along a sequence of quasi-equilibria.

For a barotropic equation of state, it is convenient to introduce the enthalpy, defined in

such a way that

�h =
1

⇢
�p (5)

This does not suit the purposes of the present discussion, but we can still rewrite (4) as

r
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�p

⇢
+ ��

◆
+

1

⇢2
(�pr⇢� �⇢rp) =

1

⇢
fL . (6)

A. Barotropes: The Grad-Shafranov equation

Consider the implications of (6) for barotropic matter. That is, assume that we have a

one-parameter equation of state1 such that p = p(⇢). In this case,

�pr⇢ = �⇢rp (7)

which means that, taking the curl of (6), we have

r⇥
✓
fL

⇢

◆
= 0 . (8)

This is a useful result, as it involves only the magnetic field (which we want to determine)

and the background density (which we take as known). As we are looking for an equilibrium,

it makes sense to focus on axisymmetric field configurations (at least in the first instance). In

that case we can decompose the field into poloidal and toroidal components, B = Bp +Bt,

where2

Bp = r ⇥r' (9)

Bt = Tr', (10)

The two degrees of freedom are now represented by scalar stream functions  (r, ✓) and

T (r, ✓) (in spherical coordinates [r, ✓,']). Since the azimuthal component of the Lorentz

1 Throughout the discussion we assume that it is “safe” to ignore the impact of magnetic and thermal

e↵ects on the microphysics. This should be a good approximation apart from during the first instances

of a neutron star’s life.
2 At what point do you use the r ·B = 0 constraint?
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or, in terms of Eulerian variations,
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where ⇠ is the Lagrangian displacement vector. As the background configuration is also in

chemical equilibrium, the second term on the right-hand side vanishes. We are e↵ectively

dealing with a barotropic equation of state and hence the Grad-Shafranov argument from

the previous section holds.

C. Stratified matter

An often repeated argument suggests that the Grad-Shafranov logic breaks in the case of

stratified matter and that this allows us to freely specify the magnetic field configuration.

This is clearly a crucial issue, so let us consider the argument in more detail.

The key point is that the equation of state now depends explicitly on two parameters.

As we are focussing on maturing neutron stars, it makes sense to assume that the second

parameter is the proton fraction, xp. We now need to combine
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with (6). This leads to
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where we have defined
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In axisymmetry, we may (again) decompose the magnetic field into poloidal and toroidal

components. As the corresponding part of the argument is not a↵ected by the matter model,

this still leads to T = T ( ) for the magnetic stream functions and we have fL = Ar , as
before. However, taking the curl (29) we see that

r
✓
A
⇢

◆
⇥r = r⇤⇥r⇢ 6= 0 ) A

⇢
6= M( ), (32)

In essence, there is no Grad-Shafranov equation and we seem to have bypassed the argument

that the toroidal field is linked to the poloidal one.
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Superfluid core in hot magnetars 2637

Figure 3. Temperature profiles for cooling model with no superfluidity and
no heating (dotted lines). The six profiles are at ages t = 10−4 (top), 0.01, 1,
100, 103 and 104 yr (bottom). Thin solid lines denote the melting temperature
Tmelt, Debye temperature TD, and TB, where TB is calculated assuming B =
1015 G (see equation 13). Vertical solid lines indicate boundaries between
core and inner crust and inner and outer crusts.

also consider lower, more realistic initial field strengths, as well as
extreme fields.

3.1 Cooling with no superfluid nor heating

Fig. 3 shows the temperature as a function of density at different
ages for a NS cooling model that neglects superfluidity and has no
additional sources of internal heating (Qh = 0). These temperature
profiles are very similar to those shown in Gnedin et al. (2001).
At very early times, the core cools more rapidly than the crust via
stronger neutrino emission, so that the crust is generally at higher
temperatures. A cooling wave travels from the core to the surface,
bringing the NS to a relaxed, isothermal state. Depending on the
properties of the crust, the relaxation time is ∼10–100 yr (Lattimer
et al. 1994; Gnedin et al. 2001; Yakovlev et al. 2011). Formation of
the inner and outer crusts begins at ∼1 h and ∼1 d, respectively, and
is mostly complete after ∼1 month and ∼1 yr, respectively (see also
Aguilera et al. 2008a). The temperature profiles demonstrate the
need to account for magnetic field effects in more accurate models
of the crust and envelope when T ! TB and temperature gradients
are significant (see Sections 2.6 and 2.7).

3.2 Cooling with np superfluid and no heating

Fig. 4 shows T(ρ) at different ages for a cooling model that ne-
glects heating but includes superfluidity of neutrons and protons,
with critical temperatures also shown. When superfluidity is taken
into account, we see the impact of the two effects mentioned in
Section 2.3: slower cooling in the core after protons become su-
perconducting and faster cooling after neutrons become superfluid
due to neutrino emission from Cooper pair formation. The latter is
strongest in regions near the critical temperature. Proton supercon-
ductivity occurs at ∼1 min, and much of the core is superconducting
after ∼1 yr. Core neutrons start becoming superfluid at around a
few × 100 yr.

Figure 4. Temperature profiles for cooling model with superfluidity and no
heating (long-dashed lines). The six profiles are at ages t = 10−4 (top), 1,
100, 500, 103 and 104 yr (bottom). Also plotted for comparison are profiles
(dotted lines) for the model with no superfluidity at ages t = 10−4, 1 and
100 yr (see Fig. 3). Critical temperatures for neutron singlet (dot–short-
dashed), neutron triplet (dot–long-dashed) and proton singlet (short–long-
dashed) are shown. Vertical solid lines indicate boundaries between core
and inner crust and inner and outer crusts.

3.3 Cooling with superfluid and crust heating

Fig. 5 shows temperature profiles for a cooling model that includes
superfluidity and crust heating (see equation 16). The profiles with
crust heating are similar to those shown in Kaminker et al. (2006,
2009). In particular, it is clear that an additional heat source in

Figure 5. Temperature profiles for cooling model with superfluidity, crust
heating and heating time-scale τ h = 104 yr (short-dashed lines). The six
profiles are at ages t = 10−4 (top), 1, 100, 500, 103 and 104 yr (bottom).
Critical temperatures for neutron singlet (dot–short-dashed), neutron triplet
(dot–long-dashed) and proton singlet (short–long-dashed) are shown. Ver-
tical solid lines indicate boundaries between core and inner crust and inner
and outer crusts.

C⃝ 2012 The Authors, MNRAS 422, 2632–2641
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Yes... the interior magnetic field is likely to set a lower limit on the deformations 
of a real neutron star, 

but… we are no yet able to calculate (with confidence) the likely field 
configuration (and the ones we can calculate appear to be unstable),

and… when we try to find a way out we are inevitably led to evolutionary 
questions.

This is “unfortunate” because it means that the problem we want to solve is 
coupled to other (also interesting and relevant) ones, so we need to include a lot 
of physics.

Need resistive, reactive and relativisticmodels.

- field evolution requires “resistivity” (e.g. Ohm’s law),

- reactions come into play as star evolves (ambipolar diffusion, 
deleptonisation...),

- general relativity required for quantitative models.

take-home message



state of play
We can do this!

Build multi-fluid framework with 4 components (and could do elastic crust as well).

Example: Generalised Ohm’s law

13

4.4. Energy/momentum conservation

The motion of the zero-momentum flux observer is determined by ∇aTab = 0 for the total 
stress-energy tensor. To linear order (in the relative velocities) we get

∇aTM
ab = gab∇ap+ ( p+ ε)ua∇aub + ub∇a[( p+ ε)ua] = −JaFab. (59)

This leads to the usual equations for energy and momentum conservation;

ua∇aε+ ( p + ε)∇aua = Jaea , (60)

and

( p + ε)ua∇aub+ ⊥a
b ∇ap = ϵbacJabc, (61)

As an alternative to evolving the energy, we may opt to work directly with the entropy. We 
then need

∇asa = Γs ! 0, (62)

in accordance with the second law of thermodynamics. When the drift velocity relative to the 
chosen frame is small, this leads to

u a∇as + s∇au a +∇a

(
qa

T

)
= Γs, (63)

which is completed by the entropy rate from (54).

4.5. Ohm’s law

When different components are decoupled from the bulk flow, we need to consider additional 
degrees of freedom. Once we have decided which variables to work with, here Ja, qa and va

n, 
we can readily write down the relevant momentum equations that follow from (58). Starting 
with the electron momentum (and making use of (61)) we have

eneEb −
(

1 − neµe
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)
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)
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+ 2 neua∇[asAeswse
b] − eΓe

[
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b +ua
(

vp
b −

Jb

ene

)]
Aa,

 

(64)

where we have introduced the electro-chemical field [22]

Ea = ea +
1
e
⊥ab

(
∇bµe −

µe

p + ε
∇bp

)
, (65)

and the total resistivity affecting the electrons; R̂ = Rep +Ren +Res. We have also assumed 
that the electrons may entrain the entropy, which would lead to Aes ̸= 0. This is the only 
entrainment coupling that enters the electron momentum equation. Note also that, we have 
chosen to write the equation in this particular way because the left-hand side does not change 
when we consider the problem in different useful limits, e.g. when various components are 
coupled.
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with ea and ba the electric and magnetic fields measured by the observer and 
the electro-chemical potential and heat flux are given by
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∑

x∈{n,p,e s}

nxµx vx
b = 0, (40)

then we arrive at (26). Of course, if we work in this frame then baryon number conservation 
is not given by (25).

The unavoidable conclusion is that there are issues of concern already at the level of ideal 
magnetohydrodynamics. One would have to, at the very least, check that the deviation from 
(25) and/or (26) does not have an important effect on any given problem.

Interestingly, the problem we have uncovered is not present in one particular (and rather 
important) case. Consider a two-component pair plasma, with electrons (e) and positrons (p). 
Then the two chemical potentials are equal, µe = µp , and it is clearly the case that (34) and 
(40) are compatible. In this problem, the single-fluid reduction is safe.

In contrast, suppose we consider a neutron star core and impose (40) together with the 
assumption that the baryons have a common drift velocity va. Let us also introduce the charge 
current. As we have already seen, the gauge constraint requires Γp = Γe. The upshot of this is 
that if a fluid element starts out charge neutral then it remains so throughout an evolution. We 
then have local charge neutrality, np = ne, which means that

ja = e (n p − n e) u a + e
(
n pva

p − n eva
e
)
= en e

(
va

p − va
e
)
≡ Ja , (41)

defines the spatial charge current Ja. That is, if we impose charge neutrality then

∇aJa = 0. (42)

It is also convenient to introduce the heat flux, from the entropy ns = s and temperature 
µs = T , as

qa = sTva
s . (43)

In terms of these variables, we find that the condition from (34) would be satisfied if

1
µn

[
neβva +

µe

e
Ja − qa

]
= 0. (44)

This is clearly not true in general, but if the system is cold and in beta equilibrium, then only 
the term involving the charge current remains. This term is suppressed by the factor µe/µn, 
which is small in the Newtonian limit but may be of the order of 0.1 in a neutron star core. It is 
easy to envisage situations where this term can be ignored, but it is clear that the model is now 
becoming contrived. In a general nonlinear situation there is no reason to expect the left-hand 
side of (44) to vanish identically.

4. The multifluid model

The analysis from the previous section provides clear motivation for the multifluid model. Yet 
it remains the case that the general description may be ‘a step too far’ for many relevant appli-
cations. Hence, it is natural to discuss simplifications. First of all, let us retain the assumptions 
of linear drift velocities and local charge neutrality, both of which seem reasonable. Next we 
make a decision regarding the observer frame. In the following, we will describe the problem 
in the Landau–Lifschitz frame (40). There are two reasons for this decision. First of all, it may 
be more ‘intuitive’ to describe the scattering processes that lead to the resistivity in this frame, 
as it represents the centre of momentum. Secondly, from a practical point-of-view this choice 
makes sense. We will outline a set of models and by opting for the Landau–Liftschitz frame 
we ensure that the form of the equations for total energy and momentum conservation remain 
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