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Radiative direct capture

Direct radiative capture on light nuclei is important in astrophysics
(⇠ 20 keV Sun, 50–500 keV big bang):

d(p, �)3He (Sun & big bang)
3H(↵, �)7Li (big bang)

3He(↵, �)7Be (Sun & big bang)
7Be(p, �)8B (Sun)

Direct: Not usefully modeled in terms of resonant states
.Capture: All particles end up in one nucleus

Two questions:

How can we understand the reaction processes?

What rates should be used in astrophysical modeling?



Determining rates

For the big bang, you can measure cross sections right at the energies where
you need them

You do still need theory to stitch data together and compute h�vi

realistic treatment of contributions from 2.8 to 7.0 fm is
provided by potential models (Kim et al., 1981; Buck
et al., 1985; Buck and Merchant, 1988; Mohr et al., 1993;
Dubovichenko and Dzhazairov-Kakhramanov, 1995; Mohr,
2009), which generate wave functions from a Woods-Saxon
or similar potential, constrained by measured phase shifts.

Microscopic models take explicit account of nucleon short-
range correlations. In the RGM a simplified nucleon-nucleon
interaction is tuned to observables in the system being inves-
tigated (e.g., energies of the 7Be bound states), and the phase
shifts are computed, not fitted. The RGM wave functions are
sums of states consisting of simple cluster substructure; in
most 7Be calculations, they are antisymmetrized products of
Gaussians for 4He and 3He, multiplied by a function of the
coordinate describing cluster separation.

The RGM calculations of Kajino (1986) and the potential
model of Langanke (1986) (which employed antisymme-
trized many-body wave functions) predicted the energy de-
pendence of the 3Hð!;"Þ7Li reaction quite accurately,
prior to the precise measurement of Brune et al. (1994).
On the other hand, there is some variation of the computed
3Heð!;"Þ7Be S factors among RGM models using different
interaction types and different Gaussian widths within the
clusters. This variation has been shown to correlate with
measures of the diffuseness of the 7Be ground state
(Kajino, 1986; Csótó and Langanke, 2000). Substantial
changes in the S factor and phase shifts also occur when
6Liþ p configurations are added to the RGM wave functions
(Mertelmeier and Hofmann, 1986; Csótó and Langanke,
2000).

Calculations using highly accurate nucleon-nucleon poten-
tials are now possible. Nollett (2001) computed both bound
states using the variational Monte Carlo method, while the
relative motion of the initial-state nuclei was modeled by one-
body wave functions from the earlier potential-model studies.
This approach should provide additional realism to the nu-
clear wave function at short range, and it features initial states
that fit the measured phase shifts. It produced very nearly the
same S34ðEÞ energy dependence as Kajino (1986), and an
absolute S34ð0Þ that is lower by about 25%.

Through a numerical coincidence, the branching ratio for
captures to the two final states is very nearly constant at low
energy (Kajino, 1986). This circumstance and the external-
capture nature of the reaction suggest that laboratory data can
be extrapolated to low energy by fitting a single rescaling
parameter that multiplies a model S34ðEÞ to match the data.
Such a rescaling does not have a strong physical justification
for microscopic models, as they do not have undetermined
spectroscopic factors. However, rescaled microscopic models
should be at least as accurate as potential models and more
accurate than the hard-sphere model.

A different approach was followed by Cyburt and Davids
(2008), where a parametrized function fit was made to three
of the four modern data sets over a wider energy interval than
we used to determine our recommended S34ð0Þ (see below),
with the result S34ð0Þ ¼ 0:580% 0:043 keV b. Their fitting
function is motivated by recent work emphasizing external
capture and subthreshold poles in low-energy S factors
(Jennings et al., 1998a, 1998b; Mukhamedzhanov and
Nunes, 2002), and it matches expressions for zero phase shift

derived in Mukhamedzhanov and Nunes (2002). For S34, the
d waves have small phase shifts, and the function describes
d-wave capture quite well. In the more-important s-wave
capture, the function does not match detailed models of
S34ðEÞ, irrespective of fitted parameters; its closeness to the
expressions of Mukhamedzhanov and Nunes (2002) suggests
that some other functional form is needed to account for
nonzero phase shifts.

1. Model selection for S34ð0Þ determination

To determine S34ð0Þ from experimental capture data, we
use the microscopic models of Kajino (1986) and Nollett
(2001) (Kim A potential), rescaled to fit the data below E ¼
1 MeV (see below). We selected these two models based on
several factors.

(i) They both accurately reproduce the s-wave phase shifts
[as given by the phase-shift analysis of Tombrello and
Parker (1963b)] and the long-range asymptotics of the
7Be bound states. The Kajino model reproduces the
phase shifts without having been fitted to them.

(ii) They contain more short-range physics than hard-
sphere or potential models, which may extend the
energy range over which they describe the reaction
correctly.

(iii) They agree well with each other even though they
were generated by very different computational
approaches.

(iv) They reproduce the measured energy dependence of
S34ðEÞ well, up to at least E ¼ 1:5 MeV [see Fig. 5,
and also Fig. 3 of Di Leva et al. (2009)].

(v) They calculate other electromagnetic observables in
7Li and 7Be that are in reasonable agreement with
experiment.

2. Region of S34ðEÞ fitting

We restricted the energy range for fitting to E & 1 MeV.
The scatter among models (which differ mainly at short
range) becomes much larger at energies above 1 MeV,

FIG. 5 (color online). S34ðEÞ vs E. Solid curve—best fit
scaled Nollett theory to the data with E & 1:002 MeV. The band
indicates the %1# error band. Data are shown with statistical-plus-
varying-systematic errors only; overall systematic errors are not
included.
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For solar neutrinos, you need a well-validated theory to predict/extrapolate
cross sections to E . 30 keV



Let’s talk about S

In the 1930s, the quantity needed for stellar astrophysics was identified as the
“low-energy cross section”

Energies are well-below the Coulomb barrier, � dominated by tunneling

Beginning(?) with Salpeter, �(E) = S(E)
E e�2⇡↵Z1Z2/v

For s-wave entrance channels, the S-factor is a slowly-varying function

The quantity used in astrophysics is often called S(0), but it’s more like S(20 keV)

Parameters of S(E) ⇡ s0 + s1E + s2E2 are sometimes useful ways to
disseminate results but sometimes not; used to be important for rate integral

It’s important to figure out what’s useful & not get hung up on “how things have
always been done”



7Be(p, �)8B: The basic task

From threshold to ⇠ 400 keV, the cross section is purely nonresonant

Reaction process is E1, starting from s-
& d-waves

M1 p-wave resonances are negligible
below 400 keV

There’s a gap between data at & 125 keV & solar Gamow peak at 20 keV

Upturn at low E is Coulomb physics & turns up in all models

We want the most accurate extrapolation or ab initio model possible



Models of radiative capture

There is a long history of theoretical models for 7Be(p, �)8B

Workhorses for fitting have been very restricted RGM-type models & potential
models

There was some careful R-matrix fitting by Barker

There is now a fully ab initio model from Navrátil et al.

There’s also an extensive history of CI or Hartree-Fock models, not pitched or
viewed as tools for data extrapolation

I won’t be talking about indirect constraints like Coulomb dissociation



Potential models

The simplest quantum mechanical model you could come up with for nonresonant
captures is qualitatively pretty good:

The initial nuclei are simple particles interacting through a potential

The final state is a bound state of that potential

The cross section comes from multipole matrix elements (E1, M1, E2, M2,. . . )

This is a “potential model” – dates back to at least Christy & Duck (1961)



Salient features of potential models

Matrix element density at 20 keV peaks well beyond range of nuclear interaction

You can get to 10% accuracy assuming purely external capture

Then the S(E) shape is known & only an ANC is needed to normalize it

Empirical constraints are sparse – sometimes just a binding energy & some
resonance levels

There are few constraints on short-distance amplitudes, which get baked in
through model assumptions



Where do potential models come from?

Start with standard optical-potential lore for Woods-Saxon geometry as a function
of A & for spin-orbit term – full parameter space not explored

Sort-of match scattering data if they exist (often placing a Pauli node matches
observed hard-sphere phase shifts)

In 7Be + p there were no scattering data before 2003, so well depths came
from p-wave binding & resonance energies

Nodal structure implies very different potentials for different parities

Aurdal (1970) noticed that 7Be+p s-waves need a node & made a deep s-wave
potential

Projection into the 2-body space implies spectroscopic factors, which came
mostly from shell model, with a final rescaling to match data (where available)



Potential model matrix element (200 keV)

A potential model is dominated by asymptotic region (r & 6 fm)

There is a contribution inside the
potential well

Nodal structure in s-waves suppresses it

But it’s still a few percent of total at
E = 0

If you care about 5% precision, it matters

Potential model fitting isn’t designed to
get it right

- Final State

e
EI integrand

~ Initial State



Traditional cluster models

RGM/GCM cluster models of A = 6,7,8 captures have been around since the
1980s

For 7Be(p, �)8B, basis is built from antisymmetrized products of 4He & 3He
as 0s clusters, using a 2-term nuclear interaction

The 7Be-p correlation solves a Schrödinger-like equation – more rigorous version
of the potential-model wave function

Nodal structure in projection onto clusters arises naturally from antisymmetry &
size of clusters – S(E) shape should be more reliable

But amplitude of S(E) is often too large by 25% or more

That’s usually viewed as overestimated spectroscopic factors for included channels,
& S(E) is renormalized to extrapolate data



A related alternative to potential models: Halo EFT

Small binding energy & small reaction energy make these systems amenable
to methods of effective field theory

You treat all nuclei as particles in quantum field theory & develop a Lagrangian

There is a high momentum scale ⇤ where the model breaks down from neglected
inelasticities

Lagrangian is expanded & truncated in terms of (k/⇤)n

It’s “halo” EFT because it’s only accurate for small binding energy – cartoon
version would involve a halo nucleus



Halo EFT of 7Be(p, �)8B

Over a few papers, Xilin Zhang developed an EFT of 7Be(p, �)8B at next-to-
leading order (NLO)

Key ingredients: Sum Coulomb at all orders & organize field theory renormalization
in terms of physical parameters

The renormalized theory is in terms of ANCs, scattering lengths, effective ranges

The S-factor calculation: (I) (II) (III) (IV)

(V) (VI) (VII)

(I)

FIG. 8: Diagrams for radiative capture to p-wave shallow bound state. The long dashed and short

dashed line are for core (c) and core excitation (d) fields. The first four diagrams � V
1
2

�
V
V�

� 1
2

(LO),

the last three diagrams � V
1
2

�
V
V�

� 3
2

(NLO). The radiative corrections would come in e�ectively

at N2LO.

We note that these values agree with the naive power couning, i.e., h(3P2) � h(5P2) � h(3P �
2 ),

r1 � �, and a1 � 1/ (��2).

III. CAPTURE REACTION AMPLITUDE AND S FACTOR

The capture reaction is studied in detail in this section. Fig. 8 shows the relevant Feynman

diagrams up to NLO. The thin solid, dashed, and dotted lines denote proton, 7Be, and 7Be⇤

fields; the open and filled box are for �(1) (and �(2)), and � fields. According to the power

counting of interaction vertices and propagators, the first four diagrams � V
1
2

�
V
V�

� 1
2

are

LO, while the last three are NLO � V
1
2

�
V
V�

� 3
2
. The 5th and 6th diagrams di�er the 3rd and

4th by having 7Be⇤ in the intermediate state insead of 7Be; the former coupling strength is

also suppressed by a factor of klow/�. The last diagram originates from the NLO contact

terms in the lagrangian,

Lc = eZeffL1�
†↵T ij

↵ Ei�(1)j + eZeffL2�
†↵T i�

↵ Ei�(2)� + C.C. (40)

These terms are built based on Ref. [18] and in a similar way used in Ref. [5]. Its structure

is the same as expression (5), except the spin degrees of freedom. Its power counting can be

found in the toy model discussion (see Section I A), according to which L1,2 should scale as

1/�.
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S(E) = f(E)
X

s
C2

s

" ���SEC (E; �s(E)) + LsSSD (E; �s(E))

+✏sSCX (E; �s(E))
���
2
+ |DEC(E)|2

#



Halo EFT at next-to-leading order (NLO)

At NLO there are 9 parameters for 7Be(p, �)8B

2 ANCs: Cs (s = 1,2)

2 short-distance couplings to the photon (like R-matrix radiative widths): L̄s

1 coupling to excited 7Be (essentially an ANC): ✏s

2-term effective-range expansion in each s-wave channel, modeled as an unbound
“dimer” similar to bound state pole: (as & rs – yields phase shifts �S)

S(E) = f(E)
X

s
C2

s

" ���SEC (E; �s(E)) + LsSSD (E; �s(E))

+✏sSCX (E; �s(E))
���
2
+ |DEC(E)|2

#

The S & D matrix elements are very close to parts of Barker & Kajino R-matrix



Mapping potential models onto EFTs

If the EFT works as claimed, any non-EFT model should be a point in the 9-
dimensional EFT parameter space (near threshold)

Every term of the EFT S(E) maps easily into a part of a potential-model
calculation, & involves nearly the same integrals

SEC (E; �s(E)) contains phase-shifted Coulomb waves, close to dominant
external capture part of potential model

LsSSD (E; �s(E)) for deviation from SEC calculation at short distance (dominated
by Pauli nodes)

We computed several potential models with our own radiative capture code &
located them explicitly in the EFT space



Potential model matrix element (200 keV)

A potential model is dominated by asymptotic region (r & 6 fm)

There is a contribution inside the
potential well

Nodal structure in s-waves suppresses it

But it’s still a few percent of total at
E = 0

If you care about 5% precision, it matters

Potential model fitting isn’t designed to
get it right

- Final State

e
EI integrand

~ Initial State



Potential & cluster models of 7Be(p, �)8B for comparison

Central, lower limit, & upper limit potential models from Davids & Typel (2003)
that propagate scattering length error into well depths (minus a bug)

Navrátil, Bertulani & Caurier (2006) potential model with p-waves tuned to
match ab initio final-state overlap functions

We also looked at the Descouvemont (2004) 8-body GCM model

(Esbensen “traditional” Woods-Saxon model with spin-orbit term & tuning to
resonance energies)

Descouvemont, Davids-Typel “upper,” & Navrátil defined Adelberger et al. (2011)
recommendation for solar-neutrino work



Mapping potential models onto EFTs

Models are easier to fit than data: there’s full information & only numerical error

We used both scattering & capture outputs of potential models to fit EFT parameters

Note: adjustment of short-distance L̄1,2 deviation from Coulomb waves doesn’t
affect long-range ANCs & effective-range expansion parameters

You can’t do that with a potential model

Tuning a potential to phase shifts changes short-range amplitudes & vice versa



Quod erat demonstrandum

We can match the models to . 0.5% at
E  500 keV

Fitted parameters mainly have “natural”
values

So then the EFT power counting looks
consistent

Circles: Fitted Curves: EFT
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Quod erat demonstrandum

Extrapolation of each fitted EFT to 1 MeV
still matches its model at percent level

(1% for potential models, 5% for cluster
model)

That suggests N3LO as next EFT term

Consistent with k2 expansion: overall
structure of the EFT looks good

Potential models also helped estimate M1 &
E2 strengths of EFT
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Implications for model selection

Adelberger et al. (2011) didn’t select models based on data: available models
for sure didn’t span the space of possible models

With only a discrete subset, it didn’t make sense to use data for model selection

Adelberger et al. tried to identify a fairly complete model, recommend based on
it, & estimate errors by identifying plausible outlier models

Halo EFT defines a family of models that spans the space of low-energy theories

Error in EFT model construction appears to be < 1% at E < 500 keV

Simultaneous limits on the 9 parameters from capture data are feasible

(EFT results are easy to recompute when you adjust parameters)



Bayesian treatment of parameters

None of the 9 parameters are well-determined by data, but S(E < 500 keV) is

We computed Bayesian posterior probability of S(E) from capture data, with
scattering lengths & floating norms as Gaussian-distributed priors

We fitted at E < 500 keV to avoid resonances �! (k/⇤)2 . 4% estimates
truncation error conservatively (marginalizes out to 0.2% on S(0))

We also tried experiment & ab initio ANC priors, but eventually left them outX. Zhang et al. / Physics Letters B 751 (2015) 535–540 537

All data are for energies above 0.1 MeV. We subtracted the 
M1 contribution of the 8B 1+ resonance from the data using the 
resonance parameters of Ref. [49] (a resonance energy of E p =
0.72 MeV and a width !p ≈ 0.036 MeV). This has negligible im-
pact (well below 1%) for E ≤ 0.5 MeV, so we retain only points in 
this region, thus eliminating the resonance’s effects. This strategy 
for dealing with the resonance has been applied, with a smaller 
upper energy for the fit, elsewhere in the literature [1,48,54].

4. Bayesian analysis

To extrapolate S(E) we must use these data to constrain the 
EFT parameters. We do this via Bayesian methods, which have 
been applied to the extraction of EFT parameters and the estima-
tion of EFT errors in Refs. [55–57]. Here we compute the poste-
rior probability distribution function (PDF) of the parameter vector 
g given data, D , our theory, T , and prior information, I . To ac-
count for the common-mode errors in the data we introduce data-
normalization corrections, ξi . We then employ Bayes’ theorem to 
write the desired PDF as:

pr (g, {ξi}|D; T ; I) = pr (D|g, {ξi}; T ; I)pr (g, {ξi}|I) , (3)

with the first factor proportional to the likelihood:

ln pr (D|g, {ξi}; T ; I) = c −
N∑

j=1

[
(1 − ξ j)S(g; E j) − D j

]2

2σ 2
j

,

where S(g; E j) is the NLO EFT S-factor at the energy E j of the jth 
data point D j , whose statistical uncertainty is σ j . The constant c
ensures pr (g, {ξi}|D; T ; I) is normalized. Since the CME affects all 
data from a particular experiment in a correlated way there are 
only five parameters ξi : one for each experiment.

In Eq. (3) pr (g, {ξi}, |I) is the prior for g and {ξi}. We choose 
independent Gaussian priors for each data set’s ξi , all centered at 0
and with width equal to the assigned CMEs. We also choose Gaus-
sian priors for the s-wave scattering lengths (a1,a2), with centers 
at the experimental values of Ref. [58], (25,−7) fm, and widths 
equal to their errors, (9,3) fm. All the other EFT parameters are 
assigned flat priors over ranges that correspond to, or exceed, val-
ues that are natural when expressed in units of the theory’s short-
distance scale: 0.001 ≤ C2

1,2 ≤ 1 fm−1, 0 ≤ r1,2 ≤ 10 fm [59,60], 
−1 ≤ ϵ1 ≤ 1, −10 ≤ L1,2 ≤ 10 fm. (For further discussion of the 
naturalness of these observable parameters, and of the related, but 
distinct, parameters in the Halo EFT Lagrangian, see Ref. [28].) We 
do, though, restrict the parameter space by the requirement that 
there is no s-wave resonance in 7Be-p scattering below 0.6 MeV.

To determine pr (g, {ξi}|D; T ; I), we use a Markov chain Monte 
Carlo algorithm [61] with Metropolis–Hastings sampling [62], gen-
erating 2 × 104 uncorrelated samples in the 14-dimensional (14d) 
g

⊕ {ξi} space. Making histograms, e.g., over two parameters 
g1 and g2, produces the marginalized distribution, in that case: 
pr (g1, g2|D; T ; I) =

∫
pr (g, {ξi}|D; T ; I) dξ1 . . .dξ5dg3 . . .dg9. Simi-

larly, to compute the PDF of a quantity F (g), e.g., S(E; g), we con-
struct pr

(
F̄ |D; T ; I

)
≡

∫
pr (g, {ξi}|D; T ; I) δ( F̄ − F (g))dξ1 . . .dξ5dg , 

and histogramming again suffices.

5. Constraints on parameters and the S-factor

The tightest parameter constraint we find is on the sum C2
1 +

C2
2 = 0.564(23) fm−1, which sets the overall scale of S(E).1 Fig. 1

1 The second moments of the MCMC sample distribution imply that C2
1 + 0.94C2

2
is best constrained, but we consider C2

1 + C2
2 for simplicity.

Fig. 1. (Color online.) 2d distribution for C2
1 (x-axis) and C2

2 (y-axis). Shading repre-
sents the 68% and 95% regions. The small and large ellipse are the 1σ contours of 
an ab initio calculation [63] and empirical results [64], with their best values marked 
as red squares. The inset is the histogram and the corresponding smoothed 1d PDF 
of the quantity [C2

1 + C2
2 ] × fm; the larger and smaller error bars show the empirical 

and ab initio values.

Fig. 2. (Color online.) 2d distribution for ϵ1 (x-axis) and L̄1 (y-axis). The shaded 
area is the 68% region. The inset is the histogram and corresponding smoothed 1d 
PDF of the quantity 0.33 ̄L1/fm − ϵ1.

shows contours of 68% and 95% probability for the 2d joint PDF 
of the ANCs. Neither ANC is strongly constrained by itself, but 
they are strongly anticorrelated; the 1d PDF of C2

1 + C2
2 is shown 

in the inset. The ellipses in Fig. 1 show ANCs from an ab initio
variational Monte Carlo calculation (the smaller ellipse) [63]2 and 
inferred from transfer reactions by Tabacaru et al. (larger ellipse) 
[64]. These are also shown as error bars in the inset. The ab initio
ANCs shown compare well with the present results. (The ab initio
ANCs of Ref. [10] sum to 0.509 fm−1 and appear to be in mod-
erate conflict.) Tabacaru et al. recognized that their result was 1σ
to 2σ below existing analyses of S-factor data; a 1.8σ conflict re-
mains in our analysis. We suggest that for 8B the combination of 
simpler reaction mechanism, fewer assumptions, and more precise 
cross sections makes the capture reaction a better probe of ANCs 
than transfer reactions.

Fig. 2 depicts the 2d distribution of L̄1 and ϵ1. There is a 
positive correlation: in S(E) below the 7Be-p inelastic threshold, 
the effect of core excitation, here parameterized by ϵ1, can be 
traded against the short-distance contribution to the spin-1 E1

2 We recomputed the sampling errors of Ref. [63] in the basis of good s, taking 
more careful account of correlations between ANCs.

X. Zhang et al. / Physics Letters B 751 (2015) 535–540 537

All data are for energies above 0.1 MeV. We subtracted the 
M1 contribution of the 8B 1+ resonance from the data using the 
resonance parameters of Ref. [49] (a resonance energy of E p =
0.72 MeV and a width !p ≈ 0.036 MeV). This has negligible im-
pact (well below 1%) for E ≤ 0.5 MeV, so we retain only points in 
this region, thus eliminating the resonance’s effects. This strategy 
for dealing with the resonance has been applied, with a smaller 
upper energy for the fit, elsewhere in the literature [1,48,54].

4. Bayesian analysis

To extrapolate S(E) we must use these data to constrain the 
EFT parameters. We do this via Bayesian methods, which have 
been applied to the extraction of EFT parameters and the estima-
tion of EFT errors in Refs. [55–57]. Here we compute the poste-
rior probability distribution function (PDF) of the parameter vector 
g given data, D , our theory, T , and prior information, I . To ac-
count for the common-mode errors in the data we introduce data-
normalization corrections, ξi . We then employ Bayes’ theorem to 
write the desired PDF as:

pr (g, {ξi}|D; T ; I) = pr (D|g, {ξi}; T ; I)pr (g, {ξi}|I) , (3)

with the first factor proportional to the likelihood:

ln pr (D|g, {ξi}; T ; I) = c −
N∑

j=1

[
(1 − ξ j)S(g; E j) − D j

]2

2σ 2
j

,

where S(g; E j) is the NLO EFT S-factor at the energy E j of the jth 
data point D j , whose statistical uncertainty is σ j . The constant c
ensures pr (g, {ξi}|D; T ; I) is normalized. Since the CME affects all 
data from a particular experiment in a correlated way there are 
only five parameters ξi : one for each experiment.

In Eq. (3) pr (g, {ξi}, |I) is the prior for g and {ξi}. We choose 
independent Gaussian priors for each data set’s ξi , all centered at 0
and with width equal to the assigned CMEs. We also choose Gaus-
sian priors for the s-wave scattering lengths (a1,a2), with centers 
at the experimental values of Ref. [58], (25,−7) fm, and widths 
equal to their errors, (9,3) fm. All the other EFT parameters are 
assigned flat priors over ranges that correspond to, or exceed, val-
ues that are natural when expressed in units of the theory’s short-
distance scale: 0.001 ≤ C2

1,2 ≤ 1 fm−1, 0 ≤ r1,2 ≤ 10 fm [59,60], 
−1 ≤ ϵ1 ≤ 1, −10 ≤ L1,2 ≤ 10 fm. (For further discussion of the 
naturalness of these observable parameters, and of the related, but 
distinct, parameters in the Halo EFT Lagrangian, see Ref. [28].) We 
do, though, restrict the parameter space by the requirement that 
there is no s-wave resonance in 7Be-p scattering below 0.6 MeV.

To determine pr (g, {ξi}|D; T ; I), we use a Markov chain Monte 
Carlo algorithm [61] with Metropolis–Hastings sampling [62], gen-
erating 2 × 104 uncorrelated samples in the 14-dimensional (14d) 
g

⊕ {ξi} space. Making histograms, e.g., over two parameters 
g1 and g2, produces the marginalized distribution, in that case: 
pr (g1, g2|D; T ; I) =

∫
pr (g, {ξi}|D; T ; I) dξ1 . . .dξ5dg3 . . .dg9. Simi-

larly, to compute the PDF of a quantity F (g), e.g., S(E; g), we con-
struct pr

(
F̄ |D; T ; I

)
≡

∫
pr (g, {ξi}|D; T ; I) δ( F̄ − F (g))dξ1 . . .dξ5dg , 

and histogramming again suffices.

5. Constraints on parameters and the S-factor

The tightest parameter constraint we find is on the sum C2
1 +

C2
2 = 0.564(23) fm−1, which sets the overall scale of S(E).1 Fig. 1

1 The second moments of the MCMC sample distribution imply that C2
1 + 0.94C2

2
is best constrained, but we consider C2

1 + C2
2 for simplicity.

Fig. 1. (Color online.) 2d distribution for C2
1 (x-axis) and C2

2 (y-axis). Shading repre-
sents the 68% and 95% regions. The small and large ellipse are the 1σ contours of 
an ab initio calculation [63] and empirical results [64], with their best values marked 
as red squares. The inset is the histogram and the corresponding smoothed 1d PDF 
of the quantity [C2

1 + C2
2 ] × fm; the larger and smaller error bars show the empirical 

and ab initio values.

Fig. 2. (Color online.) 2d distribution for ϵ1 (x-axis) and L̄1 (y-axis). The shaded 
area is the 68% region. The inset is the histogram and corresponding smoothed 1d 
PDF of the quantity 0.33 ̄L1/fm − ϵ1.

shows contours of 68% and 95% probability for the 2d joint PDF 
of the ANCs. Neither ANC is strongly constrained by itself, but 
they are strongly anticorrelated; the 1d PDF of C2

1 + C2
2 is shown 

in the inset. The ellipses in Fig. 1 show ANCs from an ab initio
variational Monte Carlo calculation (the smaller ellipse) [63]2 and 
inferred from transfer reactions by Tabacaru et al. (larger ellipse) 
[64]. These are also shown as error bars in the inset. The ab initio
ANCs shown compare well with the present results. (The ab initio
ANCs of Ref. [10] sum to 0.509 fm−1 and appear to be in mod-
erate conflict.) Tabacaru et al. recognized that their result was 1σ
to 2σ below existing analyses of S-factor data; a 1.8σ conflict re-
mains in our analysis. We suggest that for 8B the combination of 
simpler reaction mechanism, fewer assumptions, and more precise 
cross sections makes the capture reaction a better probe of ANCs 
than transfer reactions.

Fig. 2 depicts the 2d distribution of L̄1 and ϵ1. There is a 
positive correlation: in S(E) below the 7Be-p inelastic threshold, 
the effect of core excitation, here parameterized by ϵ1, can be 
traded against the short-distance contribution to the spin-1 E1

2 We recomputed the sampling errors of Ref. [63] in the basis of good s, taking 
more careful account of correlations between ANCs.
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What we really want for 7Be(p, �)8B is S(0) or S(20 keV)

Marginalizing over all parameters, we find S(0) = 21.3 ± 0.7 eV b

Solar Fusion II recommends S(0) = 20.8 ± 0.7 (ex) ± 1.4 (th) eV b

Navrátil et al. compute S(0) = 19.4 ± 0.7 eV b ab initio, error from truncation
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Table 1
A representative EFT parameter set that gives a curve almost on the top of the median value curve (solid blue) in Fig. 3. The LO curve (dashed black) uses the LO parameters 
listed here, with the strictly NLO parameters set to zero. Because the parameter space is very degenerate, many such parameter sets could be given that have similar S(E)

curves but very different parameter values.

C2
1 (fm−1) a1 (fm) r1 (fm) ϵ1 L1 (fm) C2

2 (fm−1) a2 (fm) r2 (fm) L2 (fm)

0.2336 24.44 3.774 −0.04022 1.641 0.3269 −7.680 3.713 0.1612

Fig. 3. (Color online.) The right panel shows the NLO S-factor (y-axis) at different 
energies (x-axis), including the median values (solid blue curve). Shading indicates 
the 68% interval. The dashed line is the LO result. The data used for parameter 
determination together with a few above 0.5 MeV are shown, but have not been 
rescaled in accord with our fitted {ξi}. They are: Junghans et al., BE1 and BE3 [48]
(filled black circle and filled grey circle), Filippone et al. [49] (open circle), Baby 
et al. [50,51] (filled purple diamond), and Hammache et al. [52,53] (filled red box). 
The left panel shows 1d PDFs for S(0) (blue line and histogram) and S(20 keV)

(red-dashed line). In this case the y-axis is S(0) or S(20 keV), while the PDFs 
shown along the x-axis are normalized to unit total probability.

Table 2
The median values of S , S ′/S , and S ′′/S at E = 0 keV [E = 20 keV], as well as the 
upper and lower limits of the (asymmetric) 68% interval. The sampling errors are 
0.02%, 0.07%, 0.01% for median values, as estimated from 〈X2 − ⟨X⟩2〉1/2

/
√

N with 
N = 2 × 104.

S (eV b) S ′/S (MeV−1) S ′′/S (MeV−2)

Median 21.33 [20.67] −1.82 [−1.34] 31.96 [22.30]
+σ 0.66 [0.60] 0.12 [0.12] 0.33 [0.34]
−σ 0.69 [0.63] 0.12 [0.12] 0.37 [0.38]

matrix element. The inset shows the 1d distribution of the quan-
tity 0.33 ̄L1/fm−ϵ1, for which there is a slight signal of a non-zero 
value. In contrast, the data prefers a positive L̄2: its 1d pdf [65]
yields a 68% interval −0.58 fm < L̄2 < 7.94 fm.

We now compute the PDF of S at many energies, and extract 
each median value (the thin solid blue line in Fig. 3), and 68% 
interval (shaded region in Fig. 3). The PDFs for S at E = 0 and 
20 keV are singled out and shown on the left of the figure: the 
blue line and histogram are for E = 0 and the red-dashed line is 
for E = 20 keV. We found choices of the EFT-parameter vector g
(listed in Table 1) that correspond to natural coefficients, produce 
curves close to the median S(E) curve of Fig. 3, and have large 
values of the posterior probability.

6. S(20 keV) and the thermal reaction rate

Table 2 compiles median values and 68% intervals for the 
S-factor and its first two derivatives, S ′/S and S ′′/S , at E = 0
and 20 keV. Ref. [1] recommends S(0) = 20.8 ± 1.6 eV b (quadra-
ture sum of theory and experimental uncertainties). Our S(0) is 
consistent with this, but the uncertainty is more than a factor 

Table 3
The median values and 68% interval bounds for S in the energy range from 0 to 
0.5 MeV. At each energy point, the histogram of S is drawn from the Monte-Carlo 
simulated ensemble and then is used to compute the median and the bounds.

E (MeV) Median (eV b) −σ (eV b) +σ (eV b)

0. 21.33 0.69 0.66
0.01 20.97 0.65 0.63
0.02 20.67 0.63 0.60
0.03 20.42 0.60 0.58
0.04 20.20 0.57 0.55
0.05 20.02 0.55 0.53
0.1 19.46 0.45 0.44
0.2 19.27 0.34 0.34
0.3 19.65 0.32 0.30
0.4 20.32 0.35 0.31
0.5 21.16 0.42 0.41

of two smaller. Ref. [1] also provides effective values of S ′/S =
−1.5 ± 0.1 MeV−1 and S ′′/S = 11 ± 4 MeV−2. These are not literal 
derivatives but results of quadratic fits to several plausible models 
over 0 < E < 50 keV, useful for applications. Our values are consis-
tent, considering the large higher derivatives (rapidly changing S ′′) 
left out of quadratic fits.

In Table 3, we list the median values and 68% interval bounds 
for S in 10 keV intervals to 50 keV and then in 100 keV intervals 
to 500 keV.

The important quantity for astrophysics is in fact not S(E) but 
the thermal reaction rate; derivatives of S(E) are used mainly in a 
customary approximation to the rate integral [1,2,66]. By using our 
S ′ and S ′′ in a Taylor series for S(E) about 20 keV, then regrouping 
terms and applying the approximation formula, we get

N A⟨σ v⟩ = 2.7648 × 105

T 2/3
9

exp

(
−10.26256

T 1/3
9

)

× (1 + 0.0406T 1/3
9 − 0.5099T 2/3

9 − 0.1449T9

+ 0.9397T 4/3
9 + 0.6791T 5/3

9 ), (4)

in units of cm3 s−1 mol−1, where N A is Avogadro’s number and 
T9 ≡ T /(109 K). Up to T9 = 0.6, the lower and upper limits of the 
68% interval for S(E) produce a numerically integrated rate that is 
0.969(1 +0.0576T9 −0.0593T 2

9 ) and 1.030(1 −0.05T9 +0.0511T 2
9 )

times that of Eq. (4). At T9 & 0.7 energies beyond the LER, and 
hence resonances, come into play and so these results no longer 
hold. We know of no astrophysical environment with such high T9
where 7Be(p, γ )8B matters.

We also check this approximation against direct numerical in-
tegration of our median S(E): the two differ by only 0.01% at tem-
perature T9 = 0.016 (characteristic of the Sun), and 1% at T9 = 0.1
(relevant for novae).

7. How accurate is NLO?

Our improved precision for S(0) is achieved because, by appro-
priate choices of its nine parameters, NLO Halo EFT can represent 
all the models whose disagreement constitutes the 1.4 eV b uncer-
tainty quoted in Ref. [1]—including the microscopic calculation of 
Ref. [9]. Halo EFT matches their S(E) and phase-shift curves with 
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Full histogram: S(0)

Dashed histogram: S(20 keV)

Green band: Marginalized S(E)

Solid curve: Parameters matching band
median

Dashed curve: Keeping only LO
parameters from solid curve



Coming attractions

We are nearing completion of a similar analysis of 3He(↵, �)7Be

Final state is well-modeled as p-wave bound state of reactants

So then it’s completely analogous to 7Be(p, �)8B but with:

1. Different corner of the parameter space of charges & masses
2. Two bound 7Be final states
3. No resonances up to ⇠ 3 MeV
4. Only one spin channel (4He has J = 0)

Otherwise, it’s again E1 capture from s- & d-waves & gives similar shape



Coming attractions: matching to models

We’ve repeated the exercise of matching
existing models

This also works well & mostly seems to
confirm the power counting

But NLO isn’t always enough to fit d-waves

This is either a mistake or a weird fine-tuning

Currently digging through the content of the
potential models
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Coming attractions: fitting 3He(↵, �)7Be data

Unlike 7Be(p, �)8B, we see strong
sensitivity to scattering length

You can go “backwards” from S(E) to ANC
& scattering length
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Concluding thoughts (I)

Ab initio calculations are unlikely to replace data fitting, even where they’re
feasbible (fine tuning, sociology)

So the question is: how do you use ab initio to constrain data fitting?

And there are (at least) two answers:

EFT can be renormalization can be set up (sometimes, anyway) in terms of
calculable numbers

The ab initio information complementary to experiment can be brought in as
Bayesian priors, not rigid S(E) shapes

Should be able to avoid fine-tuning things like threshold energies in the ab initio

calculation



Concluding thoughts (II)

Halo EFT as we’ve done it is nearly the same calculations as potential models
& R-matrix

Halo EFT avoids spurious coupling of short-range capture amplitude to phase
shift fitting

Parameter fitting of full space is easy in EFT because integrals can all be reused
as parameters vary

We’ve now found two reactions where Halo EFT expansion converges faster
than R-matrix pole expansion

The math done in halo EFT & R-matrix radiative capture is very nearly the
same

But effective-range expansion built into EFT is at least simpler algebraically



BONUS MATERIAL



Details of the EFT Lagrangian

The Lagrangian looks like this:

L0 =  †

2

6664i@0 � e Q̂ A0 +

✓!
r � ie ~A Q̂

◆2

2M̂
+ �̂

3

7775 

The field  includes 7Be core & its excited state, the proton, & s- & p-wave
dimers

The nuclear part of the interaction:

LS = h(3S1)
�

†i
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