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results when doing calculations in momentum space. So
n=6 was chosen in [73, 77]. In fact, in [73] independence of
observables for n 5. is explitely demonstrated. Other
important progress made in [73] was the introduction of a
better scheme to quantify the theoretical uncertainties. For
that, one first has to analyze the possible sources of
uncertainties (see also [78, 79]). These include (1) the
systematic uncertainty due to truncation of the chiral
expansion at a given order, (2) the uncertainty in the
knowledge of NQ LECs which govern the long-range part
of the nuclear force, (3) the uncertainty in the determination
of LECs accompanying the contact interactions; and (4)
uncertainties in the experimental data or, in the partial wave
analysis if that is used to determine the LECs. As described
above, there has been much progress in determining the NQ
LECs, so we concentrate on the first type of uncertainty. For a
given observable X p( ), where p is the center-of-mass
momentum corresponding to the considered energy, the
expansion parameter in chiral EFT is given by equation (27),
where Λ is the breakdown scale. As discussed in [73], one
should use 600 MeV- � for the cutoffs R 0.8� , 0.9 and
1.0 fm, 500- � MeV for R 1.1 fm� and 400 MeV- � V
for R 1.2� to account for the increasing amount of cutoff
artifacts. In fact, when increasing the r-space cutoff R, one
actually continuously integrates out pion physics, and the
resulting theory would gradually turn into pionless EFT if one
further softened the cutoff. Having verified this estimation of
the breakdown scale on the example of the neutron–proton
scattering total cross section at various chiral orders [73], one
is naturally led to a method that gives a conservative estimate
of the theoretical uncertainty due to the neglect of higher

orders. In this approach, one ascribes the uncertainty
X pN LO4 ( )% of a N4LO prediction X pN LO4 ( ) for an observable

X p( ), as (and similarly for lower orders)
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where the expansion parameter Q is given by equation (27)
and the scale Λ is chosen dependent of the cutoff R as
discussed above. The resulting theoretical uncertainties for
the total cross section and the case of R=0.9 fm were found
in [80] to be consistent with the 68% degree-of-belief
intervals for EFT predictions.

The most sophisticated calculation in the two-nucleon
system is indeed the fifth-order result by Epelbaum et al [77],
which included all new two-pion exchange corrections
appearing at this order as shown in figure 6 (see also the less

Figure 5.Contributions to the effective potential of the 2N, 3N and 4N forces based on Weinberg’s power counting. Here, LO denotes leading
order, NLO next-to-leading order and so on. The various vertices according to equation (29) with 0, 1, 2, 3, 4i% � are denoted by small
circles, big circles, filled boxes, filled diamonds and open boxes, respectively. The boxes surrounding various classes of diagrams are
explained in the text. Figure courtesy of Evgeny Epelbaum.

Figure 6. Fifth-order contributions to the two-pion exchange
potential. Solid and dashed lines refer to nucleons and pions,
respectively. Solid dots denote vertices from the lowest-order NQ
effective Lagrangian. Filled rectangles, ovals and gray circles denote
the order Q4, order Q3 and order Q2 contributions to NQ scattering,
respectively.
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complete work in [81, 82]). Although three-pion exchange
formally appears at N3LO and at N4LO, it has usually been
neglected, as the (nominally) leading 3Q exchange potential at
N3LO is known to be weak compared to the two-pion
exchange [83, 84] and to have negligibly small effect on
phase shifts. However, the subleading corrections at N4LO
are enhanced due to the appearance of the LECs ci [85]. To
check the assertion that the 3Q exchange can still be neglec-
ted, the authors of [77] have carried out a N4LO fit for the
intermediate value of the cutoff of R 1.0� fm, in which the
dominant class-XIII 3Q exchange potential V3

XIII
Q from [85]

was explicitly included. No significant (not even noticeable)
changes both in the quality of the description of the Nijmegen
phase shifts and in the reproduction/predictions for obser-
vables was found. In figure 7, using the above-discussed
method of uncertainty quantification, the S-, P- and D-wave
phase shifts and the mixing angles 1� and 2� at NLO and

higher orders in the chiral expansion for R 0.9� fm are
shown. The various bands result from adding/subtracting the
estimated theoretical uncertainty to/from the calculated
results. Similar results are obtained for np scattering obser-
vables, see [77] for details.

Next, let us consider 3NFs. While providing a small
correction to the nuclear Hamiltonian as compared to the
dominant NN force, its inclusion is mandatory for quantitative
understanding of nuclear structure and reactions, for recent
reviews, see [88, 89]. Historically, the importance of the 3NF
has been pointed out already in the 1930s [90] while the first
phenomenological 3NF models date back to the 1950s.
However, in spite of extensive efforts, the spin structure of the
3NF is still poorly understood [88]. Chiral EFT indeed pro-
vides a suitable theoretical resolution to the long-standing
3NF problem. As already noted, the 3NF only appears two
orders after the leading NN interaction. At this order, there are
only three topologies contributing, see figure 8. The two-pion
exchange topology is given again in terms of the ci, as dis-
cussed in detail in [91]. The so-called D-term, which is related
to the one-pion exchange between a 4N contact term and a
further nucleon, has gained some prominence in the first
decade of this millennium, as many authors have tried to pin it
down based on a cornucopia of reactions, such as Nd Ndl
[94], NN NNQl [92, 93], NN dℓ ℓOl [95–98], d NNQ Hl
[99–101], or the spectra of light nuclei [102], see figure 9
(here, γ denotes a photon, ℓ a lepton and ℓO its corresponding
antineutrino) . This demonstrates again the power of EFT—
very different processes are related through the same LECs

Figure 7. Results for the np S-, P- and D-waves and the mixing
angles 1� , 2� up to N4LO based on the cutoff of R 0.9� fm in
comparison with the Nimjegen PWA [86] and the GWU single-
energy PWA [87]. The bands of increasing width show estimated
theoretical uncertainty at N4LO, N3LO, N2LO and NLO.

Figure 8. Topologies of the leading contributions to the chiral 3NF.
From left to right: Two-pion exchange, one-pion-exchange and 6N
contact interaction.

Figure 9. Various reactions that all are sensitive to the D-term.
Figure courtesy of Evgeny Epelbaum.
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[Meißner 2016]

⦿ Chiral EFT provides a systematic framework to construct AN interactions (A=2, 3, …) 

○ High-energy physics unresolved  ➝  soft potentials  ➝  improved many-body convergence
○ Many-body forces and currents consistently derived

➪ Ideally: apply to the many-nucleon system (and propagate the theoretical error)

Chiral effective field theory & nuclear interactions

⦿ Main features:
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FIG. 2: Predictions for the np total cross section based on the
improved chiral NN potentials at NLO (filled squares, color
online: orange), N2LO (solid diamonds, color online: green),
N3LO (filled triangles, color online: blue) and N4LO (filled
circles, color online: red) at the laboratory energies of 50,
96, 143 and 200 MeV for the di↵erent choices of the cuto↵:
R1 = 0.8 fm, R2 = 0.9 fm, R3 = 1.0 fm, R4 = 1.1 fm and
R5 = 1.2 fm. The horizontal band refers to the result of the
NPWA with the uncertainty estimated as explained in the
text. Also shown are experimental data of Ref. [29].
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For the breakdown scale, we use the same values as in
Ref. [1], namely ⇤b = 600 MeV, 500 MeV and 400 MeV
for R = 0.8 . . . 1.0 fm, R = 1.1 fm and R = 1.2 fm, re-
spectively. The theoretical uncertainty at lower orders
is estimated in a similar way as described in detail in
[1]. Fig. 2 shows the resulting predictions for the np
total cross section at di↵erent energies and for all cut-
o↵ choices. First, we observe that the predictions based
on di↵erent values of the cuto↵ R are consistent with
each other with results corresponding to larger values
of R being less accurate due to a larger amount of cut-
o↵ artefacts. Secondly, our N4LO predictions provide
strong support for the new approach of error estimation.
In particular, the actual size of the N4LO corrections is
in a good agreement with the estimated uncertainty at
N3LO [1]. The somewhat larger N4LO contributions at
the lowest energy is to be expected and can be traced
back to the adopted fitting strategy in the 1S0 channel,
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FIG. 3: Results for the np S-, P- and D- waves and the
mixing angles ✏1, ✏2 up to N4LO based on the cuto↵ of
R = 0.9 fm in comparison with the NPWA [21] (solid dots)
and the GWU single-energy PWA [30] (open triangles). The
bands of increasing width show estimated theoretical uncer-
tainty at N4LO (color online: red), N3LO (color online: blue),
N2LO (color online: green) and NLO (color online: yellow).

see Ref. [1] for more details. Finally, our N4LO results
are in a very good agreement both with the NPWA and
with the experimental data.
The above error analysis can be carried out for any

observable of interest. Fig. 3 shows the estimated un-
certainty of the S-, P- and D-wave phase shifts and the
mixing angles ✏1 and ✏2 at NLO and higher orders in
the chiral expansion based on R = 0.9 fm. The various
bands result by adding/subtracting the estimated theo-
retical uncertainty, ±��(Elab) and ±�✏(Elab), to/from
the calculated results. Similarly, we show in Fig. 4 our
predictions for the various NN scattering observables at
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online: orange), N2LO (solid diamonds, color online: green),
N3LO (filled triangles, color online: blue) and N4LO (filled
circles, color online: red) at the laboratory energies of 50,
96, 143 and 200 MeV for the di↵erent choices of the cuto↵:
R1 = 0.8 fm, R2 = 0.9 fm, R3 = 1.0 fm, R4 = 1.1 fm and
R5 = 1.2 fm. The horizontal band refers to the result of the
NPWA with the uncertainty estimated as explained in the
text. Also shown are experimental data of Ref. [29].
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spectively. The theoretical uncertainty at lower orders
is estimated in a similar way as described in detail in
[1]. Fig. 2 shows the resulting predictions for the np
total cross section at di↵erent energies and for all cut-
o↵ choices. First, we observe that the predictions based
on di↵erent values of the cuto↵ R are consistent with
each other with results corresponding to larger values
of R being less accurate due to a larger amount of cut-
o↵ artefacts. Secondly, our N4LO predictions provide
strong support for the new approach of error estimation.
In particular, the actual size of the N4LO corrections is
in a good agreement with the estimated uncertainty at
N3LO [1]. The somewhat larger N4LO contributions at
the lowest energy is to be expected and can be traced
back to the adopted fitting strategy in the 1S0 channel,
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FIG. 3: Results for the np S-, P- and D- waves and the
mixing angles ✏1, ✏2 up to N4LO based on the cuto↵ of
R = 0.9 fm in comparison with the NPWA [21] (solid dots)
and the GWU single-energy PWA [30] (open triangles). The
bands of increasing width show estimated theoretical uncer-
tainty at N4LO (color online: red), N3LO (color online: blue),
N2LO (color online: green) and NLO (color online: yellow).

see Ref. [1] for more details. Finally, our N4LO results
are in a very good agreement both with the NPWA and
with the experimental data.
The above error analysis can be carried out for any

observable of interest. Fig. 3 shows the estimated un-
certainty of the S-, P- and D-wave phase shifts and the
mixing angles ✏1 and ✏2 at NLO and higher orders in
the chiral expansion based on R = 0.9 fm. The various
bands result by adding/subtracting the estimated theo-
retical uncertainty, ±��(Elab) and ±�✏(Elab), to/from
the calculated results. Similarly, we show in Fig. 4 our
predictions for the various NN scattering observables at

○ A theoretical error can be, in principle, assigned to each order in the expansion



Self-consistent Green’s function approach

⦿ Solution of the A-body Schrödinger equation                                        achieved by

1) Rewriting it in terms of 1-, 2-, …. A-body objects G1=G, G2, … GA (Green’s functions)

2) Expanding these objects in perturbation (in practise G ➟ one-body observables, etc..)

○ Self-consistent schemes resum (infinite) subsets of perturbation-theory contributions

Ab INITIO SELF-CONSISTENT GORKOV-GREEN’s . . . PHYSICAL REVIEW C 84, 064317 (2011)

Notice that the latter relationship can be also obtained from the
conjugate of Eq. (61) by using properties of Gorkov amplitudes
and self-energies. Equations (61) or (62) and their solutions are
independent of auxiliary potential U , which canceled out. This
leaves proper self-energy contributions only, which eventually
act as energy-dependent potentials. The self-energies depend,
in turn, on amplitudes U k and Vk such that Eqs. (61) or (62)
must be solved iteratively. At each iteration the chemical
potential µ must be fixed such that Eq. (18) is fulfilled, which
translates into the necessity for amplitude V to satisfy

N =
∑

a

ρaa =
∑

a,k

∣∣Vk
a

∣∣2
, (63)

where ρab is the (normal) one-body density matrix (54a).
As demonstrated in Appendix A, the spectroscopic am-

plitudes solution of Eq. (61) or (62) fulfill normalization
conditions

∑

a

∣∣Xk
a

∣∣2 = 1 +
∑

ab

Xk†
a

∂#ab(ω)
∂ω

∣∣∣∣
+ωk

Xk
b, (64a)

∑

a

∣∣Yk
a

∣∣2 = 1 +
∑

ab

Yk†
a

∂#ab(ω)
∂ω

∣∣∣∣
−ωk

Yk
b, (64b)

where only the proper self-energy appears because of the
energy independence of the auxiliary potential.

B. First-order self-energies

In Fig. 1, first-order diagrams contributing to normal and
anomalous self-energies are displayed. Diagrammatic rules
appropriate to the computation of Gorkov’s propagators and
for the evaluation of self-energy diagrams are discussed in
Appendix B, while the % derivability of the presently used
truncation scheme is addressed in Sec. VI.

The four first-order self-energies diagrams are computed in
Eqs. (B8), (B10), (B12), and (B13) and read

#
11 (1)
ab = +

∑

cd

V̄acbd ρdc ≡ +&ab = +&
†
ab, (65a)

#
22 (1)
ab = −

∑

cd

V̄b̄dāc ρ∗
cd = −&∗

āb̄
, (65b)

#
12 (1)
ab = 1

2

∑

cd

V̄ab̄cd̄ ρ̃cd ≡ +h̃ab, (65c)

#
21 (1)
ab = 1

2

∑

cd

V̄ ∗
bācd̄

ρ̃∗
cd = +h̃

†
ab, (65d)

where the normal (ρab) and anomalous (ρ̃ab) density matrices
have been defined in Eqs. (54).

FIG. 1. First-order normal #11 (1) (left) and anomalous #21 (1)

(right) self-energy diagrams. Double lines denote self-consistent
normal (two arrows in the same direction) and anomalous (two
arrows in opposite directions) propagators while dashed lines embody
antisymmetrized matrix elements of the NN interaction.

C. HFB limit

Neglecting higher-order contributions to the self-energy,
Eqs. (61) and (65) combine to give

∑

b

(
Tab + &ab − µ δab h̃ab

h̃
†
ab −T ∗

āb̄
− &∗

āb̄
+ µ δāb̄

) (
U k

b

Vk
b

)

= ωk

(
U k

a

Vk
a

)

, (66)

which is nothing but the HFB eigenvalue problem in the case
where time-reversal invariance is not assumed. In such a limit,
U k and Vk define the unitary Bogoliubov transformation [59]
according to

aa =
∑

k

U k
a βk + V̄k∗

a β
†
k , (67a)

a†
a =

∑

k

U k∗
a β

†
k + V̄k

a βk. (67b)

Moreover, normalization condition (64b) reduces in this case
to the well-known HFB identity

∑

a

∣∣Yk
a

∣∣2 =
∑

a

∣∣U k
a

∣∣2 +
∑

a

∣∣Vk
a

∣∣2 = 1. (68)

Let us now stress that, despite the energy independence of first-
order self-energies, some fragmentation of the single-particle
strength is already accounted for at the HFB level such that
one deals with quasiparticle degrees of freedom. In particular,
one can deduce from Eq. (68) that (generalized) spectroscopic
factors defined in Eq. (51) are already smaller than one. Such
a fragmentation is an established consequence of static pairing
correlations that are explicitly treated at the HFB level through
particle number symmetry breaking.

Finally, let us underline again that, whenever higher orders
are to be included in the calculation, first-order self-energies
(65) are self-consistently modified (in particular, through
the further fragmentation of the quasiparticle strength) such
that they no longer correspond to standard Hartree-Fock and
Bogoliubov potentials, in spite of their energy independence.
They actually correspond to the energy-independent part of
the (dynamically) correlatedself-energy.

D. Second-order self-energies

Let us now discuss second-order contributions to normal
and anomalous (irreducible) self-energies.

In Figs. 2 and 3 the four types of normal and anomalous
self-energies are depicted. The evaluation of all second-order
diagrams is performed in Appendix B. Before addressing their

FIG. 2. Second-order normal self-energies #11 (2′) (left) and
#11 (2′′) (right). See Fig. 1 for conventions.
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plitudes solution of Eq. (61) or (62) fulfill normalization
conditions

∑

a

∣∣Xk
a

∣∣2 = 1 +
∑

ab

Xk†
a

∂#ab(ω)
∂ω

∣∣∣∣
+ωk

Xk
b, (64a)

∑

a

∣∣Yk
a

∣∣2 = 1 +
∑

ab

Yk†
a

∂#ab(ω)
∂ω

∣∣∣∣
−ωk

Yk
b, (64b)

where only the proper self-energy appears because of the
energy independence of the auxiliary potential.

B. First-order self-energies

In Fig. 1, first-order diagrams contributing to normal and
anomalous self-energies are displayed. Diagrammatic rules
appropriate to the computation of Gorkov’s propagators and
for the evaluation of self-energy diagrams are discussed in
Appendix B, while the % derivability of the presently used
truncation scheme is addressed in Sec. VI.

The four first-order self-energies diagrams are computed in
Eqs. (B8), (B10), (B12), and (B13) and read

#
11 (1)
ab = +

∑

cd

V̄acbd ρdc ≡ +&ab = +&
†
ab, (65a)

#
22 (1)
ab = −

∑

cd

V̄b̄dāc ρ∗
cd = −&∗

āb̄
, (65b)

#
12 (1)
ab = 1

2

∑

cd

V̄ab̄cd̄ ρ̃cd ≡ +h̃ab, (65c)

#
21 (1)
ab = 1

2

∑

cd

V̄ ∗
bācd̄

ρ̃∗
cd = +h̃

†
ab, (65d)

where the normal (ρab) and anomalous (ρ̃ab) density matrices
have been defined in Eqs. (54).

FIG. 1. First-order normal #11 (1) (left) and anomalous #21 (1)

(right) self-energy diagrams. Double lines denote self-consistent
normal (two arrows in the same direction) and anomalous (two
arrows in opposite directions) propagators while dashed lines embody
antisymmetrized matrix elements of the NN interaction.

C. HFB limit

Neglecting higher-order contributions to the self-energy,
Eqs. (61) and (65) combine to give

∑

b

(
Tab + &ab − µ δab h̃ab

h̃
†
ab −T ∗

āb̄
− &∗

āb̄
+ µ δāb̄

) (
U k

b

Vk
b

)

= ωk

(
U k

a

Vk
a

)

, (66)

which is nothing but the HFB eigenvalue problem in the case
where time-reversal invariance is not assumed. In such a limit,
U k and Vk define the unitary Bogoliubov transformation [59]
according to

aa =
∑

k

U k
a βk + V̄k∗

a β
†
k , (67a)

a†
a =

∑

k

U k∗
a β

†
k + V̄k

a βk. (67b)

Moreover, normalization condition (64b) reduces in this case
to the well-known HFB identity

∑

a

∣∣Yk
a

∣∣2 =
∑

a

∣∣U k
a

∣∣2 +
∑

a

∣∣Vk
a

∣∣2 = 1. (68)

Let us now stress that, despite the energy independence of first-
order self-energies, some fragmentation of the single-particle
strength is already accounted for at the HFB level such that
one deals with quasiparticle degrees of freedom. In particular,
one can deduce from Eq. (68) that (generalized) spectroscopic
factors defined in Eq. (51) are already smaller than one. Such
a fragmentation is an established consequence of static pairing
correlations that are explicitly treated at the HFB level through
particle number symmetry breaking.

Finally, let us underline again that, whenever higher orders
are to be included in the calculation, first-order self-energies
(65) are self-consistently modified (in particular, through
the further fragmentation of the quasiparticle strength) such
that they no longer correspond to standard Hartree-Fock and
Bogoliubov potentials, in spite of their energy independence.
They actually correspond to the energy-independent part of
the (dynamically) correlatedself-energy.

D. Second-order self-energies

Let us now discuss second-order contributions to normal
and anomalous (irreducible) self-energies.

In Figs. 2 and 3 the four types of normal and anomalous
self-energies are depicted. The evaluation of all second-order
diagrams is performed in Appendix B. Before addressing their

FIG. 2. Second-order normal self-energies #11 (2′) (left) and
#11 (2′′) (right). See Fig. 1 for conventions.
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3KU Leuven, Instituut voor Kern- en Stralingsfysica, 3001 Leuven, Belgium
4National Superconducting Cyclotron Laboratory and Department of Physics and Astronomy,

Michigan State University, East Lansing, MI 48824, USA
(Dated: March 19, 2015)

We extend Gorkov-Green’s function formalism to the algebraic diagrammatic construction scheme
at third order [ADC(3)].

I. INTRODUCTION

There are 17 topologically distinct diagrams contribut-
ing to Gorkov ADC(3), all containing three interaction
lines. One interaction line is always connected to the in-
coming propagator, another one to the outgoing propaga-
tor. The diagrams can be then divided into three classes
depending on the nature of the intermediate interaction
line (not connected to any external line):

• Class A (intermediate “particle-particle1”)

• Class B (intermediate “hole-hole”)

• Class C (intermediate “particle-hole”)

We can further label a diagram according to the posi-
tion of the “hole” line (first from the left, second or third)
in the top and bottom interaction respectively, i.e. each
diagram will be denoted with Xij , where X ∈ {A,B,C}
and {i, j} ∈ {1, 2, 3}. In Figs. 1, 2 and 3 diagrams of
class A, B and C respectively are displayed.

1
4

A33

1
2

A32 = A31

1
2

A23 = A13 A11 = A22 = A12 = A21

FIG. 1. Gorkov ADC(3) diagrams of class A
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† thomas.duguet@cea.fr
‡ vittorio.soma@cea.fr

1 In Dyson language.
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1
4

B33

1
2

B32 = B31

1
2

B23 = B13 B11 = B22 = B12 = B21

FIG. 2. Gorkov ADC(3) diagrams of class B

C33 C32 C31

C23 C22 C21

C13 C12 C11

FIG. 3. Gorkov ADC(3) diagrams of class C
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Π(0)(q,ω)

W = v + vΠW

ΣGW (k,ω) = i

∫
dω′

2π

∫
dk′

(2π)3
G(k− k′,ω − ω′)W (k′,ω′)

Σ11 [ADC(3)] −→

Σ(ω) = Σ(∞) +Σdyn(ω)

H |ΨA
k ⟩ = EA

k |Ψ
A
k ⟩

|ΨA
0 ⟩ = Ω0|φ⟩

EA
0 =

⟨φ|HΩ0|φ⟩

⟨φ|Ω0|φ⟩

H |Ψ⟩ = E|Ψ⟩

Heff|Ψeff⟩ = E|Ψeff⟩

Hbr|Ψbr⟩ = Ebr|Ψbr⟩

|Ψbrok⟩ ≃ |Ψ⟩

{|Ψeff⟩, E ≈ Ebrok}

{|Ψeff⟩, E = Erest}

{|Ψrest⟩, Erest} ≃ {|Ψ⟩, E}

H −→ Heff

R(q) =
∑

p

a†
p
ap−q

dσ ∼
∑

f

δ(ω + Ei − Ef ) |⟨Ψf |R(q)|Ψi⟩|
2

Σ  = + + +

ADC(1)=HF ADC(2) ADC(3) ADC(∞)=exact

⦿ Access a variety of quantities 

○ One-body GF  ➝  Ground-state properties of even-even A + spectra of odd-even neighbours

○ Two-body GF  ➝  Excited spectrum of even-even A

○ Self-energy      ➝  Optical potential for nucleon-nucleus scattering

Algebraic 
Diagrammatic 
Construction

⦿ Self-energy expansion



Gorkov-Green’s functions for open-shell systems

○ Use symmetry breaking (particle number) to effectively include pairing correlations

⦿ Standard expansion schemes fail to account for superfluidity

5

FIG. 2: (Color online) Same as Fig. 1 for a correlated system.

from zero for any combination4 of µ, p and q (⌫, p and
q) indices. The SDD is thus fragmented as schemat-
ically displayed in Figure 2, i.e. a larger number of
many-body states are reached through the direct addition
and removal of a nucleon compared to the uncorrelated
case5. Consequently, the number of peaks with non-zero
strength in the SDD is greater than the dimension of H1,
which forbids the establishment of a bijection between
this set of peaks and any basis of H1. Accordingly, and
because the SDD still integrates to the dimension of H1

by construction (see Eq. (10)), spectroscopic factors are
smaller than one. The impossibility to realize such a bi-
jection constitutes the most direct and intuitive way to
understand why observable one-nucleon separation ener-
gies cannot be rigorously associated with single-particle
energies when correlations are present in the system, i.e.
as soon as many-body eigenstates of H di↵er from Slater
determinants.

D. E↵ective single-particle energies

The discussion provided above underlines the fact that
a rigorous definition of ESPEs is yet to be provided in
the realistic context of correlated many-nucleon systems.
A key question is: how can one extract a set of single-
particle energy levels that (i) are in one-to-one correspon-

dence with a basis of H1, (ii) are independent of the par-
ticular single-particle basis one is working with, (iii) are
computable only using quantities coming out of the corre-
lated A-body Schrodinger equation and that (iv) reduce
to HF single-particle energies in the HF approximation
to the A-body problem.
Let us make the hypothesis that ideal one-nucleon pick-

up and stripping reactions have been performed such that
separation energies (E+

µ , E�

⌫ ) and spectroscopic ampli-
tudes (overlap functions) (Uµ(~r�⌧), V⌫(~r�⌧)) have been
extracted consistently, i.e. in a way that is consistent
with the chosen nuclear Hamiltonian H(⇤) defined at a
resolution scale ⇤. In such a context, a meaningful defi-
nition of ESPEs does exist and goes back to French [11]
and Baranger [12]. It involves the computation of the
so-called centroid matrix which, in an arbitrary spherical
basis of H1 {a†p}, reads

hcent

pq ⌘

X

µ2HA+1

S+pq
µ E+

µ +
X

⌫2HA�1

S�pq
⌫ E�

⌫ , (13a)

and is nothing but the first moment M(1) of the spectral
function matrix (see Eq. 9). E↵ective single-particle en-
ergies and associated states are extracted, respectively,
as eigenvalues and eigenvectors of hcent, i.e. by solving

hcent  cent

p = ecentp  cent

p , (14)

where the resulting spherical basis is denoted as {c†p}.
Written in that basis, centroid energies invoke diagonal
spectroscopic probabilities6

ecentp ⌘

X

µ2HA+1

S+pp
µ E+

µ +
X

⌫2HA�1

S�pp
⌫ E�

⌫ , (15)

and acquire the meaning of an average of one-nucleon sep-
aration energies weighted by the probability to reach the
corresponding A+1 (A-1) eigenstates by adding (remov-
ing) a nucleon to (from) the single-particle state  cent

p .
Centroid energies are by construction in one-to-one cor-
respondence with states of a single-particle basis of H1

which, as already pointed out before, is not the case of
correlated one-nucleon separation energies with non-zero
spectroscopic strength.

S�

a (!) ⌘
X

k

��h A�1

k |aa| 
A
0
i
��2 �(! � (EA

0
� EA�1

k )) =
1

⇡
ImGaa(!) (16)

Gab(!) =
X

k

h A
0
|aa| 

A+1

k ih A+1

k |a†a| 
A
0
i

! � (EA+1

k � EA
0
) + i⌘

+
X

k

h A
0
|a†a| 

A�1

k ih A�1

k |aa| A
0
i

! � (EA
0
� EA�1

k )� i⌘
(17)

| 0i ⌘

evenX

A

cA | A
0
i (18)

[Gorkov 1958]

○ Start expansion from symmetry-breaking reference
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are irreducible by definition. An example at second or-
der is given by the two diagrams (C14): the first term
(C14a) is a skeleton diagram while the second self-energy
contribution (C14b) can be generated by two successive
insertions of the first-order term (C13b).

↑ ω′ ↑ ω′′

j g

↓ ω′′′

i f

d

c

h

e

, (C14a)

c i e g
↓ ω′

← ω′′

d j f h

→ ω′′′

.(C14b)

After this distinction one can work out that the com-
plete propagators expansion can be generated by keep-
ing only irreducible skeleton self-energy diagrams and by
substituting in such diagrams all unperturbed propaga-
tors with dressed ones. Dressed propagators are Green’s
functions that are solution of Gorkov’s equations: their
appearance in the self-energy expansion generates the
self-consistency characterizing the method.

It follows that only irreducible skeleton self-energy di-
agrams with dressed or interacting propagators have to
be computed. Single-particle dressed propagators are de-
picted as solid double lines and are labelled by two indices

and an energy as the unperturbed ones, i.e.

G11
ab(ω) ≡ ↑ ω

b

a

, (C15a)

G12
ab(ω) ≡ ↑ ω

b̄

a

, (C15b)

G21
ab(ω) ≡ ↑ ω

b

ā

, (C15c)

G22
ab(ω) ≡ ↑ ω

b̄

ā

. (C15d)

The diagrammatic rules for computing the irreducible
self-energies are then the same of the reducible case, with
the only difference that dressed propagators (C15) have
to be used instead of the bare ones.

2. Self-energies

a. First order

This subsection addresses the calculation of the first-
order self-energy diagrams.
The first normal contribution corresponds to the stan-

dard Hartree-Fock self-energy. It is depicted as

Σ11 (1)
ab (ω) =

b

c

d

a
↓ ω′ ,

(C16)
and reads

Σ11 (1)
ab (ω) = −i

∫

C↑

dω′

2π

∑

cd

V̄acbd G
11
dc(ω

′) , (C17)

where the energy integral is to be performed in the up-
per half of the complex energy plane, according to the
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ā

, (C15c)

G22
ab(ω) ≡ ↑ ω

b̄

ā
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in the block of b̄). Green’s functions G11 and G22 are
called normal propagators while off-diagonal ones, G12

and G21, are denoted as anomalous propagators.
Expanding the bra and the ket in Eq. (26) through

Eq. (20), Gorkov propagators can be expressed as linear
combinations of Green’s functions in the systems with
N,N ± 2, N ± 4, ... particles in the case of G11 and G22

G11
ab(t, t

′) = −i ⟨Ψ0|T
{

aa(t)a
†
b(t

′)
}

|Ψ0⟩

= −i
even
∑

N

c∗NcN⟨ψN
0 |T

{

aa(t)a
†
b(t

′)
}

|ψN
0 ⟩

≡
even
∑

N

c∗NcN G11 (N,N)
ab (t, t′) , (28)

G22
ab(t, t

′) = −i ⟨Ψ0|T
{

ā†a(t)āb(t
′)
}

|Ψ0⟩

= −i
even
∑

N

c∗NcN ⟨ψN
0 |T

{

ā†a(t)āb(t
′)
}

|ψN
0 ⟩

≡
even∑

N

c∗NcN G22 (N,N)
ab (t, t′) , (29)

and as a linear combination of pair propagators between
the ground states of (N±2, N), (N±4, N±2), ... systems
in the case of G12 and G21

G12
ab(t, t

′) = −i ⟨Ψ0|T {aa(t)āb(t′)} |Ψ0⟩

= −i
even
∑

N

c∗N−2cN ⟨ψN−2
0 |T {aa(t)āb(t′)} |ψN

0 ⟩

≡
even
∑

N

c∗N−2cN G12 (N−2,N)
ab (t, t′) , (30)

G21
ab(t, t

′) = −i ⟨Ψ0|T
{

ā†a(t)a
†
b(t

′)
}

|Ψ0⟩

= −i
even
∑

N

c∗N+2cN⟨ψN+2
0 |T

{

ā†a(t)a
†
b(t

′)
}

|ψN
0 ⟩

≡
even
∑

N

c∗N+2cN G21 (N+2,N)
ab (t, t′) . (31)

In particular, G11 (N,N) corresponds to the standard
single-particle propagator for a system with N particles
introduced in Eq. (11). A comment on the coefficients
cN is in order at this point. Although Gorkov propaga-
tors are defined as a sum of several terms with different
particle numbers, their weight is peaked around the ac-
tual number of particles N of the targeted system because
of constraint (22). This observation plays an important
role in the reliability of the generalized Lehmann repre-
sentation introduced in Section IV.
Just as for ordinary Green’s functions, normal and

anomalous propagators depend only on the difference of
the time arguments, hence on a single energy argument
when Fourier transformed to the energy domain.

D. Nambu matrix formalism

Gorkov’s propagators can be conveniently grouped into
a matrix representation, first introduced by Nambu [28].
After defining an ”annihilation” column vector made of
annihilation and creation operators

Aa(t) ≡
(

aa(t)
ā†a(t)

)

, (32a)

and a ”creation” row vector

A
†
a(t) ≡

(

a†a(t) āa(t)
)

, (32b)

one can write the four propagators (26) in the matrix
form

iGab(t, t
′) ≡ ⟨Ψ0|T

{

Aa(t)A
†
b(t

′)
}

|Ψ0⟩

= i

⎛

⎝

G11
ab(t, t

′) G12
ab(t, t

′)

G21
ab(t, t

′) G22
ab(t, t

′)

⎞

⎠ . (33)

Gab =

⎛

⎝

G11
ab G12

ab

G21
ab G22

ab

⎞

⎠ = . (34)

In general, any object Og1g2
ab defined in Gorkov’s space

can be put into such a matrix form

Oab(t, t
′) ≡

⎛

⎝

O11
ab(t, t

′) O12
ab(t, t

′)

O21
ab(t, t

′) O22
ab(t, t

′)

⎞

⎠ , (35)

with indices g1 and g2 labeling respectively the rows and
the columns of the matrix.

E. Gorkov equations

In the standard case, the derivation of the equations
of motion and the formulation of a diagrammatic expan-
sion for the single-particle propagator lead to defining
the irreducible self-energy and Dyson’s equation, through
which the propagator of the interacting system can be
computed. One proceeds similarly in the Gorkov formal-
ism. The first step consists in separating the Hamiltonian
into an ”unperturbed” one-body part and an interacting
part. This is conveniently achieved by introducing an
auxiliary, one-body (Hermitian) potential U taking the
general form

U ≡
∑

ab

Uab a
†
aab (36)

and by defining

Ω = T + U
︸ ︷︷ ︸

≡ Ω0

+V NN + V NNN − U
︸ ︷︷ ︸

≡ ΩI

. (37)
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pearance in the self-energy expansion generates the self-
consistency characterizing the method.
It follows that only irreducible self-energy diagrams

with dressed or interacting propagators have to be com-
puted. Single-particle dressed propagators are depicted
as solid double lines and are labelled by two indices and
an energy as the unperturbed ones, i.e.

G11
ab(ω) ≡ ↑ ω

b

a

, (C9a)

G12
ab(ω) ≡ ↑ ω

b̄

a

, (C9b)

G21
ab(ω) ≡ ↑ ω

b

ā

, (C9c)

G22
ab(ω) ≡ ↑ ω

b̄

ā

. (C9d)

The diagrammatic rules for computing the irreducible
self-energies are then the same of the reducible case, with
the only difference that dressed propagators (C9) have to
be used instead of the bare ones.

2. Self-energies

a. First order

This subsection addresses the calculation of the first-
order self-energy diagrams.
The first normal contribution corresponds to the stan-

dard Hartree-Fock self-energy. It is depicted as

Σ11 (1)
ab =

b

c

d

a
↓ ω′ , (C10)

and reads

Σ11 (1)
ab (ω) = −i

∫

C↑

dω′

2π

∑

cd

V̄acbd G
11
dc(ω

′) , (C11)

where the energy integral is to be performed in the up-
per half of the complex energy plane, according to the
convention introduced in Rule 6. Inserting the Lehmann
form (54a) of the propagator one obtains

Σ11 (1)
ab (ω) = −i

∫

C↑

dω′

2π

∑

cd,k

V̄acbd
Ūk
d Ūk∗

c

ω′ − ωk + iη

− i

∫

C↑

dω′

2π

∑

cd,k

V̄acbd
Vk∗
d Vk

c

ω′ + ωk − iη

=
∑

cd,k

V̄acbd Vk∗
d Vk

c , (C12)

where the residue theorem has been used, i.e. the first
term, with +iη in the denominator, contains no pole in
the upper plane and thus cancels out. As in the standard
case the Hartree-Fock self-energy is energy independent.
Similarly one computes the other normal self-energy

term

Σ22 (1)
ab (ω) =

b̄

c̄

d̄

ā
↓ ω′ ,

(C13)
which reads

Σ22 (1)
ab (ω) = −i

∫

C↓

dω′

2π

∑

cd

V̄āc̄b̄d̄G
22
cd(ω

′)

= −i

∫

C↓

dω′

2π

∑

cd,k

V̄āc̄b̄d̄
V̄k
c V̄k∗

d

ω′ − ωk + iη

− i

∫

C↓

dω′

2π

∑

cd,k

V̄āc̄b̄d̄
Uk∗
c Uk

d

ω′ + ωk − iη

= −
∑

cd,k

V̄āc̄b̄d̄ V̄k
c V̄k∗

d

= −
∑

cd,k

V̄ācb̄d Vk
c̄ Vk∗

d̄

= −
∑

cd,k

V̄acbd Vk
c Vk∗

d

= −Σ11 (1)
ab (ω) . (C14)

The anomalous contributions to the self-energy at first
order are

Σ12 (1)
ab =

b̄

← ω′

a
c d̄

, (C15)
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V̄āc̄b̄d̄
V̄k
c V̄k∗

d

ω′ − ωk + iη

− i

∫

C↓

dω′

2π

∑

cd,k
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where the notation Ek1k2k3 ≡ ωk1 + ωk2 + ωk3 has been introduced. Summing the two terms one has

Σ11 (2′+2′′)
ab (ω) =

1

2

∑

k1k2k3

{

Mk1k2k3
a (Mk1k2k3

b + 2Pk1k2k3
b )†

ω − Ek1k2k3 + iη
+

N k1k2k3
a

†
(N k1k2k3

b + 2Qk1k2k3
b )

ω + Ek1k2k3 − iη

}

, (94)

which can be written, using properties (90) and (91), as

Σ11 (2)
ab (ω) =

1

2

∑

k1k2k3

{

Mk1k2k3
a (Mk1k2k3

b + Pk1k2k3
b +Rk1k2k3

b )†

ω − Ek1k2k3 + iη
+

N k1k2k3
a

†
(N k1k2k3

b +Qk1k2k3
b + Sk1k2k3

b )

ω + Ek1k2k3 − iη

}

=
1

6

∑

k1k2k3

{

(Mk1k2k3
a + Pk1k2k3

a +Rk1k2k3
a ) (Mk1k2k3

b + Pk1k2k3
b +Rk1k2k3

b )†

ω − Ek1k2k3 + iη

}

+
1

6

∑

k1k2k3

{

(N k1k2k3
a +Qk1k2k3

a + Sk1k2k3
a )† (N k1k2k3

b +Qk1k2k3
b + Sk1k2k3

b )

ω + Ek1k2k3 − iη

}

Σ11
ab(ω) =

∑

k1k2k3

{

Ck1k2k3
a Ck1k2k3

b

†

ω − Ek1k2k3 + iη
+

Dk1k2k3
a

†Dk1k2k3
b

ω + Ek1k2k3 + iη

}

, (95)

with the definitions

Ck1k2k3
a ≡ 1√

6

[

Mk1k2k3
a + Pk1k2k3

a +Rk1k2k3
a

]

, (96a)

Dk1k2k3
a ≡ 1√

6

[

N k1k2k3
a +Qk1k2k3

a + Sk1k2k3
a

]

. (96b)

One can write in a similar way all other second-order self-energies computed in Section C 2 to obtain

Σ12 (2′+2′′)
ab (ω) = −

∑

k1k2k3

{

Ck1k2k3
a Dk1k2k3

b

ω − Ek1k2k3 + iη
+

Dk1k2k3
a

† Ck1k2k3
b

†

ω + Ek1k2k3 + iη

}

, (97a)

Σ21 (2′+2′′)
ab (ω) = −

∑

k1k2k3

{

Dk1k2k3
a

† Ck1k2k3
b

†

ω − Ek1k2k3 + iη
+

Ck1k2k3
a Dk1k2k3

b

ω + Ek1k2k3 + iη

}

, (97b)

Σ22 (2′+2′′)
ab (ω) =

∑

k1k2k3

{

Dk1k2k3
a

†Dk1k2k3
b

ω − Ek1k2k3 + iη
+

Ck1k2k3
a Ck1k2k3

b

†

ω + Ek1k2k3 + iη

}

. (97c)

F. Matrix representation of Gorkov’s equations

Defining quantities W and Z through

(ωk − Ek1k2k3)Wk1k2k3
k ≡

∑

a

[

Ck1k2k3
a

† Uk
a −Dk1k2k3

a Vk
a

]

(98a)

(ωk + Ek1k2k3)Zk1k2k3
k ≡

∑

a

[

−Dk1k2k3
a Uk

a + Ck1k2k3
a

† Vk
a

]

(98b)

Gorkov’s equations (67) computed in terms of second-order self-energies can be rewritten as

ωk Uk
a =

∑

b

[

(tab − µ δab + Λab)Uk
b + h̃ab Vk

b

]

+
∑

k1k2k3

[

Ck1k2k3
a Wk1k2k3

k −Dk1k2k3
a

†Zk1k2k3
k

]

(99a)

ωk Vk
a =

∑

b

[

−(tab − µ δab + Λab)Vk
b + h̃†

ab U
k
b

]

+
∑

k1k2k3

[

−Dk1k2k3
a

†Wk1k2k3
k + Ck1k2k3

a Zk1k2k3
k

]

(99b)

which grouped together with Eq. (98) provide a set of four coupled equations for unknowns U , V , W and Z that can
be displayed in a matrix form as

ωk

⎛

⎜
⎝

U
V
W
Z

⎞

⎟
⎠

k

=

⎛

⎜
⎜
⎝

T − µ+ Λ h̃ C −D†

h̃† −T + µ− Λ −D† C
C† −D E 0
−D C† 0 −E

⎞

⎟
⎟
⎠

⎛

⎜
⎝

U
V
W
Z

⎞

⎟
⎠

k

≡ Ξ

⎛

⎜
⎝

U
V
W
Z

⎞

⎟
⎠

k

(100)
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b

†
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b

ω + Ek1k2k3 + iη

}

, (97b)
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b
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convention introduced in Rule 6. Inserting the Lehmann
form (53a) of the propagator one obtains

Σ11 (1)
ab (ω) = −i

∫

C↑

dω′

2π

∑

cd,k

V̄acbd
Ūk
d Ūk∗

c

ω′ − ωk + iη

− i

∫

C↑

dω′

2π

∑

cd,k

V̄acbd
Vk∗
d Vk

c

ω′ + ωk − iη

=
∑

cd,k

V̄acbd Vk∗
d Vk

c , (C18)

where the residue theorem has been used, i.e. the first
term, with +iη in the denominator, contains no pole in
the upper plane and thus cancels out. As in the standard
case the Hartree-Fock self-energy is energy independent.
Similarly one computes the other normal self-energy

term

Σ22 (1)
ab (ω) =

b̄

c̄

d̄

ā
↓ ω′ ,

(C19)
which reads

Σ22 (1)
ab (ω) = −i

∫

C↓

dω′

2π

∑

cd

V̄āc̄b̄d̄ G
22
cd(ω

′)

= −i

∫

C↓

dω′

2π

∑

cd,k

V̄āc̄b̄d̄
V̄k
c V̄k∗

d

ω′ − ωk + iη

− i

∫

C↓

dω′

2π

∑

cd,k

V̄āc̄b̄d̄
Uk∗
c Uk

d

ω′ + ωk − iη

= −
∑

cd,k

V̄āc̄b̄d̄ V̄k
c V̄k∗

d

= −
∑

cd,k

V̄ācb̄d Vk
c̄ Vk∗

d̄

= −
∑

cd,k

V̄acbd Vk
c Vk∗

d

= −Σ11 (1)
ab (ω) . (C20)

The anomalous contributions to the self-energy at first
order are

Σ12 (1)
ab (ω) =

b̄

← ω′

a
c d̄

, (C21)

Σ21 (1)
ab (ω) = d

← ω′

c̄
ā b

, (C22)

and are written respectively as

Σ12 (1)
ab (ω) = − i

2

∫

C↑

dω′

2π

∑

cd

V̄ab̄cd̄G
12
cd(ω

′)

= − i

2

∫

C↑

dω′

2π

∑

cd,k

V̄ab̄cd̄
Ūk
c V̄k∗

d

ω′ − ωk + iη

− i

2

∫

C↑

dω′

2π

∑

cd,k

V̄ab̄cd̄
Vk∗
c Uk

d

ω′ + ωk − iη

=
1

2

∑

cd,k

V̄ab̄cd̄ Vk∗
c Uk

d , (C23)

and

Σ21 (1)
ab (ω) = − i

2

∫

C↑

dω′

2π

∑

cd

V̄c̄dāb G
21
cd(ω

′)

= − i

2

∫

C↑

dω′

2π

∑

cd,k

V̄c̄dāb
V̄k
c Ūk∗

d

ω′ − ωk + iη

− i

2

∫

C↑

dω′

2π

∑

cd,k

V̄c̄dāb
Uk∗
c Vk

d

ω′ + ωk − iη

=
1

2

∑

cd,k

V̄c̄dāb Uk∗
c Vk

d

=
1

2

∑

cd,k

V̄ābc̄d Uk∗
c Vk

d

=
[

Σ12 (1)
ba (ω)

]∗

, (C24)

where the same integration technique as in (C18) has
been used.

b. Second order

Let us proceed now the computation of the second-
order contributions. The first term is the standard
second-order self-energy

Σ11 (2′)
ab (ω) = ↑ ω′ ↑ ω′′

d g

↓ ω′′′

c f

b

a

h

e

(C25)

which reads
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the upper plane and thus cancels out. As in the standard
case the Hartree-Fock self-energy is energy independent.
Similarly one computes the other normal self-energy

term
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which reads
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The anomalous contributions to the self-energy at first
order are

Σ12 (1)
ab (ω) =

b̄

← ω′

a
c d̄

, (C21)

Σ21 (1)
ab (ω) = d

← ω′

c̄
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and are written respectively as
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Ūk
c V̄k∗

d

ω′ − ωk + iη

− i

2

∫

C↑

dω′

2π

∑

cd,k

V̄ab̄cd̄
Vk∗
c Uk

d

ω′ + ωk − iη

=
1

2

∑

cd,k

V̄ab̄cd̄ Vk∗
c Uk

d , (C23)

and
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21
cd(ω

′)

= − i

2

∫

C↑

dω′

2π

∑

cd,k

V̄c̄dāb
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where the same integration technique as in (C18) has
been used.

b. Second order

Let us proceed now the computation of the second-
order contributions. The first term is the standard
second-order self-energy

Σ11 (2′)
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d g
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c f

b
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h

e

(C25)

which reads
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convention introduced in Rule 6. Inserting the Lehmann
form (53a) of the propagator one obtains
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where the residue theorem has been used, i.e. the first
term, with +iη in the denominator, contains no pole in
the upper plane and thus cancels out. As in the standard
case the Hartree-Fock self-energy is energy independent.
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where the same integration technique as in (C18) has
been used.

b. Second order

Let us proceed now the computation of the second-
order contributions. The first term is the standard
second-order self-energy
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which reads
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which yields
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{

V̄k1
c V̄k1∗

d V̄k2

f V̄k2∗
g Uk3∗

h Uk3
e

ω − (ωk1
+ ωk2

+ ωk3
) + iη

+
Uk1∗

c Uk1

d Uk2∗
f Uk2

g V̄k3

h V̄k3∗
e

ω + (ωk3
+ ωk1

+ ωk2
)− iη

}

, (C19)

and
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which is evaluated as
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The first of the anomalous self-energy is

Σ12 (2′)
ab (ω) = h b̄
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, (C22)
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The integrations over the two energy variables are performed in this case using two successive applications of the
formula
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. (C14)

The above integral, defined on the real axis, is computed by extending the integration to a large semicircle in the
upper or lower complex half plane of E′ (this can be done since the integrand behaves as |E′|−2 for |E′| → ∞ and
this branch do not contribute to the integral) and then by using the residue theorem. Of the four terms, two have
poles in the same half plane and yield zero as the contour can be closed in the other half. Applying this formula to
the integral (C13) we obtain
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With the same technique we can evaluate all other terms contributing to the second order self-energy. We have
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which reads
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The two diagrams of the other normal self-energy Σ22 are respectively
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↑ ω′′

c̄ f̄

b̄

ā
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for what concerns the first contribution, which reads
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yielding

Σ12 (2′′)
ab (ω) =

1

2

∫
dω′

2π

dω′′

2π

∑

cdefgh

V̄aecf Vh̄b̄ḡd̄ G12
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{
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[Somà, Duguet & Barbieri 2011]

○ Symmetry must be eventually restored

⦿ Gorkov scheme generalises GF theory to superfluid systems



⦿ Calculation of complete mid-mass isotopic chains possible

Systematics of medium-mass nuclei

○ Chiral N3LO 2N (500) + N2LO 3N (400 local/non-local) interaction, further SRG-ed to 2.0 fm-1

○Missing correlation energy from 
higher-order diagrams

⦿ Total energies

○ Overall trends reasonable
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⦿ Calculation of complete mid-mass isotopic chains possible

○Missing correlation energy from 
higher-order diagrams

⦿ Total energies

○ N=20 gap overestimated

○ Overall trends reasonable

⦿ Energy differences (2N separation energies)

○ N=28 gap OK, pf shell well reproduced

○ Drip lines?

Systematics of medium-mass nuclei
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○ Chiral N3LO 2N (500) + N2LO 3N (400 local/non-local) interaction, further SRG-ed to 2.0 fm-1



⦿ Charge radii along calcium and nickel chains
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○Discrepancies between different Hamiltonians depend on the observable

Systematics of medium-mass nuclei
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Gorkov-Green functions

○ Large sensitivity on the employed nuclear Hamiltonian

○Good reproduction of nuclear radii with NNLOsat  ⇿  saturation properties



Charge density distribution of 34Si

⦿ Unconventional depletion (“bubble”) in the centre of ρch conjectured for 34Si
○ Purely quantum mechanical effect (vacancy of ℓ = 0 states embedded in larger-ℓ orbitals)

○ Conjectured associated effect on spin-orbit splitting (reduction for low-ℓ spin-orbit partners)
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➟ Good agreement with experiment for 36S

➟ Folding smears out central depletion

⦿ Charge density computed through folding with the finite charge of the proton
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FIG. 12. (Color online) Partial-wave contributions �⇢`jp (r) to
the di↵erence between point-proton density distributions of
34Si computed at the ADC(3) and ADC(1) levels.

feature, presently obtained on the basis of realistic 2N
and 3N inter-nucleon interaction, mirrors the situation
at play in SR-EDF calculations [8].

D. Charge density distribution

Generically speaking, the electromagnetic charge den-
sity (and current) operator is expressed as an expansion
in many-body operators acting on nucleonic degrees of
freedom. This operator not only accounts for the point
distribution of protons but also for their own charge
distribution, along with the one of neutrons, and for
charge (and current) distributions associated with the
light charged mesons they exchange. To first approxima-
tion, the nuclear charge density can be obtained through
the folding of the nuclear point-proton density distribu-
tion with the charge density distribution of the proton.
In doing so, one omits neutrons’ contribution6 as well
as relativistic spin-orbit corrections, both typically rela-
tively small [56]. We thus compute the charge density
distribution as

⇢ch(r) =
3X

i=1

✓i

ri
p
⇡

+1Z

0

dr
0
r
0

r
⇢p(r

0)


e
�
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r�r0
ri

⌘2

� e
�

⇣
r+r0
ri

⌘2
�
,

(6)
where the sets (✓i, ri) come from having parameterized
the charge density distribution of the proton as a linear
superposition of three Gaussians and have been adjusted
to reproduce the proton charge form factor from electron

6 We remind however that neutron’s charge density contribution
to charge radii is presently taken into account [45].
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FIG. 13. (Color online) Charge and proton densities of 34Si
and 36S at the ADC(3) level. The experimental charge density
of 36S is taken from Ref. [61].

scattering data [56]. The proton rms radius that results
from this parameterization is hR

2
pi

1/2 = 0.88 fm, con-
sistent with the value used to compute the rms charge
radius [57]. Let us note that eventual smaller values of
hR

2
pi

1/2 [58] would lead to an increase of the depletion
factor (see also Tab. VIII and corresponding discussion).
Furthermore, one needs to correct for spurious center

of mass and include Darwin-Foldy relativistic correction.
Assuming7 that the center of mass wave-function factor-
izes in the ground-state of a harmonic oscillator Hamil-
tonian characterized by the frequency !̃, the inclusion
of spurious center-of-mass and Darwin-Foldy relativistic
corrections can be performed at the price of proceeding
to the replacement [56, 60]

r
2
i �! r

2
i �

b
2

A
+

1

2

✓
~
m

◆2

(7)

in Eq. 6, where m is the nucleon mass, hence 8 ~/m =
0.21 fm, and b

2 = (m ~ !̃)�1. Employing Bethe’s for-
mula [60], the latter term can be approximated with
b
2

⇡ A
1/3 fm2. We note that, for 16O, such an ap-

proximation is consistent with the value of ~!̃ found in
Ref. [53] and is thus safe to use in present calculations of
34Si and 36S.
Theoretical charge density distributions of 34Si and 36S

computed at the ADC(3) level are compared to their

7 While this has been proven for coupled-cluster [53] and in-
medium similarity renormalization group [59] calculations, a sim-
ilar study remains to be done for SCGF calculations. Given the
proximity of these many-body methods, one is however confi-
dent that the center of mass factorization does indeed occur in
the same way in SCGF calculations as is assumed here.

8 We use here, as everywhere throughout the paper, c = 1.
➟ Central depletion predicted for 34Si

[Rychel et al. 1983]

[Duguet et al. 2017]
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FIG. 13. (Color online) Charge and proton densities of 34Si
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36S ADC(1) ADC(2) ADC(3) Experiment

hr2chi1/2 3.411 3.325 3.302 3.2985 ± 0.0024

TABLE VI. Charge rms radii (in fm) of 36S computed within
ADC(1), ADC(2) and ADC(3) approximations. Experimen-
tal data are from Ref. [40].

current distribution associated with the light charged
mesons they exchange. To first approximation, the nu-
clear charge density is obtained through the folding of the
nuclear point-proton density distribution with the charge
density distribution of the proton. A simple model con-
sists in writing the charge density distribution as [45]

⇢ch(r) =
1

a
p
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+1Z

0

dr
0
r
0
⇢p(r

0)

"
e
�(r�r0)2/a2

r
�

e
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r

#
,

(6)
where the gaussian form factor accounting for the proton

size is implemented with a =
p

2/3hr2i1/2p = 0.65 fm.
While this can be improved on in the future, we presently
employ Eq. 6 to analyze the behavior of the observable
charge density distribution.

Theoretical charge density distributions of 34Si and 36S
computed at the ADC(3) level are compared to their
point-proton counterpart in Fig. 13 and to the experi-
mental charge density of 36S [46]. The excellent agree-
ment between theoretical and experimental charge den-
sity distributions of 36S gives confidence in the SCGF
predictions of 34Si obtained from NNLOsat �EFT inter-
actions. While the folding with the charge density dis-
tribution of the proton weakly reduces the peak at the
center of the density distribution of 36S, it significantly
smears out the depletion in the point-proton density dis-

tribution of 34Si. This e↵ect could be expected given
that the folding takes place over a typical distance ofp
2/3hr2i1/2p = 0.65 fm that is consistent with the size

of the proton bubble. The fact that the bubble structure
could be strongly suppressed in the observable charge
density of 34Si was already pointed out on the basis of
SR- and MR-EDF calculations [7, 8]. This strongly re-
flects in the value of the F factor of 34Si that goes down
from 0.34 to 0.19 when going from the point-proton to
the charge density distribution (see Tab. X).

E. Form factor

Accessing the charge density distribution of 34Si would
require to scatter electrons on radioactive ions. This
would lead to measuring the electromagnetic charge form
factor, which relates to the nuclear charge density distri-
bution via

F (q) =

Z
d~r⇢ch(r)e

�i~q·~r
, (7)

where ~q is the transferred momentum, itself related to
the incident momentum ~p and the scattering angle ✓ via
q = 2p sin ✓/2.

In Ref. [5], simulated densities were used to demon-
strate that the di↵raction pattern of a semi-bubble nu-
cleus di↵ers significantly from the one of the same nucleus
without a bubble. Similarly, Fig. 14 displays the angular
dependence of the form factor obtained at the ADC(2)
and ADC(3) levels for 300 MeV electron scattering on
34Si and 36S. From 50 to 100 degrees, the angular distri-
bution is located at higher magnitude in 34Si than in 36S.
This leads to a shift of about 20 degrees between both
second minima such that the two angular distributions
are out of phase at about 110 degrees. Furthermore, the
comparison between ADC(2) and ADC(3) results demon-
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FIG. 14. (Color online) Angular dependence of the form fac-
tor obtained for 300 MeV electron scattering on 34Si and 36S.
Results from both ADC(2) and ADC(3) calculations are dis-
played.
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36S ADC(1) ADC(2) ADC(3) Experiment

hr2chi1/2 3.411 3.325 3.302 3.2985 ± 0.0024

TABLE VI. Charge rms radii (in fm) of 36S computed within
ADC(1), ADC(2) and ADC(3) approximations. Experimen-
tal data are from Ref. [40].

current distribution associated with the light charged
mesons they exchange. To first approximation, the nu-
clear charge density is obtained through the folding of the
nuclear point-proton density distribution with the charge
density distribution of the proton. A simple model con-
sists in writing the charge density distribution as [45]
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where the gaussian form factor accounting for the proton

size is implemented with a =
p

2/3hr2i1/2p = 0.65 fm.
While this can be improved on in the future, we presently
employ Eq. 6 to analyze the behavior of the observable
charge density distribution.

Theoretical charge density distributions of 34Si and 36S
computed at the ADC(3) level are compared to their
point-proton counterpart in Fig. 13 and to the experi-
mental charge density of 36S [46]. The excellent agree-
ment between theoretical and experimental charge den-
sity distributions of 36S gives confidence in the SCGF
predictions of 34Si obtained from NNLOsat �EFT inter-
actions. While the folding with the charge density dis-
tribution of the proton weakly reduces the peak at the
center of the density distribution of 36S, it significantly
smears out the depletion in the point-proton density dis-

tribution of 34Si. This e↵ect could be expected given
that the folding takes place over a typical distance ofp
2/3hr2i1/2p = 0.65 fm that is consistent with the size

of the proton bubble. The fact that the bubble structure
could be strongly suppressed in the observable charge
density of 34Si was already pointed out on the basis of
SR- and MR-EDF calculations [7, 8]. This strongly re-
flects in the value of the F factor of 34Si that goes down
from 0.34 to 0.19 when going from the point-proton to
the charge density distribution (see Tab. X).

E. Form factor

Accessing the charge density distribution of 34Si would
require to scatter electrons on radioactive ions. This
would lead to measuring the electromagnetic charge form
factor, which relates to the nuclear charge density distri-
bution via

F (q) =

Z
d~r⇢ch(r)e

�i~q·~r
, (7)

where ~q is the transferred momentum, itself related to
the incident momentum ~p and the scattering angle ✓ via
q = 2p sin ✓/2.

In Ref. [5], simulated densities were used to demon-
strate that the di↵raction pattern of a semi-bubble nu-
cleus di↵ers significantly from the one of the same nucleus
without a bubble. Similarly, Fig. 14 displays the angular
dependence of the form factor obtained at the ADC(2)
and ADC(3) levels for 300 MeV electron scattering on
34Si and 36S. From 50 to 100 degrees, the angular distri-
bution is located at higher magnitude in 34Si than in 36S.
This leads to a shift of about 20 degrees between both
second minima such that the two angular distributions
are out of phase at about 110 degrees. Furthermore, the
comparison between ADC(2) and ADC(3) results demon-
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played.

⦿ Charge form factor measured in (e,e) experiments sensitive to bubble structure?

E = 300 MeV

and

○ Central depletion reflects in larger F(𝜃) for angles 𝜃>70° and shifted 2nd minimum

○ Future electron scattering experiments might be able to see its fingerprints
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E [MeV] ADC(1) ADC(2) ADC(3) Experiment
34Si -84.481 -274.626 -282.938 -283.427
36S -90.007 -296.060 -305.767 -308.714

TABLE I. Experimental [39] and theoretical binding energies
(in MeV).

hr2chi1/2 [fm] ADC(1) ADC(2) ADC(3) Experiment
34Si 3.287 3.206 3.204 -
36S 3.411 3.308 3.302 3.2985 ± 0.0024

TABLE II. Experimental [39] and theoretical binding energies
(in MeV).

consistent with missing ADC(3) correlations and the in-
trinsic uncertainty of the input Hamiltonian [23, 31]. Go-
ing to ADC(3) indeed brings about 8-10 MeV additional
binding, which represents about 5% of the correlation en-
ergy generated at the ADC(2) level. Extrapolating the
pattern of reduction in the correlation energy added at
each ADC(n) order, the ADC(3) results can be safely
believed to be about 1-2 MeV (i.e. less than 1%) away
from the fully converged values. With the presently used
NNLOsat Hamiltonian, this happens to be of the order
of the di↵erence to experimental data.

C. Convergence of ground-state radii

Before addressing point-nucleon and charge density
distributions, let us focus on the integrated informa-
tion constituted by point-nucleon and charge root-mean-
square (rms) radii. In Fig. 2, the charge rms radius
hr

2
chi

1/2 of 34Si is displayed for di↵erent values of ~! and
Nmax at the ADC(2) level. As Nmax increases, the de-
pendence on ~! becomes weaker, totalling to about 2%
for Nmax = 13 for ~! 2 [16, 24]MeV.

Point-proton, point-neutron, matter and charge radii
computed at the ADC(3) level are reported in Tab. III.
Additionally, theoretical and experimental charge radii of
36S are compared in Tab. IV. It is currently a challenge
for ab initio calculations to describe both the binding
energy and the size of medium-mass nuclei at the same
time [31]. This situation lead recently to the construc-
tion of the (unconventional) NNLOsat �EFT Hamilto-
nian [23] that is presently used and that indeed improves
the situation significantly [31, 41]. The computed value

hr2pi1/2 hr2ni1/2 hr2mi1/2 hr2chi1/2
34Si 3.085 3.258 3.188 3.204
36S 3.184 3.285 3.240 3.302

TABLE III. Theoretical point-proton, point-neutron, matter
and charge rms radii (in fm) calculated from Dyson SCGF at
the ADC(3) level.

hr2chi1/2 Theory Experiment
34Si 3.204 -
36S 3.302 3.2985 ± 0.0024

TABLE IV. Experimental [40] and theoretical charge radii (in
fm).
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FIG. 2. (Color online) ADC(2) ground-state rms charge ra-
dius of 34Si as a function of the harmonic oscillator spacing
~! and for increasing size Nmax of the single-particle model
space.

hr
2
chi

1/2 = 3.302 fm in 36S is in good agreement with ex-
perimental data. Comparatively, the rms charge radius
computed from the EM Hamiltonian processed through
a SRG transformation is significantly too small, e.g. it is
predicted to be hr

2
chi

1/2 = 2.886 fm at the ADC(2) level
for � = 1.88 fm�1.

Experimental charge radii are unavailable for the un-
stable 34Si nucleus. While charge radii for stable iso-
topes can be measured by means of electron scattering,
laser spectroscopy experiments, e.g. at CRIS@ISOLDE,
currently constitutes the most appropriate way to access
charge radii of unstable nuclei with lifetimes as low as a
few milliseconds. However, Si elements have a high evap-
oration temperature and are thus extremely di�cult to
produce via ISOL techniques. Even if evaporated, they
are very reactive and can form molecules easily, which
make it highly challenging to separate the ion (Si+) to
be able to perform laser spectroscopy. In-flight facilities
such as GANIL, NSCL, RIKEN or GSI should be able
to produce high-intensity beams of Si isotopes in the fu-
ture. Once laser spectroscopy capabilities are developed,
these facilities should be in position to measure the rms
charge radius of 34Si. However, the isotope shifts in light
nuclei being very small, (very) high-resolution and high-
precision laser spectroscopy will be required [42].

⦿ Calculations performed within different many-body truncations
○ ADC(1) = HF, ADC(2) & ADC(3)

⦿ Model space convergence

⦿ Many-body convergence

ADC(3) brings only ~5% additional binding Radii converged already at ADC(2) level

Binding energies Charge radii

4

E ADC(1) ADC(2) ADC(3) Experiment
34Si -84.481 -274.626 -282.938 -283.427
36S -90.007 -296.060 -305.767 -308.714

TABLE I. Ground-state energies (in MeV) computed within
ADC(1), ADC(2) and ADC(3) approximations. Experimen-
tal data are from Ref. [44].

long-range, e.g. mean-square radii, operators [43]. As
discussed next, however, in the present case there is lit-
tle impact of the specific value of ~! on density distri-
butions, which constitute the focus of the present paper.
Consequently, and given the lack of a well defined ex-
trapolation procedure for density distributions, the value
~! = 20MeV corresponding to the minimum of the en-
ergy forNmax = 13 is considered in the following sections.

Ground-state energies computed at various orders in
the many-body truncation scheme are compared to ex-
perimental data in Tab. I. At the ADC(2) level, theoret-
ical results are within 4% of experimental data, which is
consistent with missing ADC(3) correlations and the in-
trinsic uncertainty of the input Hamiltonian [28, 36]. Go-
ing to ADC(3) indeed brings about 8-10 MeV additional
binding, which represents about 5% of the correlation en-
ergy generated at the ADC(2) level. Extrapolating the
pattern of reduction in the correlation energy added at
each ADC(n) order, the ADC(3) results can be safely
believed to be about 1-2 MeV (i.e. less than 1%) away
from the fully converged values. With the presently used
NNLOsat Hamiltonian, this happens to be of the order
of the di↵erence to experimental data.

C. Convergence of ground-state radii

Before addressing point-nucleon and charge density
distributions, let us focus on the integrated informa-
tion constituted by point-nucleon and charge root-mean-
square (rms) radii. In Fig. 2, ADC(2) calculations of the
charge rms radius4 hr

2
chi

1/2 of 34Si are displayed for dif-
ferent values of ~! and Nmax. As Nmax increases, the
dependence on ~! becomes weaker, totalling to about
2% for Nmax = 13 for ~! 2 [16, 24]MeV. Table II reports
charge rms radii of 34Si and 36S computed within dif-
ferent many-body truncation schemes. The convergence
pattern is similar for the two nuclei, with tiny di↵erences
between ADC(2) and ADC(3) results. This indicates
that rms radii are essentially converged already at the
ADC(2) level.

4 In the present work charge radii are computed from point-proton
radii by accounting for the finite charge radii of both protons and
neutrons in addition to the Darwin-Foldy correction, see Ref. [45]
for details.
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FIG. 2. (Color online) ADC(2) ground-state rms charge ra-
dius of 34Si as a function of the harmonic oscillator spacing
~! and for increasing size Nmax of the single-particle model
space.

hr2chi1/2 ADC(1) ADC(2) ADC(3) Experiment
34Si 3.270 3.189 3.187 -
36S 3.395 3.291 3.285 3.2985 ± 0.0024

TABLE II. Charge rms radii (in fm) computed within
ADC(1), ADC(2) and ADC(3) approximations. The experi-
mental value is from Ref. [49].

It is currently a challenge for ab initio calculations
to describe both the binding energy and the size of
medium-mass nuclei at the same time [36]. This sit-
uation lead recently to the construction of the (un-
conventional) NNLOsat �EFT Hamiltonian [28] that is
presently used and that indeed improves the situation sig-
nificantly [36, 46]. The computed value hr

2
chi

1/2 = 3.285
fm in 36S is very close to the experimental measurement.
Comparatively, the rms charge radius computed from
the NN+3N400 Hamiltonian processed through a SRG
transformation is significantly too small, e.g. it is pre-
dicted to be hr

2
chi

1/2 = 2.867 fm at the ADC(2) level for
� = 1.88 fm�1.
Experimental charge radii are unavailable for the un-

stable 34Si nucleus. While charge radii for stable iso-
topes can be measured by means of electron scattering,
collinear laser spectroscopy experiments [47] currently
constitute the most appropriate way to access charge
radii of unstable nuclei with lifetimes as low as a few
milliseconds. However, Si elements are highly reactive
and require a high evaporation temperature, thus are ex-
tremely di�cult to produce and extract via ISOL tech-
niques. In-flight facilities, e.g. NSCL at Michigan State
University, are able to provide high-intensity beams of
Si isotopes. Future developments of high-resolution laser
spectroscopy experiments should enable a measure of the
rms charge radius of 34Si [48].
For completeness, point-proton, point-neutron, matter

and charge radii computed at the ADC(3) level are re-
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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which is a basis-independent function of the energy.
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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which is a basis-independent function of the energy.
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Spectral representation



⦿ Clean connection to (e,e’p) experiments

Target (A-body)
(A-1)-body

k’e

p
pm

Results from (e,e’p) on 16O (ALS in Saclay)

ke

[Mougey et al. 1980]
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FIG. 9. (Color online) Diagonal part of the complete pro-
ton spectral function, Eq. (A1), for closed subshell isotopes
14,16,22,24,28O. The discretised energy peaks that appear as
energy delta functions in Eq. (3) have been smeared with
Lorentzians of suitable with. Energies below the Fermi sur-
face, EF , correspond to the hole part of the spectral distri-
bution while those above are for particle addition. The part
for ! > 0 MeV (plotted in red) correspond to proton-nucleus
scattering states.
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FIG. 10. (Color online) Same as Fig. 9 but for neutrons.

bility of adding a nucleon with quantum numbers ↵ to the
A-body ground state, | A

0
i, and then to find the system

in a final state with energy EA+1 = EA
0
+ !. Likewise,

Sh
↵↵(!) gives the probability of removing a particle from

state ↵ and later finding the nucleus in an eigenfunction
of energy EA�1 = EA

0
� !. Once transformed to coor-

dinate or momentum representations, these distributions

[Cipollone et al. 2015]

SCGF calculations

Spectral strength in experiments

q

○ Measuring q and p gives information on pm

○ Similarly for missing energy Em

○ Spectral strength distribution ⇿  P(pm, Em)

⦿ Spectroscopy via knockout/transfer exp.



Spectral strength distribution

⦿ 34Si neutron addition & removal strength

ADC(1)

○ Independent-particle picture
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Spectral strength distribution

ADC(2)

○ Second-order dynamical correlations fragment IP peaks

⦿ 34Si neutron addition & removal strength
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Spectral strength distribution

ADC(3)

○ Third-order compresses the spectrum (main peaks)
○ Further fragmentation is generated

⦿ 34Si neutron addition & removal strength
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Spectral strength distribution
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[Burgunder et al. 2014]

[Thorn et al. 1984]
[Eckle et al. 1989]Exp. data:ADC(3)

○ Third-order correlations compress the spectrum
○ Further fragmentation is generated

Reduction of E1/2- - E3/2- spin-orbit splitting 
(unique in the nuclear chart) well reproduced

⦿ 34Si neutron addition & removal strength
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⦿ ADC(2) truncation, N3LO local-nonlocal interaction

Spectral function of 40Ar
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Spectral function of 40Ar

⦿ ADC(2) truncation, NNLOsat interaction
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⦿ ADC(2) truncation, NNLOsat interaction

Neutrons

Spectral function of 40Ar



Fragmentation of single-particle strength in infinite matter

"2ðkÞ ¼ "1ðkÞ $ Im~!ðk; "1ðkÞÞIm
1

1 $ ~!0ðz1ðkÞÞ
; (11)

"2ðkÞ ¼ "1ðkÞRe
1

1 $ ~!0ðz1ðkÞÞ
: (12)

In the context of nuclear physics, it has generally been

assumed that the dependence of ~! on the imaginary part of
z is soft and can be ignored in the previous derivatives [9].
This gives rise to a slightly different qp pole:

"20ðkÞ ¼ "1ðkÞ; (13)

"20ðkÞ ¼ "1ðkÞ
1

1 $ Re~!0ð"1ðkÞÞ
: (14)

As we shall see, this approximation is well justified only
above kF.

In the following, we present our fully dressed results and
compare them to previous approximations at ! ¼
0:16 fm$ 3. The upper panels of Fig. 2 show the SCGF
spectral function, as a function of energy, for three differ-
ent characteristic momenta (k ¼ 0, kF, and 2kF). These
have been obtained from a T ¼ 0 CD-Bonn self-energy
[21]. The lower panels give the absolute value of the
analytically continued propagator. Contour levels unam-
biguously demonstrate the existence of a pole in ~G. The
location of the fully dressed pole is consistent with the
numerical solution of Eq. (8), shown with a cross.
Differences between this pole and the first or second
renormalization properties are visible at k ¼ 0. At and
above the Fermi surface, discrepancies disappear and the
fully dressed pole coincides with first and second renorm-
alizations. This points towards a very soft dependence of!
on the imaginary part of z for k % kF. Note that, at the

Fermi surface, calculations yield a zero width, providing a
verification of Fermi liquid theory from a self-consistent
perspective [8].
Nuclear many-body calculations are subject to uncer-

tainties associated to the underlying N-N interaction as
well as to the approximation scheme itself. To assess them,
we summarize in Fig. 3 the results obtained with two
different phase-shift equivalent potentials, the CD-Bonn
[24] and the Argonne v18 (Av18) [25] interactions, at ! ¼
0:16 fm$ 3 and a finite, but rather small, temperature of
T ¼ 5 MeV. The upper panels show the three approxima-
tions to qp spectra discussed earlier as a function of mo-
mentum. While above the Fermi surface the agreement
between all approximations is good, below kF the fully
dressed pole (solid line) is always more attractive than "1
(dashed line). In contrast, the second renormalization spec-
trum (dash-dotted line) is more repulsive. This indicates
that successive renormalizations might not yield results
closer to the fully dressed pole. The inverse qp lifetime,
shown in the central panels, is bell shaped. Remarkably,
below the Fermi surface the lifetime is finite. Close to kF,
its absolute value becomes small, but not zero due to
thermal correlations [7]. Although not shown here, we
have found that the effect of 3BF at this density is small
in all the quantities shown [21]. In contrast, many-body
approximations other than GF’s would yield rather
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FIG. 2 (color online). Upper panels: spectral function at ! ¼
0:16 fm$ 3 and T ¼ 0 MeV for the CD-Bonn interaction. Lower
panels: absolute value of ~G in the same conditions. The fully
dressed pole is indicated by a cross, while the circle (square)
show the position of the first (second) renormalization
quasiparticle.
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FIG. 3 (color online). Quasiparticle properties at ! ¼
0:16 fm$ 3 and T ¼ 5 MeV for different approximations and
two N-N potentials: CD-Bonn (left) and Av18 (right panels).
Upper panels correspond to the qp spectrum, central panels to
inverse qp lifetimes, and lower panels to effective masses. The
different approximations are explained in the text.
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○ Well-defined (long-lived) quasiparticles at the Fermi surface

○ Long mean free path for E < EF
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⦿ Spectral function depicts correlations

○ Broad peak signals depart from mean-field/independent particle picture

[Rios, Somà 2012]



⦿ Nuclear response produced by an isovector dipole operator

Electromagnetic response
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⦿ Total photoabsorption cross section

⦿ Dipole polarisability

Electric dipole excitation operator Polarisation propagator computed in RPA
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⦿ Computed σ from RPA response vs. σ from photoabsorption and Coulomb excitation

○ GDR position of 16O well reproduced

○ Hint of a soft dipole mode in 22O
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                      Results for Oxygen isotopes 

•  GDR position of 16O reproduced
•  Hint of a soft dipole mode on the neutron-rich isotope

NNLOsat

σ from RPA response (discretized spectrum) vs σ from photoabsorption and Coulomb excitation

○ Comparison with CC LIT results for αD

Electromagnetic response

[Raimondi et al. in preparation]



⦿ Computed σ from RPA response vs. σ from photoabsorption and Coulomb excitation

○ GDR positions reproduced

○ Total sum rule OK but poor strength distribution

                     Results for Calcium isotopes 

•  GDR positions reproduced
•  Total sum rule reproduced but poor strength distribution (Lack of correlations)

NNLOsat

σ from RPA response (discretized spectrum) vs σ from photoabsorption and Coulomb excitation

○ Comparison with CC LIT results for αD

Electromagnetic response

[Raimondi et al. in preparation]



⦿ Comparison with coupled-cluster Lorentz integral transform (CC-LIT)

Comparison with CC-LIT  
(Couple Cluster- Lorentz Integral Transform method)

•  CC-Singles-Doubles (analogous to 2nd RPA)
•  LIT reduces a continuum state problem to a bound-state-like problem

In collaboration with M. Miorelli and S. Bacca (TRIUMF, University of Mainz) 
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Comparison with CC-LIT  
(Couple Cluster- Lorentz Integral Transform method)

•  CC-Singles-Doubles (analogous to 2nd RPA)
•  LIT reduces a continuum state problem to a bound-state-like problem

In collaboration with M. Miorelli and S. Bacca (TRIUMF, University of Mainz) 
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○ Different ways of including correlations

GF  ➝  RPA (first-order 2-body correlator) on top of fully correlated reference state 

CC ➝   SD (analogous to second RPA) on top of HF reference state

Electromagnetic response

[Raimondi et al. in preparation]



⦿ Ab initio calculations routinely access mid-mass nuclei

○ Ground-state properties along isotopic chains, spectral functions, response functions

⦿ Self-consistent Green’s function approach gives access to a variety of observables

○ Case of 40Ar to be investigated in ADC(3) scheme (work in progress…)

○ Many-body formalism well grounded

○ Interactions currently represent largest source of uncertainty

○ Pragmatic choices lead to successful applications

Conclusions

○ Thorough assessment of theoretical error?


