
Towards	a	High	Precision	Calculation	for	the	
Polarized	e+p Using	N-Jettiness Subtraction

Hongxi	Xing	

In	collaboration	with	R.	Boughezal,	F.	Petriello and	U.	Schubert

The Flavor Structure of Nucleon Sea, INT, Oct. 2-13, 2017

arXiv:	1704.05457,	1710.xxxxx



2

Spin	configuration	of	proton
§ Proton	helicity	sum	rule

�
P

=
R 1
0 dx�fq(x)

�G =
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0 dx�fg(x)

quark	spin

gluon	spin

§ Probes	are	used	so	far

§ QCD	factorization	for	inclusive	hadron	production	in	pp	
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§ Global	fitting	(GRV,	DSSV,	NNPDF	…)

Global	extraction	of	helicity	PDFs

DSSV	2014

Ringer	and	Vogelsang,	PRD	2015

Inclusive	hadron	in	DIS

Hinderer,	Schlegel,	and	Vogelsang,	PRD	2017

§ NLO	predictions
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Current	state	of	the	art	for	high	orders	in	polarized	collisions

q Leading	twist	(longitudinal	polarized)

q Twist-3	(transverse	polarized)	

• NLO	prompt	photon,	hadron	in	pp	(Gordon,	Vogelsang,	93, de	Florian,	03;	
Jager,	Stratmann,	Vogelsang,	03)

• NLO	jet	in	pp	(de	Florian,	Frixione,	Signer,	Vogelsang,	98;	Jager,	Stratmann,	
Vogelsang,	04;	Mukherjee,	Vogelsang,	12)	

• NLO	W	boson	in	pp	(Ringer,	Vogelsang 15)
• NLO	inclusive	hadron	and	jet	in	DIS	(de	Florian,	Vogelsang 98,	Hinderer,	

Schlegel,	Vogelsang 17)
• NNLO	DIS	structure	function	(Zijlstra,	van	Neerven,	94)
• NNLO	heavy	flavor	in	DIS	(Buza,	Matiounine,	Smith,	van	Neerven,	96)
• NNLO	e+e- (Rijken,	van	Neerven,	97;	Ravindran,	van	Neerven 98,	00)
• NNLO	DY	(Ravindran,	Smith,	van	Neerven 04)
• …

• NLO	weighted	single	transverse	spin	asymmetry	in	Drell-Yan	(Vogelsang,	
Yuan	09,	Chen,	Ma,	Zhang	16)

• NLO	weighted	single	transverse	spin	asymmetry	in	SIDIS	(Kang,	Vitev,	Xing	
13,	Dai,	Kang,	Prokudin,	Vitev 14;	Shinsuke 16)

• …
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q Analytical	calculation	of	high	orders

qMonte	Carlo	computation	of	high	orders
§ Local	subtraction

§ Global	subtraction

How	to	calculate	high	order	corrections?

§ Integrate	the	final	state	phase	space	in	d-dimension,	extract	and	
subtract	divergences,	derive	analytical	expressions	for	the	hard	part	
coefficients.	

§ Okay	for	“easy”	processes,	fast	in	numerical	calculation,	perfect	for	
standard	way	of	global	fitting	for	PDFs/FFs.	

§ Need	to	take	narrow	cone	approximation	for	full	jet	production,	
extremely	hard	for	orders	beyond	NLO.

• Dipole,	Antenna,	Sector	decomposition	…
• Construct	IR	subtraction	point	by	point	in	phase	space,	

generate	smooth	integrand

• qT subtraction,	N-jettiness subtraction
• Pick	up	a	variable	that	captures	all	IR	behaviors	which	can	be	computed	

in	using	simpler	formalisms	(CSS,	SCET)

§ Give	all	heavy	duty	works	to	computers
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§ Leading	order

§ Next-to-leading	order

Transverse	momentum	weighted	SSA	in	SIDIS

soft-pole
hard-pole

§ QCD	evolution	of	Qiu-Sterman function

Kang,		Vitev,	HX,	PRD,	2013q Weighted	cross	section
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ẑ

+
(1� x̂)2 + 2x̂ẑ
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✓
(1 + x̂

2) ln
x̂

1� x̂

+ 2x̂

◆�

+ T

q,F

(x, x, µ2)�(1� ẑ)
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§ Complete	next-to-leading	order	result LO

NLO

§ Sivers effect	at	NLO	in	inclusive	DIS	
See	talk	by	W.	Vogelsang in	Santa	Fe	jet	workshop	2017



8

Inclusive	jet	production	in	DIS
q Semi-inclusive	vs.	inclusive

`+ p ! jet+X§ Inclusive	
Integrate	over	outgoing	lepton
Hard	scale:	jet	

§ Semi-inclusive	
measure	outgoing	lepton
hard	scale:	

q QCD	collinear	factorization	

`+ p ! `0 + jet+X

q Leading	order	is	trivial
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Kang,	Metz,	Qiu,	Zhou,	11
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Next-to-leading	order

q We	handle	QCD	IR	divergences	with	N-jettiness subtraction	

q We	handle	QED	collinear	divergence	with	standard	dipole	subtraction

Opens	up	new	channel:	Weizsacker-Williams	photon

q Real	and	virtual	corrections	to	q+lepton channel,	gluon	channel	opens	up

d�̂(1)
q` = d�(3)(p3, p4, p5; p1, p2)

���M (q`)
R
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2
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2
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���
2
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N-jettiness
q N-jettiness is	a	global	event	shape	variable	designed	to	veto	final	state	jets	

Stewart,	Tackmann,	Waalewijn 0910.	0467

pi momenta	of	initial	state	beams	and	final	state	jets

momenta	of	all	final	state	partons

measure	of	the	jet	hardness

§ forces	an	1-jet	final	state,	qi must	be	soft	or	collinear	to	
either	the	initial	state	beam	or	final	state	jet

§ controls	all	the	IR	behaviors	for	1-jet

⌧11	jet at	least	2	jetssmall large

q Use	N-jettiness to	separate	N	jet	event	and	more-than-N-jet	event

⌧1

⌧1 =
2

Q2

X

i

min {pB · qi, pJ · qi}

qi

⌧1 ⌧ 1

e

e

Beam 
remnants

Soft Radiation

p

4

production in e-A collisions,

e� + NA ! J + X, (1)

where electron scatters o� a nucleus NA with atomic weight A, in the deep inelastic regime to

produce one final state jet (J). In such processes, one usually detects the final state electron

to determine the virtuality of the exchanged gauge boson. For su�ciently large virtuality

of the exchanged gauge boson, the machinery of QCD factorization [40] can be used to

separate short-distance physics from non-perturbative e�ects which are absorbed into long

distance parton correlation functions. Alternatively, one can consider jet production where

the scattered electron is unobserved. In this case, it is the large transverse momentum of

the jet that plays the role of the hard scale in the process. Such a process has been studied

in the past in the context of spin-dependent observables [41].

In this work, we consider the process in Eq.(1) with an additional constraint imposed by

the 1-jettiness event shape �
1

. The use of 1-jettiness as a global DIS event shape was first

proposed in Ref. [42]. In particular, we are interested in the di�erential cross-section

d�A ⌘ d3�(e� + NA ! J + X)

dy dPJT d�
1

, (2)

where PJT and y are the transverse momentum and rapidity of the jet J , respectively. The

event shape �
1

restricts the radiation between the final state jet and the nuclear beam

directions. In the limit �
1

! 0, the final state jet becomes infinitely narrow and only soft

radiation (of energy E ⇠ �
1

) is allowed between the nuclear beam and jet directions. Any

energetic radiation must be closely aligned with either the beam or jet directions. This is

schematically illustrated in Fig. 1. We restrict ourselves to such configurations by imposing

the phase space condition

�
1

⌧ PJT . (3)

A factorization and resummation framework for the 1-jettiness DIS event shape, in this

region of phase space, was first derived in Ref. [42]

The detailed properties of the radiation illustrated in Fig. 1 will be a�ected by the nuclear

target in the process. For example, for larger nuclei one typically expects enhanced hadronic

activity between the jet and beam directions. The soft radiation between the beam and jet

directions can be a�ected by jet quenching or energy loss as the jet emerges from the nuclear

medium. This is because partons produced in the hard collisions could undergo multiple

scattering inside the large nucleus and thus lead to induced gluon radiation [14, 43, 44] when

passing through the nucleus to form the observed hadron or jet. While such e�ects can be

studied by varying jet shape parameters, the information about soft radiation at wide angles

from the jet is often lost. The main idea advocated in this paper is to study the properties

of the observed radiation in Fig. 1, quantified by distributions in the configuration space

Hard Radiation

Figure 1. Typical configuration
for ⌧

1

⌧ PJT .
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II. BASIC IDEA

To perferm a numerical evaluation of the integration, we have to be able to extract the

infrared poles. At the NLO level, the idea is very straight forward: we parametrize the phase

space using variables xi’s where xi � [0, 1], to make the phase space integration has the form

Z

dPS F =

Z

�

dxi x
�1�ai�
i � [xbi

i � F ] , (10)

where we demand that xbi
i � F is finite when xi ! 0. Given that all the observables are

infrared safe, all the infrared poles can be extracted by expanding

x�1�ai�
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logn(x)
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And therefore in
Z

dPS F =
A

�2

+
B

�
+ C , (12)

all A, B and C can obtained at least numerically. Since the physical nature of infrared

divergence is related only to soft E ! 1 and collinear � ! 0, the parametrization is very

easy to figure out at NLO or even NNLO level.

To achieve this, in most cases we need to partition the phase space into di�erent sectors.

In each sector, only one parton can reach its soft singularity and only one pair of partons

can have collinear singularity. For instance, for eiqi ! efqfg case, we have to introduce

partitioning to isolate the cases where g is parallel to qi or qf , while eig ! efqq̄ no partitioning

is needed, as long as we demand at least one high pT jet.

3

Hard Radiation

Figure 2. Typical configuration
for ⌧

1

⇠ PJT .

where NA denotes a nucleus with atomic weight A, was first studied using the 1-Jettiness event
shape (⌧

1

), a specific application of the N -Jettiness event shape [15, 16] first introduced to
study exclusive N -jet production at the LHC. A factorization and resummation framework was
derived [11, 12] for the observable

d�A ⌘ d3�(e� +NA ! J +X)

dy dPJT d⌧
1

, (2)

in the limit ⌧
1

⌧ PJT , where PJT and y denote the transverse momentum and the rapidity of
the jet (J). The 1-jettiness global event shape ⌧
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is defined as
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where the sum is over all final state particles (except the final state lepton) with momenta
pk. The light-like four-vectors qA and qJ denote reference vectors along the nuclear beam and
final state jet directions respectively. In general, an external jet algorithm is used to determine
leading jet and the light-like vector qJ is aligned with it. The constants Qa and QJ are of the
order of the hard scale and their choices are not unique; di↵erent choices correspond to di↵erent
definitions of ⌧

1

. The 1-Jettiness algorithm associates all final state particles either with the
beam region or with the jet region according to the minimization condition in Eq. (3). The
momentum of the final state jet PJ , defined in the 1-Jettiness framework, is then given by the
sum of the momenta of all particles in the jet region

PJ =
X

k

pk ✓(
2qA · pk

Qa
� 2qJ · pk

QJ
). (4)

Note that the external jet algorithm is only used to determine the light-like reference vector qJ

and that the 1-Jettiness jet momentum PJ is in general distinct from that of the leading jet
found by the external algorithm, as explained in detail in Ref. [14].

The limit ⌧
1

⌧ PJT corresponds to configurations that typically look like that shown in
Fig. 1; any energetic radiation (E ⇠ PJT ) in the final state is closely aligned either along the
jet direction or along the beam direction. At wide angles from these directions, the restriction
⌧
1

⌧ PJT only allows for soft radiation (E ⇠ ⌧
1

⌧ PJT ). In e↵ect, the restriction ⌧
1

⌧ PJT

acts as a veto on additional jets or hard radiation at wide angles from the beam or leading
jet directions. This restriction on final state radiation gives rise to large Sudakov logarithms
of the form ↵n

s ln2m(⌧
1

/PJT ) for m  n, that require resummation. Since the dynamics in the
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where the sum is over all final state particles (except the final state lepton) with momenta
pk. The light-like four-vectors qA and qJ denote reference vectors along the nuclear beam and
final state jet directions respectively. In general, an external jet algorithm is used to determine
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Note that the external jet algorithm is only used to determine the light-like reference vector qJ

and that the 1-Jettiness jet momentum PJ is in general distinct from that of the leading jet
found by the external algorithm, as explained in detail in Ref. [14].
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jet directions. This restriction on final state radiation gives rise to large Sudakov logarithms
of the form ↵n

s ln2m(⌧
1

/PJT ) for m  n, that require resummation. Since the dynamics in the
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§ Above	cut
• Only	real	radiation	contributes,	the	radiated	gluon/quark	is	resolved,	this	

region	of	phase	space	contains	the	tree	diagram	to	the	2	jet	process.	
• Tree	level	calculation

N-jettiness subtraction

q Introduce									to	partition	the	phase	space,	identify	IR	behavior	

has	to	be	small,	so	we	can	safely	neglect	power	corrections	

d�NLO =

Z ⌧cut
1

0
d⌧1

d�NLO

d⌧1
+

Z 1

⌧cut
1

d⌧1
d�NLO

d⌧1

=�NLO✓< + �NLO✓>

✓> = ✓(⌧1 � ⌧ cut1 )

⌧ cut1

⌧ cut1

• Virtual:								is	zero
• Real:	the	radiated	gluon/quark	is	unresolved.	Purely	IR	divergent	region	
• Calculate	this	part	from	SCET

§ Below	cut ✓< = ✓(⌧ cut1 � ⌧1)

Boughezal,	Focke,	Liu,	Petriello (2015);	
Gaunt,	Stahlhofen,	Tackmann,	Walsh	(2015)

⌧1
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N-jettiness subtraction

q Factorization	for	1-jettiness	

§ Hard	function:	virtual	correction,	has	been	calculated	up	to	two	loops	in	DIS

§ Soft	function:	remains	the	same	as	unpolarized (R.	Boughezal,	X.	Liu,	F.	Petriello,	15)

§ Jet	function:	remains	the	same	as	unpolarized (Becher,	Neubert 06,	Becher,	Bell	11)

§ Beam	function:	available	up	to	NNLO	now!

�H = H+ �H�

�B = B+ �B�

d��

d⌧1
= �H ⌦�B ⌦ S ⌦ J + · · ·

Factorization steps for 1-Jettiness 

Lee@SCET2013 

Factorization steps for 1-Jettiness 

Lee@SCET2013 

Factorization steps for 1-Jettiness 

Lee@SCET2013 
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q Operator	definition

Composite	quark	operator Wilson	line

q Renormalization	and	RGE	(double	log	resummation)

§ anomalous	dimension

Polarized	quark	beam	function

�Bq(t, x, µ) = hpn(P�),+|✓(!)�̄n(0)�(t� !p̂

+)
n̄ · ��5

2
[�(! � Pn)�n(0)]|pn(P�),+i

�n(y) = W †
n(y)⇠n(y) Wn(y) =

"
X

perms

exp

✓
� g

Pn
n̄ ·An(y)

◆#

�Bbare
i (t, z) =

Z
dt0Zi(t� t0, µ)�Bi(t

0, z, µ)

µ
d

dµ
�Bi(t

0, z, µ) =

Z
dt0�i

B(t� t0, µ)�Bi(t
0, z, µ)

�i
B(t, µ) = �

Z
dt0(Zi)

�1(t� t0, µ)µ
d

dµ
Zi(t

0, µ)

Z
dt0(Zi)

�1(t� t0, µ)Zi(t
0, µ) = �(t)
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�Iij describes	initial	state	radiation,	can	be	computed	perturbatively

d

d lnµ2
�fj = �Pjk ⌦�fk

�B

i

(t, x, µ) =
X

j

Z 1

x

d⇠

⇠

�I

ij

✓
t,

x

⇠

◆
�f

j

(⇠, µ)

t is	the	virtuality of	the	parton that	enters	the	hard	interaction

q Beam	function	matches	to	PDFs	

q Single	log	resummation:	DGLAP	for	polarized	PDFs

qMatching	coefficient

t >> ⇤2
QCD

Initial	state	radiation
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q Leading	order

q Calculate	partonic beam	function

�Bij(t, z, µ) =
X

k

Z 1

z

dz0

z0
�Iik(t, z0, µ)�fkj

⇣ z

z0

⌘

�B(0)
qq (t, z, µ) =hqn(p),+|✓(!)�̄n(0)�(t� !p̂+)

n̄ · ��5
2

[�(! � Pn)�n(0)]|qn(p),+i

=�(t)�(1� !/p�)

I(0)
qq (t, z, µ) = I(0)

q̄q̄ (t, z, µ) = �(t)�(1� z)

I(0)
qg (t, z, µ) = I(0)

gq (t, z, µ) = 0
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Next-to-leading	order

�5 ⌘ i

4!
✏µ⌫⇢��µ�⌫���⇢

⇣↵s

4⇡

⌘
�Bbare(1)

qq (t, z) =
g2

Nc

✓
µ2e�E

4⇡

◆✏ Z
dPS(1)Tr

h n̄ · ��5
2

` · ��⇢PRp · ���` · �
i
d⇢�(k)

1

`2
1

`2
Tr[TaTa]

§ in	d-dimension	– HVBM	scheme�5

{�5, �̃µ} = 0, [�5, �̂µ] = 0

Maintain	the	four-dimension	definition anticommute in	4-dimension
commute	in	d-4	dimension	

Z
dPS(1) =

Z
ddk

(2⇡)d�1
dd` �(k2)�(! � `�)�(t� !k+)�d(p� k � `)

=
1

(4⇡)2�✏

1

�(�✏)

1

!

Z t 1�z
z

0
dk̂2?(k̂

2
?)

�1�✏

§ Final	state	phase	

d-4	dimension	momentum
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§ Bare	quark	beam	function	at	NLO

�Bbare(1)
qq (t, z) =

4

✏2
CF �(t)�(1� z)� 4

✏
CF

1

µ2
L0

✓
t

µ2

◆
�(1� z) +

3

✏
CF �(t)�(1� z)� 2

✏
CF �(t)�P (0)

qq (z)

+ 4CF
1

µ2
L1

✓
t

µ2

◆
�(1� z) + 2CF

1

µ2
L0

✓
t

µ2

◆
L0(1� z)(1 + z2)

+ 2CF �(t)


L1(1� z)(1 + z2)� 1 + z2

1� z
ln z � 3(1� z)� ⇡2

6
�(1� z)

�

§ renormalized	quark	beam	function	at	NLO

�B(1)
qq (t, z, µ2) =� 2

✏
�(t)�P (0)

qq (z) + 4CF
1

µ2
L1

✓
t

µ2

◆
�(1� z) + 2CF

1

µ2
L0

✓
t

µ2

◆
L0(1� z)(1 + z2)

+ 2CF �(t)


L1(1� z)(1 + z2)� 1 + z2

1� z
ln z � 3(1� z)� ⇡2

6
�(1� z)

�

§ Matching	coefficient	at	NLO

IR	divergence

UV	divergence

Finite!�I(1)qq (z) =2CF


L1(1� z)(1 + z2)� 1 + z2

1� z
ln z + (1� z)� ⇡2

6
�(1� z)

�
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Outline	of	NNLO	calculation

q Generate	all	the	diagrams	and	calculate	the	squared	amplitude

q Integration-by-parts	(IBP)
�Bbare

ij (t, z) =
nX

i=1

ci(t, z)Ii(t, z)

q Differential	Equation	(DEQ)

q UV	renormalization
�Bbare

ij (t, z) =

Z
dt0Zi(t� t0, µ)�Bij(t

0, z, µ)

q IR	regularization	– matching	to	PDFs

�Bij(t, z, µ) =
X

k

�Iik(t, z, µ)⌦�fkj(z)

R.	Boughezal,	F.	Petriello,	U.	Schubert,	HX PRD	2017.

@

x

I

i

= M

ij

(x)I
j

, x = t, z
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1-jettiness	subtraction	for	QCD	IR	divergences

q All	QCD	IR	divergences	are	captured	in	the	below-cut	piece

d�NLO =

Z ⌧cut
1

0
d⌧1

d�NLO

d⌧1
+

Z 1

⌧cut
1

d⌧1
d�NLO

d⌧1

q Phase	space	partition

d�NLO

d⌧1
=

Z 1

0
dx

Z
d�(p3, p4; p1, p2)

Z
dtJdtBdkS�

✓
⌧1 �

tJ
Q2

� tB
Q2

� ks
Q

◆

⇥
X

q

Bq(tB , x, µ)Hq(�2, µ)Jq(tJ , µ)S(ks, µ) + · · ·

⇡
Z 1

0
dx

Z
d�(p3, p4; p1, p2)

X

i

Z 1

x

d⇠

⇠
fi/p(⇠, µ)

⇢
I(1)
qi ⌦H(0)

q ⌦ J (0)
q ⌦ S(0) + I(0)

qi ⌦H(1)
q ⌦ J (0)

q ⌦ S(0)

+ I(0)
qi ⌦H(0)

q ⌦ J (1)
q ⌦ S(0) + I(0)

qi ⌦H(0)
q ⌦ J (0)

q ⌦ S(1)

�

q Above-cut	piece	is	free	of	QCD	IR	divergence

�`+p!jet+X =
X

a,b

fa/` ⌦ fb/p ⌦ �̂a+b!jet+X

Tree	level	two	jet	production,	finite,	no	QCD	regularization	needed.	
Collinear	singularity	of	final	state	lepton	remains.
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QED	collinear	divergence
q Introduce	a	local	counterterm and	add	Weizsacker-Williams	contribution

�NLO✓> =

Z
d�3

⇥
d�r � d�A

⇤
+

Z
d�2

Z
d�1d�

A + d�C

�

finite,	perform	integral	
numerically	in	4-dimension

Poles	explicitly	cancel	

q Dipole	subtraction

§ Matches	singular	behavior	of								exactly	in	d-dimension
§ Integrand	is	smooth,	convenient	for	Monte	Carlo	integration
§ Exactly	integrable over	one-parton PS	in	d-dimension

a	solution:	dipole	subtraction Catani	&	Seymour,	hep-ph/9605323

d�A =
X

dipoles

d�B ⌦ dV
dipole

d�r
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d�A = D``0

q (p3, p4, p5; p1, p2)F
(2)
J (p̃4, p5; p̃� , p2)

q Dipole	local	subtraction	

D``0

q (p3, p4, p5; p1, p2) = � 1

(p1 � p3)2
hp̃4, p5; p̃� , p2|V``0

q |p̃4, p5; p̃� , p2i

hµ|V``0

q |⌫i = �g

µ⌫ � 4(z̄`0q,`p
µ
3 � z`0q,`p

µ
4 )(z̄`0q,`p

⌫
3 � z`0q,`p

⌫
4)

(p1 � p3)2x2
`0q,`z̄`0q,`

+
�`

2
(2� x)

⇥
✏

µ
+(p̃�)

⇤
✏

⌫
+(p̃�)� ✏

µ
�(p̃�)

⇤
✏

⌫
�(p̃�)

⇤

D``0

q (p3, p4, p5; p1, p2) !
↵

2⇡
P�`(z)hp̃4, p5; p̃� , p2|p̃4, p5; p̃� , p2i

Z
d�1d�

A =
↵

2⇡

X

⌧=±

X

a=q,q̄,g

Z 1

0
dx

⇢
ln


2p� · p̃4(1� x)

x

3
m

2
`

�
[P�`(x) + ⌧�P�`(x)]�

1� x

x

� ⌧(1� x)

�

⇥ d��a!jX(p̃� , p2;�� = ⌧�`)

§ Collinear	counter	term

d�

C = �
Z

dxf�/`(x, µ
2)d�B

�a

f�/`(x, µ
2) =

↵

2⇡
P�`(x)


ln

✓
µ

2

x

2
m

2

◆
� 1

�§ Weizsacker-Williams	photon	distribution	in	lepton

q Matches	the	collinear	behavior	of	the	real	part

q Cancels	the	pole	in	collinear	counterterm (work	with	nonzero	lepton	mass)
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EIC	predictions
qNLO	unpolarized cross	section
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Significant	NLO	correction,	dominant	by	WW-photon.

preliminary preliminary
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qDouble	longitudinal	asymmetry
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Sensitive	to	quark	distribution. sensitive	to	gluon	distribution.
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q High	energy	vs.	low	energy
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q NNPDF	vs.	DSSV
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• VV:							is	zero
• RV	and	RR:	both	additional	radiations	are	unresolved.	Purely	IR	divergent	

region	
• two	loop,	soft	and	collinear	radiation
• Calculate	this	part	from	SCET

Outlook:	DIS	NNLO

§ Below	cut ✓<N = ✓(⌧ cutN � ⌧N )
⌧N

§ Above	cut
• In	RR:	at	lease	one	of	the	two	additional	radiations	that	appear	is	

resolved,	this	region	of	phase	space	contains	the	NLO	correction	to	the	2	
jet	process.	

• In	RV:	the	radiation	has	to	be	hard,	this	is	NLO	virtual	correction	to	2	jet	
production.	

• Calculate	this	part	by	recycling	NLO	2	jet	production.

✓>N = ✓(⌧N � ⌧ cutN )

q Higher	fixed	order	results,	progress	on	NNLO
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§ Unpolarized scattering	at	NNLO

�NNLO = �NNLO(⌧N < ⌧ cutN ) + �NNLO(⌧N > ⌧ cutN )

SCET Fixed	order	NLO	for	2	jets

Abelof,	Boughezal,	Liu,	Petriello,	16

§ Next:	polarized	scattering	at	NNLO
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Global	event	shape
q Precision	determination	of	strong	coupling	constant

!

  Up&to&&O(αs
3)+N3LL&

!

!

  one&hemisphere&
  Up&to&O(αs

2)+NLL&

  Higher!precision!in!DIS?!!NNLL&or&higher&?&&
2 

Event$shape:$Thrust$
XXVI Physics in Collison, Búzios, Rio de Janeiro, 6-9 July 2006 5
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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ρ0, τC and the C-parameter in the (αs, α0) plane. The 1σ
contours correspond to χ2 = χ2

min +1, including statistical
and experimental systematic uncertainties. The value of
αs (vertical line) and its uncertainty (shaded band) are
taken from [14].
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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Fig. 6. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n

refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. The solid (dashed) curves show the points used (omitted) in the
fit to NLL resummed calculation matched to NLO plus power corrections.

None of the three matching techniques discussed in Section 6.1 is strongly preferred theoreti-
cally. Although the modification terms should be used to ensure the correct behaviour of the cross
section, all options included in DISRESUM have been used. The results of fits using six different
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cally. Although the modification terms should be used to ensure the correct behaviour of the cross
section, all options included in DISRESUM have been used. The results of fits using six different
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Fig. 4. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n
refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. Predictions of ARIADNE at the hadron (solid lines) and parton
(dashed lines) levels are shown.

the power correction becomes positive and the fitted values of αs (α0) change to 0.1285(0.3541),
values that are in closer agreement with the other variables. If the model were robust, the fitted
values of αs would be independent of µI . However a dependence on µI is clearly evident in the
tables. In view of these results, no attempt to extract combined values of (α0,αS) from the mean
event shapes was made.

10.2. Differential distributions

The differential distributions of the event-shape variables for Q2 > 320 GeV2 are compared
to the predictions of ARIADNE in Figs. 4 and 5. For all variables, ARIADNE describes the data
well. The parton level of ARIADNE is also shown. The difference between the hadron and parton
levels can be taken as illustrative of the hadronisation correction.

The differential distributions for (1 − Tγ ), Bγ , M2, C and (1 − TT ), for which the theoretical
predictions are available, have been fitted with NLL+NLO+PC calculations as shown in Figs. 6
and 7. The solid (dashed) bars show the bins that were used (unused) in the fit as described in
Section 7.
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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ρ0, τC and the C-parameter in the (αs, α0) plane. The 1σ
contours correspond to χ2 = χ2

min +1, including statistical
and experimental systematic uncertainties. The value of
αs (vertical line) and its uncertainty (shaded band) are
taken from [14].
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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taken from [14].
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Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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Fig. 5. Differential distributions for the event shapes 1 − Tγ and Bγ . Other details as in Fig. 4.

Fig. 6. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n

refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. The solid (dashed) curves show the points used (omitted) in the
fit to NLL resummed calculation matched to NLO plus power corrections.

None of the three matching techniques discussed in Section 6.1 is strongly preferred theoreti-
cally. Although the modification terms should be used to ensure the correct behaviour of the cross
section, all options included in DISRESUM have been used. The results of fits using six different
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Fig. 4. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n
refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. Predictions of ARIADNE at the hadron (solid lines) and parton
(dashed lines) levels are shown.

the power correction becomes positive and the fitted values of αs (α0) change to 0.1285(0.3541),
values that are in closer agreement with the other variables. If the model were robust, the fitted
values of αs would be independent of µI . However a dependence on µI is clearly evident in the
tables. In view of these results, no attempt to extract combined values of (α0,αS) from the mean
event shapes was made.

10.2. Differential distributions

The differential distributions of the event-shape variables for Q2 > 320 GeV2 are compared
to the predictions of ARIADNE in Figs. 4 and 5. For all variables, ARIADNE describes the data
well. The parton level of ARIADNE is also shown. The difference between the hadron and parton
levels can be taken as illustrative of the hadronisation correction.

The differential distributions for (1 − Tγ ), Bγ , M2, C and (1 − TT ), for which the theoretical
predictions are available, have been fitted with NLL+NLO+PC calculations as shown in Figs. 6
and 7. The solid (dashed) bars show the bins that were used (unused) in the fit as described in
Section 7.
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FIG. 13: Thrust distribution at N3LL′ order and Q = mZ

including QED and mb corrections using the best fit values
for αs(mZ) and Ω1 in the R-gap scheme given in Eq. (68). The
pink band represents the perturbative error determined from
the scan method described in Sec. VI. Data from DELPHI,
ALEPH, OPAL, L3, and SLD are also shown.

αs(mZ) is ±0.0009 compared to ±0.0021 with Ω̄1 in the
MS scheme. Also at NNLL′ and N3LL we see that the
removal of the O(ΛQCD) renormalon leads to a reduction
of the theoretical uncertainties by about a factor of two
in comparison to the results with Ω̄1 in the MS scheme
without renormalon subtraction. The proper treatment
of the renormalon subtraction is thus a substantial part
of a high-precision analysis for Ω1 as well as for αs.

It is instructive to analyze the minimal χ2 values for
the best fit points shown in Fig. 11. In Fig. 12 the dis-
tributions of the best fits in the αs-χ2

min/dof plane are
shown using the color scheme of Fig. 11. Figure 12a dis-
plays the results in R-gap scheme, and Fig. 12b the ones
in the MS scheme. For both schemes we find that the
χ2
min values and the size of the covered area in the αs-

χ2
min/dof plane systematically decrease with increasing

order. While the analysis in the MS scheme for Ω̄1 leads
to χ2

min/dof values around unity and thus an adequate
description of the entire global data set at N3LL′ order,
we see that accounting for the renormalon subtraction in
the R-gap scheme leads to a substantially improved the-
oretical description having χ2

min/dof values below unity
already at NNLL′ and N3LL orders, with the N3LL′ or-
der result slightly lower at χ2

min/dof ≃ 0.91. This demon-
strates the excellent description of the experimental data
contained in our global data set. It also validates the
smaller theoretical uncertainties we obtain for αs and Ω1

at N3LL′ order in the R-gap scheme.

As an illustration of the accuracy of the fit, in Fig. 13
we show the theory thrust distributions at Q = mZ for
the full N3LL′ order with the R-gap scheme for Ω1, for
the default theory parameters and the corresponding best
fit values shown in bold in Tabs. IV and V. The pink

Band Band Our scan
method 1 method 2 method

N3LL′ with ΩRgap
1 0.0004 0.0008 0.0009

N3LL′ with Ω̄MS
1 0.0016 0.0019 0.0021

N3LL′ without Smod
τ 0.0018 0.0021 0.0034

O(α3
s) fixed-order 0.0018 0.0026 0.0046

TABLE VI: Theoretical uncertainties for αs(mZ) obtained at
N3LL′ order from two versions of the error band method, and
from our theory scan method. The uncertainties in the R-gap
scheme (first line) include renormalon subtractions, while the
ones in the MS scheme (second line) do not and are therefore
larger. The same uncertainties are obtained in the analysis
without nonperturbative function (third line). Larger uncer-
tainties are obtained from a pure O(α3

s) fixed-order analysis
(lowest line). Our theory scan method is more conservative
than the error band method.

band displays the theoretical uncertainty from the scan
method. The fit result is shown in comparison with data
from DELPHI, ALEPH, OPAL, L3, and SLD, and agrees
very well. (Note that the theory values displayed are
actually binned according to the ALEPH data set and
then joined by a smooth interpolation.)

Band Method

It is useful to compare our scan method to determine the
perturbative errors with the error band method [26] that
was employed in the analyses of Refs. [20, 22, 25]. In the
error band method first each theory parameter is varied
separately in the respective ranges specified in Tab. III
while the rest are kept fixed at their default values. The
resulting envelope of all these separate variations with
the fit parameters αs(mZ) and Ω1 held at their best fit
values determines the error bands for the thrust distri-
bution at the different Q values. Then, the perturbative
error is determined by varying αs(mZ) keeping all the-
ory parameters to their default values and the value of
the moment Ω1 to its best fit value. The resulting per-
turbative errors of αs(mZ) for our full N3LL′ analysis in
the R-gap scheme are given in the first line of Tab. VI.
In the second line the corresponding errors for αs(mZ)
in the MS scheme for Ω̄1 are displayed. The left column
gives the error when the band method is applied such
that the αs(mZ) variation leads to curves strictly inside
the error bands for all Q values. For this method it turns
out that the band for the highest Q value is the most
restrictive and sets the size of the error. The resulting
error for the N3LL′ analysis in the R-gap scheme is more
than a factor of two smaller than the error obtained from
our theory scan method, which is shown in the right col-
umn. Since the high Q data has a much lower statistical
weight than the data from Q = mZ , we do not consider
this method to be sufficiently conservative and conclude
that it should not be used. The middle column gives the
perturbative error when the band method is applied such
that the αs(mZ) variation minimizes a χ2 function which
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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αs (vertical line) and its uncertainty (shaded band) are
taken from [14].
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 20: Comparison of selected determinations of αs(mZ) defined in the MS scheme.

of two compared to the pure MS definition, Ω̄1, where
renormalon effects are not treated.
The code we use in this analysis represents the most

complete theoretical treatment of thrust existing at this
time. As our final result we obtain

αs(mZ) = 0.1135 ± 0.0011,

Ω1(R∆, µ∆) = 0.323 ± 0.051 GeV, (70)

where αs is defined in the MS scheme, and Ω1 in the R-
gap scheme at the reference scales R∆ = µ∆ = 2 GeV.
Here the respective total 1-sigma errors are shown. The
results with individual 1-sigma errors quoted separately
for the different sources of uncertainties are given in
Eq. (68). Neglecting the nonperturbative effects incor-
porated in the soft function, and in particular Ω1, from
the fits gives αs(mZ) = 0.1241 which exceeds the result
in Eq. (70) by 9%. This is consistent with a simple scal-
ing argument one can derive from experimental data, see
Eq. (3) in Sec. I.
Analyses of event shapes with a simultaneous fit of

αs and a power correction have been carried out earlier
with the effective coupling model. Davison and Web-
ber [23] analyzed the thrust distribution and determined
αs(mZ) = 0.1164 ± 0.0028 also using O(α3

s) fixed-order
input, but implementing the summation of logarithms
only at NLL order (for further discussion see Sec. IX).
Recently Gehrmann et al. [95] analyzed moments of dif-
ferent event shape distributions, also with the effective
coupling model, and obtained αs(mZ) = 0.1153± 0.0029
using fixed-order perturbation theory at O(α3

s). Both
analyses neglected bottom mass and QED corrections.
Our result in Eq. (70) is compatible with these analyses
at 1-sigma, but has smaller uncertainties.
These results and our result for αs(mZ) in Eq. (70)

are substantially smaller than the results of event shape
analyses employing input from Monte Carlo generators

to determine nonperturbative effects. We emphasize that
using parton-to-hadron level transfer matrices obtained
from Monte Carlo generators to incorporate nonpertur-
bative effects is not compatible with a high-order theo-
retical analysis such as ours, and thus analyses relying on
such Monte Carlo input contain systematic errors in the
determination of αs from thrust data. The small effect
of hadronization corrections on thrust observed in Monte
Carlo generators at Q = mZ and the corresponding small
shift in αs(mZ) do not agree with the 9% shift we have
obtained from our fits as mentioned above. For the rea-
sons discussed earlier, we believe Monte Carlo should not
be used for hadronization uncertainties in higher order
analyses.

Although our theoretical approach represents the most
complete treatment of thrust at this time, and all sources
of uncertainties known to us have been incorporated in
our error budget, there are a number of theoretical is-
sues related to subleading contributions that deserve fur-
ther investigation. These issues include (i) the summa-
tion of logarithms for the nonsingular partonic cross sec-
tion, (ii) the structure of the O(αsΛQCD/Q) power cor-
rections, (iii) analytic perturbative computations of the
O(α2

s) and O(α3
s) nonlogarithmic coefficients s2 and s3

in the partonic soft function, the O(α3
s) nonlogarithmic

coefficient j3 in the partonic jet function, and the 4-loop
QCD cusp anomalous dimension Γcusp

3 . Concerning is-
sue (i) we have incorporated in our analysis the non-
singular contributions in fixed-order perturbation theory
and estimated the uncertainty related to the higher order
logarithms through the usual renormalization scale vari-
ation. Further theoretical work is needed to derive the
renormalization group structure of subleading jet, soft,
and hard functions in the nonsingular contributions and
to use these results to sum the corresponding logarithms.
Concerning issue (ii) we have shown that our theoretical
description for the thrust distribution contains a remain-
ing theoretical uncertainty from nonperturbative effects
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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experimental errors (the renormalisation scale variation).
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Fig. 6. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n

refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. The solid (dashed) curves show the points used (omitted) in the
fit to NLL resummed calculation matched to NLO plus power corrections.

None of the three matching techniques discussed in Section 6.1 is strongly preferred theoreti-
cally. Although the modification terms should be used to ensure the correct behaviour of the cross
section, all options included in DISRESUM have been used. The results of fits using six different
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section, all options included in DISRESUM have been used. The results of fits using six different
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Fig. 4. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n
refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. Predictions of ARIADNE at the hadron (solid lines) and parton
(dashed lines) levels are shown.

the power correction becomes positive and the fitted values of αs (α0) change to 0.1285(0.3541),
values that are in closer agreement with the other variables. If the model were robust, the fitted
values of αs would be independent of µI . However a dependence on µI is clearly evident in the
tables. In view of these results, no attempt to extract combined values of (α0,αS) from the mean
event shapes was made.

10.2. Differential distributions

The differential distributions of the event-shape variables for Q2 > 320 GeV2 are compared
to the predictions of ARIADNE in Figs. 4 and 5. For all variables, ARIADNE describes the data
well. The parton level of ARIADNE is also shown. The difference between the hadron and parton
levels can be taken as illustrative of the hadronisation correction.

The differential distributions for (1 − Tγ ), Bγ , M2, C and (1 − TT ), for which the theoretical
predictions are available, have been fitted with NLL+NLO+PC calculations as shown in Figs. 6
and 7. The solid (dashed) bars show the bins that were used (unused) in the fit as described in
Section 7.
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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contours correspond to χ2 = χ2

min +1, including statistical
and experimental systematic uncertainties. The value of
αs (vertical line) and its uncertainty (shaded band) are
taken from [14].
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on

)
Z

(ms#
0.110 0.115 0.120 0.125 0.130

=2
 G

eV
)

I
µ( 0

#
0.40

0.45

0.50

0.55

0.60

)
Z

(ms#
0.110 0.115 0.120 0.125 0.130

=2
 G

eV
)

I
µ( 0

#
0.40

0.45

0.50

0.55

0.60 )+NLL+PC Fits2
s#NLO(

H1

stat. and exp. syst. errors

c!

!

B

0
$

C

to DISTRIBUTIONS

FIG. 11: Fit results to the differential distributions of τ , B,
ρ0, τC and the C-parameter in the (αs, α0) plane. The 1σ
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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Fig. 5. Differential distributions for the event shapes 1 − Tγ and Bγ . Other details as in Fig. 4.

Fig. 6. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n

refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. The solid (dashed) curves show the points used (omitted) in the
fit to NLL resummed calculation matched to NLO plus power corrections.

None of the three matching techniques discussed in Section 6.1 is strongly preferred theoreti-
cally. Although the modification terms should be used to ensure the correct behaviour of the cross
section, all options included in DISRESUM have been used. The results of fits using six different
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Fig. 4. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n
refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. Predictions of ARIADNE at the hadron (solid lines) and parton
(dashed lines) levels are shown.

the power correction becomes positive and the fitted values of αs (α0) change to 0.1285(0.3541),
values that are in closer agreement with the other variables. If the model were robust, the fitted
values of αs would be independent of µI . However a dependence on µI is clearly evident in the
tables. In view of these results, no attempt to extract combined values of (α0,αS) from the mean
event shapes was made.

10.2. Differential distributions

The differential distributions of the event-shape variables for Q2 > 320 GeV2 are compared
to the predictions of ARIADNE in Figs. 4 and 5. For all variables, ARIADNE describes the data
well. The parton level of ARIADNE is also shown. The difference between the hadron and parton
levels can be taken as illustrative of the hadronisation correction.

The differential distributions for (1 − Tγ ), Bγ , M2, C and (1 − TT ), for which the theoretical
predictions are available, have been fitted with NLL+NLO+PC calculations as shown in Figs. 6
and 7. The solid (dashed) bars show the bins that were used (unused) in the fit as described in
Section 7.
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FIG. 13: Thrust distribution at N3LL′ order and Q = mZ

including QED and mb corrections using the best fit values
for αs(mZ) and Ω1 in the R-gap scheme given in Eq. (68). The
pink band represents the perturbative error determined from
the scan method described in Sec. VI. Data from DELPHI,
ALEPH, OPAL, L3, and SLD are also shown.

αs(mZ) is ±0.0009 compared to ±0.0021 with Ω̄1 in the
MS scheme. Also at NNLL′ and N3LL we see that the
removal of the O(ΛQCD) renormalon leads to a reduction
of the theoretical uncertainties by about a factor of two
in comparison to the results with Ω̄1 in the MS scheme
without renormalon subtraction. The proper treatment
of the renormalon subtraction is thus a substantial part
of a high-precision analysis for Ω1 as well as for αs.

It is instructive to analyze the minimal χ2 values for
the best fit points shown in Fig. 11. In Fig. 12 the dis-
tributions of the best fits in the αs-χ2

min/dof plane are
shown using the color scheme of Fig. 11. Figure 12a dis-
plays the results in R-gap scheme, and Fig. 12b the ones
in the MS scheme. For both schemes we find that the
χ2
min values and the size of the covered area in the αs-

χ2
min/dof plane systematically decrease with increasing

order. While the analysis in the MS scheme for Ω̄1 leads
to χ2

min/dof values around unity and thus an adequate
description of the entire global data set at N3LL′ order,
we see that accounting for the renormalon subtraction in
the R-gap scheme leads to a substantially improved the-
oretical description having χ2

min/dof values below unity
already at NNLL′ and N3LL orders, with the N3LL′ or-
der result slightly lower at χ2

min/dof ≃ 0.91. This demon-
strates the excellent description of the experimental data
contained in our global data set. It also validates the
smaller theoretical uncertainties we obtain for αs and Ω1

at N3LL′ order in the R-gap scheme.

As an illustration of the accuracy of the fit, in Fig. 13
we show the theory thrust distributions at Q = mZ for
the full N3LL′ order with the R-gap scheme for Ω1, for
the default theory parameters and the corresponding best
fit values shown in bold in Tabs. IV and V. The pink

Band Band Our scan
method 1 method 2 method

N3LL′ with ΩRgap
1 0.0004 0.0008 0.0009

N3LL′ with Ω̄MS
1 0.0016 0.0019 0.0021

N3LL′ without Smod
τ 0.0018 0.0021 0.0034

O(α3
s) fixed-order 0.0018 0.0026 0.0046

TABLE VI: Theoretical uncertainties for αs(mZ) obtained at
N3LL′ order from two versions of the error band method, and
from our theory scan method. The uncertainties in the R-gap
scheme (first line) include renormalon subtractions, while the
ones in the MS scheme (second line) do not and are therefore
larger. The same uncertainties are obtained in the analysis
without nonperturbative function (third line). Larger uncer-
tainties are obtained from a pure O(α3

s) fixed-order analysis
(lowest line). Our theory scan method is more conservative
than the error band method.

band displays the theoretical uncertainty from the scan
method. The fit result is shown in comparison with data
from DELPHI, ALEPH, OPAL, L3, and SLD, and agrees
very well. (Note that the theory values displayed are
actually binned according to the ALEPH data set and
then joined by a smooth interpolation.)

Band Method

It is useful to compare our scan method to determine the
perturbative errors with the error band method [26] that
was employed in the analyses of Refs. [20, 22, 25]. In the
error band method first each theory parameter is varied
separately in the respective ranges specified in Tab. III
while the rest are kept fixed at their default values. The
resulting envelope of all these separate variations with
the fit parameters αs(mZ) and Ω1 held at their best fit
values determines the error bands for the thrust distri-
bution at the different Q values. Then, the perturbative
error is determined by varying αs(mZ) keeping all the-
ory parameters to their default values and the value of
the moment Ω1 to its best fit value. The resulting per-
turbative errors of αs(mZ) for our full N3LL′ analysis in
the R-gap scheme are given in the first line of Tab. VI.
In the second line the corresponding errors for αs(mZ)
in the MS scheme for Ω̄1 are displayed. The left column
gives the error when the band method is applied such
that the αs(mZ) variation leads to curves strictly inside
the error bands for all Q values. For this method it turns
out that the band for the highest Q value is the most
restrictive and sets the size of the error. The resulting
error for the N3LL′ analysis in the R-gap scheme is more
than a factor of two smaller than the error obtained from
our theory scan method, which is shown in the right col-
umn. Since the high Q data has a much lower statistical
weight than the data from Q = mZ , we do not consider
this method to be sufficiently conservative and conclude
that it should not be used. The middle column gives the
perturbative error when the band method is applied such
that the αs(mZ) variation minimizes a χ2 function which
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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and experimental systematic uncertainties. The value of
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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contours correspond to χ2 = χ2

min +1, including statistical
and experimental systematic uncertainties. The value of
αs (vertical line) and its uncertainty (shaded band) are
taken from [14].
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 20: Comparison of selected determinations of αs(mZ) defined in the MS scheme.

of two compared to the pure MS definition, Ω̄1, where
renormalon effects are not treated.
The code we use in this analysis represents the most

complete theoretical treatment of thrust existing at this
time. As our final result we obtain

αs(mZ) = 0.1135 ± 0.0011,

Ω1(R∆, µ∆) = 0.323 ± 0.051 GeV, (70)

where αs is defined in the MS scheme, and Ω1 in the R-
gap scheme at the reference scales R∆ = µ∆ = 2 GeV.
Here the respective total 1-sigma errors are shown. The
results with individual 1-sigma errors quoted separately
for the different sources of uncertainties are given in
Eq. (68). Neglecting the nonperturbative effects incor-
porated in the soft function, and in particular Ω1, from
the fits gives αs(mZ) = 0.1241 which exceeds the result
in Eq. (70) by 9%. This is consistent with a simple scal-
ing argument one can derive from experimental data, see
Eq. (3) in Sec. I.
Analyses of event shapes with a simultaneous fit of

αs and a power correction have been carried out earlier
with the effective coupling model. Davison and Web-
ber [23] analyzed the thrust distribution and determined
αs(mZ) = 0.1164 ± 0.0028 also using O(α3

s) fixed-order
input, but implementing the summation of logarithms
only at NLL order (for further discussion see Sec. IX).
Recently Gehrmann et al. [95] analyzed moments of dif-
ferent event shape distributions, also with the effective
coupling model, and obtained αs(mZ) = 0.1153± 0.0029
using fixed-order perturbation theory at O(α3

s). Both
analyses neglected bottom mass and QED corrections.
Our result in Eq. (70) is compatible with these analyses
at 1-sigma, but has smaller uncertainties.
These results and our result for αs(mZ) in Eq. (70)

are substantially smaller than the results of event shape
analyses employing input from Monte Carlo generators

to determine nonperturbative effects. We emphasize that
using parton-to-hadron level transfer matrices obtained
from Monte Carlo generators to incorporate nonpertur-
bative effects is not compatible with a high-order theo-
retical analysis such as ours, and thus analyses relying on
such Monte Carlo input contain systematic errors in the
determination of αs from thrust data. The small effect
of hadronization corrections on thrust observed in Monte
Carlo generators at Q = mZ and the corresponding small
shift in αs(mZ) do not agree with the 9% shift we have
obtained from our fits as mentioned above. For the rea-
sons discussed earlier, we believe Monte Carlo should not
be used for hadronization uncertainties in higher order
analyses.

Although our theoretical approach represents the most
complete treatment of thrust at this time, and all sources
of uncertainties known to us have been incorporated in
our error budget, there are a number of theoretical is-
sues related to subleading contributions that deserve fur-
ther investigation. These issues include (i) the summa-
tion of logarithms for the nonsingular partonic cross sec-
tion, (ii) the structure of the O(αsΛQCD/Q) power cor-
rections, (iii) analytic perturbative computations of the
O(α2

s) and O(α3
s) nonlogarithmic coefficients s2 and s3

in the partonic soft function, the O(α3
s) nonlogarithmic

coefficient j3 in the partonic jet function, and the 4-loop
QCD cusp anomalous dimension Γcusp

3 . Concerning is-
sue (i) we have incorporated in our analysis the non-
singular contributions in fixed-order perturbation theory
and estimated the uncertainty related to the higher order
logarithms through the usual renormalization scale vari-
ation. Further theoretical work is needed to derive the
renormalization group structure of subleading jet, soft,
and hard functions in the nonsingular contributions and
to use these results to sum the corresponding logarithms.
Concerning issue (ii) we have shown that our theoretical
description for the thrust distribution contains a remain-
ing theoretical uncertainty from nonperturbative effects

Becher&and&Schwartz&

Farhi&

q 1-Jettiness	distribution	as	a	probe	of	nuclear	effect

1-jettiness distribution for various nuclei 

Effect of  nPDFs 
and smearing 

Jet rapidity distributions for various nuclei 

Effect of  nPDFs 
and smearing 

!

  Up&to&&O(αs
3)+N3LL&

!

!

  one&hemisphere&
  Up&to&O(αs

2)+NLL&

  Higher!precision!in!DIS?!!NNLL&or&higher&?&&
2 

Event$shape:$Thrust$
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on

)
Z

(ms#
0.110 0.115 0.120 0.125 0.130

=2
 G

eV
)

I
µ( 0

#

0.40

0.45

0.50

0.55

0.60

)
Z

(ms#
0.110 0.115 0.120 0.125 0.130

=2
 G

eV
)

I
µ( 0

#

0.40

0.45

0.50

0.55

0.60 )+NLL+PC Fits2
s#NLO(

H1

stat. and exp. syst. errors

c!

!

B

0
$

C

to DISTRIBUTIONS

FIG. 11: Fit results to the differential distributions of τ , B,
ρ0, τC and the C-parameter in the (αs, α0) plane. The 1σ
contours correspond to χ2 = χ2

min +1, including statistical
and experimental systematic uncertainties. The value of
αs (vertical line) and its uncertainty (shaded band) are
taken from [14].
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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contours correspond to χ2 = χ2

min +1, including statistical
and experimental systematic uncertainties. The value of
αs (vertical line) and its uncertainty (shaded band) are
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sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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Fig. 5. Differential distributions for the event shapes 1 − Tγ and Bγ . Other details as in Fig. 4.

Fig. 6. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n

refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. The solid (dashed) curves show the points used (omitted) in the
fit to NLL resummed calculation matched to NLO plus power corrections.

None of the three matching techniques discussed in Section 6.1 is strongly preferred theoreti-
cally. Although the modification terms should be used to ensure the correct behaviour of the cross
section, all options included in DISRESUM have been used. The results of fits using six different
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for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. The solid (dashed) curves show the points used (omitted) in the
fit to NLL resummed calculation matched to NLO plus power corrections.
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cally. Although the modification terms should be used to ensure the correct behaviour of the cross
section, all options included in DISRESUM have been used. The results of fits using six different
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Fig. 4. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n
refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. Predictions of ARIADNE at the hadron (solid lines) and parton
(dashed lines) levels are shown.

the power correction becomes positive and the fitted values of αs (α0) change to 0.1285(0.3541),
values that are in closer agreement with the other variables. If the model were robust, the fitted
values of αs would be independent of µI . However a dependence on µI is clearly evident in the
tables. In view of these results, no attempt to extract combined values of (α0,αS) from the mean
event shapes was made.

10.2. Differential distributions

The differential distributions of the event-shape variables for Q2 > 320 GeV2 are compared
to the predictions of ARIADNE in Figs. 4 and 5. For all variables, ARIADNE describes the data
well. The parton level of ARIADNE is also shown. The difference between the hadron and parton
levels can be taken as illustrative of the hadronisation correction.

The differential distributions for (1 − Tγ ), Bγ , M2, C and (1 − TT ), for which the theoretical
predictions are available, have been fitted with NLL+NLO+PC calculations as shown in Figs. 6
and 7. The solid (dashed) bars show the bins that were used (unused) in the fit as described in
Section 7.
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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FIG. 11: Fit results to the differential distributions of τ , B,
ρ0, τC and the C-parameter in the (αs, α0) plane. The 1σ
contours correspond to χ2 = χ2

min +1, including statistical
and experimental systematic uncertainties. The value of
αs (vertical line) and its uncertainty (shaded band) are
taken from [14].
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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ρ0, τC and the C-parameter in the (αs, α0) plane. The 1σ
contours correspond to χ2 = χ2

min +1, including statistical
and experimental systematic uncertainties. The value of
αs (vertical line) and its uncertainty (shaded band) are
taken from [14].
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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XXVI Physics in Collison, Búzios, Rio de Janeiro, 6-9 July 2006 5

c!
0.0 0.2 0.4

c!
/d
"

 d
"

1/

-410

-210

1

210

410

610

710

H1

!
0.0 0.5 1.0

!
/d
"

 d
"

1/

-410

-210

1

210

410

610

710

H1

B
0.0 0.2 0.4

/d
B

"
 d
"

1/

-410

-210

1

210

410

610

710

H1

H1 Data

<Q>= 15 GeV  )6 ( x 20

<Q>= 18 GeV  )5 ( x 20

<Q>= 24 GeV  )4 ( x 20

<Q>= 37 GeV  )3 ( x 20

<Q>= 58 GeV  )2 ( x 20

<Q>= 81 GeV  )1 ( x 20

<Q>=116 GeV  )0 ( x 20

)+NLL+PC2
s#NLO( (fitted)

)+NLL+PC2
s#NLO( (extrapolated)

c!
0.0 0.2 0.4

c!
/d
"

 d
"

1/

-410

-210

1

210

410

610

710

H1

!
0.0 0.5 1.0

!
/d
"

 d
"

1/

-410

-210

1

210

410

610

710

H1

B
0.0 0.2 0.4

/d
B

"
 d
"

1/

-410

-210

1

210

410

610

710

H1

FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).

THUPL01

20

RAPID COMMUNICATION

ZEUS Collaboration / Nuclear Physics B 767 (2007) 1–28

Fig. 5. Differential distributions for the event shapes 1 − Tγ and Bγ . Other details as in Fig. 4.

Fig. 6. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n

refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. The solid (dashed) curves show the points used (omitted) in the
fit to NLL resummed calculation matched to NLO plus power corrections.

None of the three matching techniques discussed in Section 6.1 is strongly preferred theoreti-
cally. Although the modification terms should be used to ensure the correct behaviour of the cross
section, all options included in DISRESUM have been used. The results of fits using six different
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Fig. 4. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n
refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. Predictions of ARIADNE at the hadron (solid lines) and parton
(dashed lines) levels are shown.

the power correction becomes positive and the fitted values of αs (α0) change to 0.1285(0.3541),
values that are in closer agreement with the other variables. If the model were robust, the fitted
values of αs would be independent of µI . However a dependence on µI is clearly evident in the
tables. In view of these results, no attempt to extract combined values of (α0,αS) from the mean
event shapes was made.

10.2. Differential distributions

The differential distributions of the event-shape variables for Q2 > 320 GeV2 are compared
to the predictions of ARIADNE in Figs. 4 and 5. For all variables, ARIADNE describes the data
well. The parton level of ARIADNE is also shown. The difference between the hadron and parton
levels can be taken as illustrative of the hadronisation correction.

The differential distributions for (1 − Tγ ), Bγ , M2, C and (1 − TT ), for which the theoretical
predictions are available, have been fitted with NLL+NLO+PC calculations as shown in Figs. 6
and 7. The solid (dashed) bars show the bins that were used (unused) in the fit as described in
Section 7.
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FIG. 13: Thrust distribution at N3LL′ order and Q = mZ

including QED and mb corrections using the best fit values
for αs(mZ) and Ω1 in the R-gap scheme given in Eq. (68). The
pink band represents the perturbative error determined from
the scan method described in Sec. VI. Data from DELPHI,
ALEPH, OPAL, L3, and SLD are also shown.

αs(mZ) is ±0.0009 compared to ±0.0021 with Ω̄1 in the
MS scheme. Also at NNLL′ and N3LL we see that the
removal of the O(ΛQCD) renormalon leads to a reduction
of the theoretical uncertainties by about a factor of two
in comparison to the results with Ω̄1 in the MS scheme
without renormalon subtraction. The proper treatment
of the renormalon subtraction is thus a substantial part
of a high-precision analysis for Ω1 as well as for αs.

It is instructive to analyze the minimal χ2 values for
the best fit points shown in Fig. 11. In Fig. 12 the dis-
tributions of the best fits in the αs-χ2

min/dof plane are
shown using the color scheme of Fig. 11. Figure 12a dis-
plays the results in R-gap scheme, and Fig. 12b the ones
in the MS scheme. For both schemes we find that the
χ2
min values and the size of the covered area in the αs-

χ2
min/dof plane systematically decrease with increasing

order. While the analysis in the MS scheme for Ω̄1 leads
to χ2

min/dof values around unity and thus an adequate
description of the entire global data set at N3LL′ order,
we see that accounting for the renormalon subtraction in
the R-gap scheme leads to a substantially improved the-
oretical description having χ2

min/dof values below unity
already at NNLL′ and N3LL orders, with the N3LL′ or-
der result slightly lower at χ2

min/dof ≃ 0.91. This demon-
strates the excellent description of the experimental data
contained in our global data set. It also validates the
smaller theoretical uncertainties we obtain for αs and Ω1

at N3LL′ order in the R-gap scheme.

As an illustration of the accuracy of the fit, in Fig. 13
we show the theory thrust distributions at Q = mZ for
the full N3LL′ order with the R-gap scheme for Ω1, for
the default theory parameters and the corresponding best
fit values shown in bold in Tabs. IV and V. The pink

Band Band Our scan
method 1 method 2 method

N3LL′ with ΩRgap
1 0.0004 0.0008 0.0009

N3LL′ with Ω̄MS
1 0.0016 0.0019 0.0021

N3LL′ without Smod
τ 0.0018 0.0021 0.0034

O(α3
s) fixed-order 0.0018 0.0026 0.0046

TABLE VI: Theoretical uncertainties for αs(mZ) obtained at
N3LL′ order from two versions of the error band method, and
from our theory scan method. The uncertainties in the R-gap
scheme (first line) include renormalon subtractions, while the
ones in the MS scheme (second line) do not and are therefore
larger. The same uncertainties are obtained in the analysis
without nonperturbative function (third line). Larger uncer-
tainties are obtained from a pure O(α3

s) fixed-order analysis
(lowest line). Our theory scan method is more conservative
than the error band method.

band displays the theoretical uncertainty from the scan
method. The fit result is shown in comparison with data
from DELPHI, ALEPH, OPAL, L3, and SLD, and agrees
very well. (Note that the theory values displayed are
actually binned according to the ALEPH data set and
then joined by a smooth interpolation.)

Band Method

It is useful to compare our scan method to determine the
perturbative errors with the error band method [26] that
was employed in the analyses of Refs. [20, 22, 25]. In the
error band method first each theory parameter is varied
separately in the respective ranges specified in Tab. III
while the rest are kept fixed at their default values. The
resulting envelope of all these separate variations with
the fit parameters αs(mZ) and Ω1 held at their best fit
values determines the error bands for the thrust distri-
bution at the different Q values. Then, the perturbative
error is determined by varying αs(mZ) keeping all the-
ory parameters to their default values and the value of
the moment Ω1 to its best fit value. The resulting per-
turbative errors of αs(mZ) for our full N3LL′ analysis in
the R-gap scheme are given in the first line of Tab. VI.
In the second line the corresponding errors for αs(mZ)
in the MS scheme for Ω̄1 are displayed. The left column
gives the error when the band method is applied such
that the αs(mZ) variation leads to curves strictly inside
the error bands for all Q values. For this method it turns
out that the band for the highest Q value is the most
restrictive and sets the size of the error. The resulting
error for the N3LL′ analysis in the R-gap scheme is more
than a factor of two smaller than the error obtained from
our theory scan method, which is shown in the right col-
umn. Since the high Q data has a much lower statistical
weight than the data from Q = mZ , we do not consider
this method to be sufficiently conservative and conclude
that it should not be used. The middle column gives the
perturbative error when the band method is applied such
that the αs(mZ) variation minimizes a χ2 function which
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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min +1, including statistical
and experimental systematic uncertainties. The value of
αs (vertical line) and its uncertainty (shaded band) are
taken from [14].
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 20: Comparison of selected determinations of αs(mZ) defined in the MS scheme.

of two compared to the pure MS definition, Ω̄1, where
renormalon effects are not treated.
The code we use in this analysis represents the most

complete theoretical treatment of thrust existing at this
time. As our final result we obtain

αs(mZ) = 0.1135 ± 0.0011,

Ω1(R∆, µ∆) = 0.323 ± 0.051 GeV, (70)

where αs is defined in the MS scheme, and Ω1 in the R-
gap scheme at the reference scales R∆ = µ∆ = 2 GeV.
Here the respective total 1-sigma errors are shown. The
results with individual 1-sigma errors quoted separately
for the different sources of uncertainties are given in
Eq. (68). Neglecting the nonperturbative effects incor-
porated in the soft function, and in particular Ω1, from
the fits gives αs(mZ) = 0.1241 which exceeds the result
in Eq. (70) by 9%. This is consistent with a simple scal-
ing argument one can derive from experimental data, see
Eq. (3) in Sec. I.
Analyses of event shapes with a simultaneous fit of

αs and a power correction have been carried out earlier
with the effective coupling model. Davison and Web-
ber [23] analyzed the thrust distribution and determined
αs(mZ) = 0.1164 ± 0.0028 also using O(α3

s) fixed-order
input, but implementing the summation of logarithms
only at NLL order (for further discussion see Sec. IX).
Recently Gehrmann et al. [95] analyzed moments of dif-
ferent event shape distributions, also with the effective
coupling model, and obtained αs(mZ) = 0.1153± 0.0029
using fixed-order perturbation theory at O(α3

s). Both
analyses neglected bottom mass and QED corrections.
Our result in Eq. (70) is compatible with these analyses
at 1-sigma, but has smaller uncertainties.
These results and our result for αs(mZ) in Eq. (70)

are substantially smaller than the results of event shape
analyses employing input from Monte Carlo generators

to determine nonperturbative effects. We emphasize that
using parton-to-hadron level transfer matrices obtained
from Monte Carlo generators to incorporate nonpertur-
bative effects is not compatible with a high-order theo-
retical analysis such as ours, and thus analyses relying on
such Monte Carlo input contain systematic errors in the
determination of αs from thrust data. The small effect
of hadronization corrections on thrust observed in Monte
Carlo generators at Q = mZ and the corresponding small
shift in αs(mZ) do not agree with the 9% shift we have
obtained from our fits as mentioned above. For the rea-
sons discussed earlier, we believe Monte Carlo should not
be used for hadronization uncertainties in higher order
analyses.

Although our theoretical approach represents the most
complete treatment of thrust at this time, and all sources
of uncertainties known to us have been incorporated in
our error budget, there are a number of theoretical is-
sues related to subleading contributions that deserve fur-
ther investigation. These issues include (i) the summa-
tion of logarithms for the nonsingular partonic cross sec-
tion, (ii) the structure of the O(αsΛQCD/Q) power cor-
rections, (iii) analytic perturbative computations of the
O(α2

s) and O(α3
s) nonlogarithmic coefficients s2 and s3

in the partonic soft function, the O(α3
s) nonlogarithmic

coefficient j3 in the partonic jet function, and the 4-loop
QCD cusp anomalous dimension Γcusp

3 . Concerning is-
sue (i) we have incorporated in our analysis the non-
singular contributions in fixed-order perturbation theory
and estimated the uncertainty related to the higher order
logarithms through the usual renormalization scale vari-
ation. Further theoretical work is needed to derive the
renormalization group structure of subleading jet, soft,
and hard functions in the nonsingular contributions and
to use these results to sum the corresponding logarithms.
Concerning issue (ii) we have shown that our theoretical
description for the thrust distribution contains a remain-
ing theoretical uncertainty from nonperturbative effects
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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contours correspond to χ2 = χ2
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αs (vertical line) and its uncertainty (shaded band) are
taken from [14].
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).

THUPL01
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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Q from an average of the results obtained by fitting the
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sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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Q from an average of the results obtained by fitting the
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fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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Fig. 6. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n

refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. The solid (dashed) curves show the points used (omitted) in the
fit to NLL resummed calculation matched to NLO plus power corrections.

None of the three matching techniques discussed in Section 6.1 is strongly preferred theoreti-
cally. Although the modification terms should be used to ensure the correct behaviour of the cross
section, all options included in DISRESUM have been used. The results of fits using six different
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Fig. 4. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n
refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. Predictions of ARIADNE at the hadron (solid lines) and parton
(dashed lines) levels are shown.

the power correction becomes positive and the fitted values of αs (α0) change to 0.1285(0.3541),
values that are in closer agreement with the other variables. If the model were robust, the fitted
values of αs would be independent of µI . However a dependence on µI is clearly evident in the
tables. In view of these results, no attempt to extract combined values of (α0,αS) from the mean
event shapes was made.

10.2. Differential distributions

The differential distributions of the event-shape variables for Q2 > 320 GeV2 are compared
to the predictions of ARIADNE in Figs. 4 and 5. For all variables, ARIADNE describes the data
well. The parton level of ARIADNE is also shown. The difference between the hadron and parton
levels can be taken as illustrative of the hadronisation correction.

The differential distributions for (1 − Tγ ), Bγ , M2, C and (1 − TT ), for which the theoretical
predictions are available, have been fitted with NLL+NLO+PC calculations as shown in Figs. 6
and 7. The solid (dashed) bars show the bins that were used (unused) in the fit as described in
Section 7.
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on

)
Z

(ms#
0.110 0.115 0.120 0.125 0.130

=2
 G

eV
)

I
µ( 0

#

0.40

0.45

0.50

0.55

0.60

)
Z

(ms#
0.110 0.115 0.120 0.125 0.130

=2
 G

eV
)

I
µ( 0

#

0.40

0.45

0.50

0.55

0.60 )+NLL+PC Fits2
s#NLO(

H1

stat. and exp. syst. errors

c!

!

B

0
$

C

to DISTRIBUTIONS

FIG. 11: Fit results to the differential distributions of τ , B,
ρ0, τC and the C-parameter in the (αs, α0) plane. The 1σ
contours correspond to χ2 = χ2
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αs (vertical line) and its uncertainty (shaded band) are
taken from [14].
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Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on

)
Z

(ms#
0.110 0.115 0.120 0.125 0.130

=2
 G

eV
)

I
µ( 0

#

0.40

0.45

0.50

0.55

0.60

)
Z

(ms#
0.110 0.115 0.120 0.125 0.130

=2
 G

eV
)

I
µ( 0

#

0.40

0.45

0.50

0.55

0.60 )+NLL+PC Fits2
s#NLO(

H1

stat. and exp. syst. errors

c!

!

B

0
$

C

to DISTRIBUTIONS

FIG. 11: Fit results to the differential distributions of τ , B,
ρ0, τC and the C-parameter in the (αs, α0) plane. The 1σ
contours correspond to χ2 = χ2
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and experimental systematic uncertainties. The value of
αs (vertical line) and its uncertainty (shaded band) are
taken from [14].
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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Fig. 6. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n

refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. The solid (dashed) curves show the points used (omitted) in the
fit to NLL resummed calculation matched to NLO plus power corrections.

None of the three matching techniques discussed in Section 6.1 is strongly preferred theoreti-
cally. Although the modification terms should be used to ensure the correct behaviour of the cross
section, all options included in DISRESUM have been used. The results of fits using six different
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Fig. 4. Differential distributions for the event shapes M2, C and 1 − TT . The distributions are normalised such that n
refers to the number of events in the (x,Q2) bin after the Elim cut and N to the total number of events in the (x,Q2) bin
before the Elim cut. The differential cross section has been scaled for clarity by factors 10n , where n = 12, 10, 8, 6, 4, 2
for ⟨Q⟩ = 21, 29, 42, 59, 82 and 113 GeV, respectively. Predictions of ARIADNE at the hadron (solid lines) and parton
(dashed lines) levels are shown.

the power correction becomes positive and the fitted values of αs (α0) change to 0.1285(0.3541),
values that are in closer agreement with the other variables. If the model were robust, the fitted
values of αs would be independent of µI . However a dependence on µI is clearly evident in the
tables. In view of these results, no attempt to extract combined values of (α0,αS) from the mean
event shapes was made.

10.2. Differential distributions

The differential distributions of the event-shape variables for Q2 > 320 GeV2 are compared
to the predictions of ARIADNE in Figs. 4 and 5. For all variables, ARIADNE describes the data
well. The parton level of ARIADNE is also shown. The difference between the hadron and parton
levels can be taken as illustrative of the hadronisation correction.

The differential distributions for (1 − Tγ ), Bγ , M2, C and (1 − TT ), for which the theoretical
predictions are available, have been fitted with NLL+NLO+PC calculations as shown in Figs. 6
and 7. The solid (dashed) bars show the bins that were used (unused) in the fit as described in
Section 7.
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FIG. 13: Thrust distribution at N3LL′ order and Q = mZ

including QED and mb corrections using the best fit values
for αs(mZ) and Ω1 in the R-gap scheme given in Eq. (68). The
pink band represents the perturbative error determined from
the scan method described in Sec. VI. Data from DELPHI,
ALEPH, OPAL, L3, and SLD are also shown.

αs(mZ) is ±0.0009 compared to ±0.0021 with Ω̄1 in the
MS scheme. Also at NNLL′ and N3LL we see that the
removal of the O(ΛQCD) renormalon leads to a reduction
of the theoretical uncertainties by about a factor of two
in comparison to the results with Ω̄1 in the MS scheme
without renormalon subtraction. The proper treatment
of the renormalon subtraction is thus a substantial part
of a high-precision analysis for Ω1 as well as for αs.

It is instructive to analyze the minimal χ2 values for
the best fit points shown in Fig. 11. In Fig. 12 the dis-
tributions of the best fits in the αs-χ2

min/dof plane are
shown using the color scheme of Fig. 11. Figure 12a dis-
plays the results in R-gap scheme, and Fig. 12b the ones
in the MS scheme. For both schemes we find that the
χ2
min values and the size of the covered area in the αs-

χ2
min/dof plane systematically decrease with increasing

order. While the analysis in the MS scheme for Ω̄1 leads
to χ2

min/dof values around unity and thus an adequate
description of the entire global data set at N3LL′ order,
we see that accounting for the renormalon subtraction in
the R-gap scheme leads to a substantially improved the-
oretical description having χ2

min/dof values below unity
already at NNLL′ and N3LL orders, with the N3LL′ or-
der result slightly lower at χ2

min/dof ≃ 0.91. This demon-
strates the excellent description of the experimental data
contained in our global data set. It also validates the
smaller theoretical uncertainties we obtain for αs and Ω1

at N3LL′ order in the R-gap scheme.

As an illustration of the accuracy of the fit, in Fig. 13
we show the theory thrust distributions at Q = mZ for
the full N3LL′ order with the R-gap scheme for Ω1, for
the default theory parameters and the corresponding best
fit values shown in bold in Tabs. IV and V. The pink

Band Band Our scan
method 1 method 2 method

N3LL′ with ΩRgap
1 0.0004 0.0008 0.0009

N3LL′ with Ω̄MS
1 0.0016 0.0019 0.0021

N3LL′ without Smod
τ 0.0018 0.0021 0.0034

O(α3
s) fixed-order 0.0018 0.0026 0.0046

TABLE VI: Theoretical uncertainties for αs(mZ) obtained at
N3LL′ order from two versions of the error band method, and
from our theory scan method. The uncertainties in the R-gap
scheme (first line) include renormalon subtractions, while the
ones in the MS scheme (second line) do not and are therefore
larger. The same uncertainties are obtained in the analysis
without nonperturbative function (third line). Larger uncer-
tainties are obtained from a pure O(α3

s) fixed-order analysis
(lowest line). Our theory scan method is more conservative
than the error band method.

band displays the theoretical uncertainty from the scan
method. The fit result is shown in comparison with data
from DELPHI, ALEPH, OPAL, L3, and SLD, and agrees
very well. (Note that the theory values displayed are
actually binned according to the ALEPH data set and
then joined by a smooth interpolation.)

Band Method

It is useful to compare our scan method to determine the
perturbative errors with the error band method [26] that
was employed in the analyses of Refs. [20, 22, 25]. In the
error band method first each theory parameter is varied
separately in the respective ranges specified in Tab. III
while the rest are kept fixed at their default values. The
resulting envelope of all these separate variations with
the fit parameters αs(mZ) and Ω1 held at their best fit
values determines the error bands for the thrust distri-
bution at the different Q values. Then, the perturbative
error is determined by varying αs(mZ) keeping all the-
ory parameters to their default values and the value of
the moment Ω1 to its best fit value. The resulting per-
turbative errors of αs(mZ) for our full N3LL′ analysis in
the R-gap scheme are given in the first line of Tab. VI.
In the second line the corresponding errors for αs(mZ)
in the MS scheme for Ω̄1 are displayed. The left column
gives the error when the band method is applied such
that the αs(mZ) variation leads to curves strictly inside
the error bands for all Q values. For this method it turns
out that the band for the highest Q value is the most
restrictive and sets the size of the error. The resulting
error for the N3LL′ analysis in the R-gap scheme is more
than a factor of two smaller than the error obtained from
our theory scan method, which is shown in the right col-
umn. Since the high Q data has a much lower statistical
weight than the data from Q = mZ , we do not consider
this method to be sufficiently conservative and conclude
that it should not be used. The middle column gives the
perturbative error when the band method is applied such
that the αs(mZ) variation minimizes a χ2 function which
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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sults using the QCD renormalisation group equation. The
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band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 10: Normalised event shape distributions corrected
to the hadron level for the τC , τ and B variables. The
measurements are compared with fits based on a NLO
QCD calculation including resummation (NLL) and sup-
plemented by power corrections (PC). The fit results are
shown as solid lines and are extended as dashed lines to
those data points which are not included in the QCD fit.

nisation Dokshitzer/Webber power corrections (PC)
have been used, which depends on the parameter α0

representing an effective strong coupling constant in
the infrared regime. An overall good description is
obtained for part of the phase space (higher Q and
moderate event shape values), where the theory is
expected to be valid. Simultaneous fits of αs(mZ)
and the power correction parameter α0 are shown in
Fig. 11. An average value of

αs(mZ) = 0.1198 ± 0.0013(exp.)
+0.0056
−0.0043(th.)

is obtained, which is consistent with the results from
jet and inclusive DIS cross sections. The fit was also
performed separately for all scales covered by the data,
see Fig. 12, where the asymptotic freedom of QCD
is clearly demonstrated. Due to the more inclusive
definition compared to jets, a larger range in scale is
accessible for the event shape analysis.

Since inclusive DIS and jet analyses offer different
sensitivity to the PDFs of the proton and αs, it is
desirable to have a combined QCD analysis based on
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min +1, including statistical
and experimental systematic uncertainties. The value of
αs (vertical line) and its uncertainty (shaded band) are
taken from [14].
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FIG. 12: The strong coupling αs as a function of the scale
Q from an average of the results obtained by fitting the
differential event shape distributions. The errors represent
the total experimental uncertainties. A value of αs(mZ) is
indicated in the plot, determined from a fit to the αs(Q) re-
sults using the QCD renormalisation group equation. The
fit curve is shown as the full line. The inner (outer) shaded
band represents the uncertainty of the fitted αs(Q) from
experimental errors (the renormalisation scale variation).
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FIG. 20: Comparison of selected determinations of αs(mZ) defined in the MS scheme.

of two compared to the pure MS definition, Ω̄1, where
renormalon effects are not treated.
The code we use in this analysis represents the most

complete theoretical treatment of thrust existing at this
time. As our final result we obtain

αs(mZ) = 0.1135 ± 0.0011,

Ω1(R∆, µ∆) = 0.323 ± 0.051 GeV, (70)

where αs is defined in the MS scheme, and Ω1 in the R-
gap scheme at the reference scales R∆ = µ∆ = 2 GeV.
Here the respective total 1-sigma errors are shown. The
results with individual 1-sigma errors quoted separately
for the different sources of uncertainties are given in
Eq. (68). Neglecting the nonperturbative effects incor-
porated in the soft function, and in particular Ω1, from
the fits gives αs(mZ) = 0.1241 which exceeds the result
in Eq. (70) by 9%. This is consistent with a simple scal-
ing argument one can derive from experimental data, see
Eq. (3) in Sec. I.
Analyses of event shapes with a simultaneous fit of

αs and a power correction have been carried out earlier
with the effective coupling model. Davison and Web-
ber [23] analyzed the thrust distribution and determined
αs(mZ) = 0.1164 ± 0.0028 also using O(α3

s) fixed-order
input, but implementing the summation of logarithms
only at NLL order (for further discussion see Sec. IX).
Recently Gehrmann et al. [95] analyzed moments of dif-
ferent event shape distributions, also with the effective
coupling model, and obtained αs(mZ) = 0.1153± 0.0029
using fixed-order perturbation theory at O(α3

s). Both
analyses neglected bottom mass and QED corrections.
Our result in Eq. (70) is compatible with these analyses
at 1-sigma, but has smaller uncertainties.
These results and our result for αs(mZ) in Eq. (70)

are substantially smaller than the results of event shape
analyses employing input from Monte Carlo generators

to determine nonperturbative effects. We emphasize that
using parton-to-hadron level transfer matrices obtained
from Monte Carlo generators to incorporate nonpertur-
bative effects is not compatible with a high-order theo-
retical analysis such as ours, and thus analyses relying on
such Monte Carlo input contain systematic errors in the
determination of αs from thrust data. The small effect
of hadronization corrections on thrust observed in Monte
Carlo generators at Q = mZ and the corresponding small
shift in αs(mZ) do not agree with the 9% shift we have
obtained from our fits as mentioned above. For the rea-
sons discussed earlier, we believe Monte Carlo should not
be used for hadronization uncertainties in higher order
analyses.

Although our theoretical approach represents the most
complete treatment of thrust at this time, and all sources
of uncertainties known to us have been incorporated in
our error budget, there are a number of theoretical is-
sues related to subleading contributions that deserve fur-
ther investigation. These issues include (i) the summa-
tion of logarithms for the nonsingular partonic cross sec-
tion, (ii) the structure of the O(αsΛQCD/Q) power cor-
rections, (iii) analytic perturbative computations of the
O(α2

s) and O(α3
s) nonlogarithmic coefficients s2 and s3

in the partonic soft function, the O(α3
s) nonlogarithmic

coefficient j3 in the partonic jet function, and the 4-loop
QCD cusp anomalous dimension Γcusp

3 . Concerning is-
sue (i) we have incorporated in our analysis the non-
singular contributions in fixed-order perturbation theory
and estimated the uncertainty related to the higher order
logarithms through the usual renormalization scale vari-
ation. Further theoretical work is needed to derive the
renormalization group structure of subleading jet, soft,
and hard functions in the nonsingular contributions and
to use these results to sum the corresponding logarithms.
Concerning issue (ii) we have shown that our theoretical
description for the thrust distribution contains a remain-
ing theoretical uncertainty from nonperturbative effects
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§ Two	loop	beam	functions	enable	N3LL	resummation

q Factorization	and	resummation

§ Factorization	theorem	sums	singular	(log	enhanced)	terms

Large	logs	 ln ⌧ � 1 ↵s ln ⌧ ⇠ 1

§ Precision	test	of	QCD	and	accurate	extraction	of	PDFs

Event	shape	in	polarized	DIS
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Summary
§ We calculated the matching coefficients between the

polarized quark beam function and PDFs at two-loop order.

§ We implemented 1-jettiness and dipole subtraction to
handle all IR divergences in inclusive jet production at NLO.

§ Further improvement will be done at NNLO for polarzied
DIS.

§ Global event shape will be also interesting in determining
helicity parton distributions.
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Summary
§ We calculated the matching coefficients between the

polarized quark beam function and PDFs at two-loop order.

§ We implemented 1-jettiness and dipole subtraction to
handle all IR divergences in inclusive jet production at NLO.

§ Further improvement will be done at NNLO for polarzied
DIS.

§ Global event shape will be also interesting in determining
helicity parton distributions.

Thanks!


