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Another possible answer: it depends on the accuracy of 
calculation in both cases. More specifically, it is possible to 
extend the region of validity of any of these approaches 

through the resummation.



Are F2 data compatible with DGLAP evolution?
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Figure 19: The dependence of χ2/d.o.f. on Q2
min of the LO, NLO and NNLO fits to the HERA

combined inclusive data. Also shown are values for an NLO fit to the combined HERA I
data [2]. All fits were performed using the RTOPT heavy-flavour scheme.
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Variation Standard Value Lower Limit Upper Limit

Q2
min [GeV2] 3.5 2.5 5.0

Q2
min [GeV2] HiQ2 10.0 7.5 12.5

Mc(NLO) [GeV] 1.47 1.41 1.53

Mc (NNLO) [GeV] 1.43 1.37 1.49

Mb [GeV] 4.5 4.25 4.75

fs 0.4 0.3 0.5

αs(M2
Z) 0.118 – –

µ f0 [GeV] 1.9 1.6 2.2

Table 2: Input parameters for HERAPDF2.0 fits and the variations considered to evaluate model
and parameterisation (µ f0 ) uncertainties.

scheme αs(M2
Z) FL mc [GeV] mb [GeV]

FF3A αNF=3
s = 0.106375 O(α2

s) mpole
c = 1.44 mpole

b = 4.5

FF3B αNF=5
s = 0.118 O(αs) mc(mc) = 1.26 mb(mb) = 4.07

Table 3: Input parameters for HERAPDF2.0FF fits. All other parameters were set as for the
standard HERAPDF2.0 NLO fit.

HERAPDF Q2
min[GeV2] χ2 d.o.f. χ2/d.o.f

2.0 NLO 3.5 1357 1131 1.200

2.0HiQ2 NLO 10.0 1156 1002 1.154

2.0 NNLO 3.5 1363 1131 1.205

2.0HiQ2 NNLO 10.0 1146 1002 1.144

2.0 AG NLO 3.5 1359 1132 1.201

2.0HiQ2 AG NLO 10.0 1161 1003 1.158

2.0 AG NNLO 3.5 1385 1132 1.223

2.0HiQ2 AG NNLO 10.0 1175 1003 1.171

2.0 NLO FF3A 3.5 1351 1131 1.195

2.0 NLO FF3B 3.5 1315 1131 1.163

2.0Jets αs(M2
Z) fixed 3.5 1568 1340 1.170

2.0Jets αs(M2
Z) free 3.5 1568 1339 1.171

Table 4: The values of χ2 per degree of freedom for HERAPDF2.0 and its variants.
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HERAPDF Varying the cutoff Q2min

Both HERAPDF and NNPDF find some 
dependence on the cutoff.

Small x resummation? Or some other effects?

NNPDF

Progress in the NNPDF global analysis Juan Rojo
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Figure 6: Comparison of the up quark (left plot) and total quark singlet (right plot) in a HERA-I only fit and
in a PDF fit based on the final HERA-I+II combination.

Figure 7: The value of c2/Ndat for the legacy HERA combination in the variants of the NNPDF3.0 fits with
different values of Q2

cut, for the NLO and NNLO fits.

in the analysis. Such instability, if confirmed by other groups, could have different origins, like an
inadequacy of the theory used for the fit, for example if small-x (BFKL) resummation [26] is needed
to describe the precise inclusive HERA data at low-x and low-Q2. To verify this observation, we
have produced variants of the NNPDF3.0 global fit, including the HERA legacy combination, for
different values of Q2

min. The results of this study are summarized in Fig. 7, where we show for the
NLO and NNLO fits the value of c2/Ndat as a function of Q2

cut.
From Fig. 7 we see that also in NNPDF3.0 we observe that the c2/Ndat of the HERA data

decreases quite rapidly as Q2
cut is increased, more at NNLO than at NLO. This effect disappears

for Q2
min � 10 GeV2, for which the c2 profiles essentially flatten out. Interestingly, for Q2

min � 5
GeV2 we see that the quality of the NNLO fit is essentially the same or better than for the NLO fit.
These results are consistent with the possibility of large unresummed small-x logarithms, though
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Are F2 data compatible with DGLAP evolution?

CTEQ-TEA

12

to our standard choice of Qcut = 2GeV, from 1.17 to 1.15, does not seem significant. An interesting feature

of the graphs is that near the minimum the NNLO and NLO results are equal, whereas NNLO has slightly

larger χ2 on either side of the minimum.
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FIG. 4: Left panels: χ2/Npts (top), reduced-χ
2/Npts (middle), and R2 (bottom) for the HERA2 data and CT14HERA2

PDFs, as a function of Qcut. Right panels: The same as a function of the cutoff value of the geometric scaling variable

Ags.

The lower panel in Fig. 4 shows R2, the total quadratic penalty for the systematic errors, as a function

of Qcut. The value of R2 decreases significantly from Qcut = 2 GeV to 3.87 GeV, from 87 to 49. For ideal

Ags = x

�
Q

2

Excluding data below the value set by the 
geometric scaling variable

CTEQ finds no dependence of χ2  on the 
different cuts. DGLAP seems to work fine in 
the entire region down to very low x and Q.

Cannot conclude definitely about the tension between DGLAP and data in the low Q region.



High energy limit

but at the lowest Q2 the NLO and NNLO predictions are discrepant in some regions. The LO
prediction is far larger than either, reflecting the huge correction in the small-x gluon going to
NLO. In order to more clearly separate the relative effect of different gluon distributions, in
Fig. 59 we show the predictions for FL with LO, NLO and NNLO coefficient functions but using
common NNLO PDFs. There is a positive correction at high x at each order. NLO then results
in a negative correction at lower x, whereas NNLO gives an additional negative correction at
intermediate x before becoming positive again at sufficiently small x. However, the value of x at
which these transitions occur is very sensitive to Q2. As the gluon becomes steeper the regions
of the gluon distribution probed in the convolution become more local to the value of x, and
small-x divergences in the coefficient functions become less important, along with the relative
importance of higher orders decreasing as the coupling becomes weaker. Hence, the ultimate
positive effect of the ln(1/x)/x term in the NNLO coefficient function is only seen to increase
the NNLO result above LO for x > 10−5 in the two lowest Q2 bins.

As the relative lack of stability in fixed-order predictions implies, there are various potentially
large corrections beyond fixed-order perturbation theory. It is possible that there is a large
higher-twist contribution from renormalons in the quark sector [187], and the implications are
discussed in Refs. [28, 188]. Perhaps more significantly, since the small-x NNLO correction is
itself rather large, even higher orders might be important. There are leading ln(1/x) terms of
the form:

xPgg(x) ∼ αn
S lnn−1(1/x), xPqg(x) ∼ αn

S lnn−2(1/x) and xCL,g(x) ∼ αn
S lnn−2(1/x). (97)

A fit which performs a double resummation of leading and next-to-leading ln(1/x) and run-
ning coupling contributions leads to a better fit to small-x data than a conventional perturbative
fit [144]. The gluon distribution from this resummed fit, defined in a more physical scheme, is
larger at small x and Q2 than NLO or NNLO, and indeed is always positive for Q2 ≥ 1 GeV2.
This is reflected also in the prediction for FL(x, Q2). Similar approaches [189, 190] all lead
to rather comparable results for the calculated splitting functions, but only in Ref. [144] have
detailed phenomenological studies taken place. A partially overlapping set of additional correc-
tions are considered in the dipole picture. As with small-x resummations, this approach can be
cast in the language of f(x, k2), the unintegrated gluon distribution, which is directly related
to the dipole–proton cross section. The structure functions are obtained by convoluting this
dipole cross section with the wave functions for the photon to fluctuate into a quark–antiquark
pair. Hence, this picture includes some of the resummation effects, but also higher-twist contri-
butions, and is designed to approach Q2 = 0 smoothly. However, it misses quark and higher-x
contributions. In this framework, higher-twist corrections are not small in either FL or FT sep-
arately, but largely cancel in F2 = FL + FT [143, 191]. Overall the FL(x, Q2) predicted in the
dipole model approach is steeper at small x than fixed-order predictions, and is automatically
stable at lowest Q2. The general features are rather insensitive to whether saturation effects are
included in the dipole cross section. Resummed NLL BFKL predictions [144] and dipole model
predictions [186] are additionally shown in Fig. 58 illustrating these features.

The first published direct measurement of FL(x, Q2) can be found in Ref. [183] for 12 ≤ Q2 ≤
90 GeV2, based on data taken in the last few months of HERA running, when the proton beam
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High energy limit
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cast in the language of f(x, k2), the unintegrated gluon distribution, which is directly related
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but at the lowest Q2 the NLO and NNLO predictions are discrepant in some regions. The LO
prediction is far larger than either, reflecting the huge correction in the small-x gluon going to
NLO. In order to more clearly separate the relative effect of different gluon distributions, in
Fig. 59 we show the predictions for FL with LO, NLO and NNLO coefficient functions but using
common NNLO PDFs. There is a positive correction at high x at each order. NLO then results
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High energy limit

but at the lowest Q2 the NLO and NNLO predictions are discrepant in some regions. The LO
prediction is far larger than either, reflecting the huge correction in the small-x gluon going to
NLO. In order to more clearly separate the relative effect of different gluon distributions, in
Fig. 59 we show the predictions for FL with LO, NLO and NNLO coefficient functions but using
common NNLO PDFs. There is a positive correction at high x at each order. NLO then results
in a negative correction at lower x, whereas NNLO gives an additional negative correction at
intermediate x before becoming positive again at sufficiently small x. However, the value of x at
which these transitions occur is very sensitive to Q2. As the gluon becomes steeper the regions
of the gluon distribution probed in the convolution become more local to the value of x, and
small-x divergences in the coefficient functions become less important, along with the relative
importance of higher orders decreasing as the coupling becomes weaker. Hence, the ultimate
positive effect of the ln(1/x)/x term in the NNLO coefficient function is only seen to increase
the NNLO result above LO for x > 10−5 in the two lowest Q2 bins.

As the relative lack of stability in fixed-order predictions implies, there are various potentially
large corrections beyond fixed-order perturbation theory. It is possible that there is a large
higher-twist contribution from renormalons in the quark sector [187], and the implications are
discussed in Refs. [28, 188]. Perhaps more significantly, since the small-x NNLO correction is
itself rather large, even higher orders might be important. There are leading ln(1/x) terms of
the form:

xPgg(x) ∼ αn
S lnn−1(1/x), xPqg(x) ∼ αn

S lnn−2(1/x) and xCL,g(x) ∼ αn
S lnn−2(1/x). (97)

A fit which performs a double resummation of leading and next-to-leading ln(1/x) and run-
ning coupling contributions leads to a better fit to small-x data than a conventional perturbative
fit [144]. The gluon distribution from this resummed fit, defined in a more physical scheme, is
larger at small x and Q2 than NLO or NNLO, and indeed is always positive for Q2 ≥ 1 GeV2.
This is reflected also in the prediction for FL(x, Q2). Similar approaches [189, 190] all lead
to rather comparable results for the calculated splitting functions, but only in Ref. [144] have
detailed phenomenological studies taken place. A partially overlapping set of additional correc-
tions are considered in the dipole picture. As with small-x resummations, this approach can be
cast in the language of f(x, k2), the unintegrated gluon distribution, which is directly related
to the dipole–proton cross section. The structure functions are obtained by convoluting this
dipole cross section with the wave functions for the photon to fluctuate into a quark–antiquark
pair. Hence, this picture includes some of the resummation effects, but also higher-twist contri-
butions, and is designed to approach Q2 = 0 smoothly. However, it misses quark and higher-x
contributions. In this framework, higher-twist corrections are not small in either FL or FT sep-
arately, but largely cancel in F2 = FL + FT [143, 191]. Overall the FL(x, Q2) predicted in the
dipole model approach is steeper at small x than fixed-order predictions, and is automatically
stable at lowest Q2. The general features are rather insensitive to whether saturation effects are
included in the dipole cross section. Resummed NLL BFKL predictions [144] and dipole model
predictions [186] are additionally shown in Fig. 58 illustrating these features.

The first published direct measurement of FL(x, Q2) can be found in Ref. [183] for 12 ≤ Q2 ≤
90 GeV2, based on data taken in the last few months of HERA running, when the proton beam
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 Many soft gluon emissions in small x limit

Cascade of the n soft gluons

Nested logarithmic integrals

Resummation of the gluon emissions performed by the  equation

kernel describing 
branching of gluons

integral over 
transverse momenta

gluon density

Strong ordering (in longitudinal momenta)

I.Balitsky, V.Fadin, 
E.Kuraev,L.Lipatov

Note: transverse momenta are not ordered

Large logarithm
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Solution:

Evolution equation in  longitudinal momenta

Rise too strong 
for the data!

Take higher order 
corrections.

Leading exponent(spin)

Very large next-to-leading correction!
Problems with convergence.
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Why NLLx is so large in BFKL?

• Strong coupling constant is not a naturally small parameter in the 
Regge limit:

• Regge limit is inherently nonperturbative. 

• Compare DGLAP (collinear approach):

• No momentum sum rule, since the evolution is local in x. In 
DGLAP: momentum sum rule satisfied at each order due to the 
initial assumption of the collinearity of the partons and the non-
locality of the evolution in x.

• Approximations in the phase space (multi-Regge kinematics, quasi 
multi-Regge kinematics, etc..) cannot be recovered  by the (fixed 
number of) the higher orders of expansion in the coupling 
constant.

s� |t|,�2
QCD but �s(µ2), µ2 �= s

Q2 � �2 and �s(Q2)� 1



Resummation
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Resummation

energy

scale (related 
to transverse 
momentum)

✓
↵sNc

⇡

ln
1
x

◆n

✓
↵sNc

⇡
ln

Q

Q0

◆n

Problem with two 
large parameters

lnQ/Q0

ln 1/x

Mellin variables: � � ln k2
T � � ln 1/x

�(�) =
Z

dk02

k2
K(k2, k02)

✓
k02

k2

◆�

�(!) =
Z

dzP (z)z�!

Kernel in Mellin space

Anomalous dimension



Resummation
Anderson,Gustafson,Kharraziha,Samuelson Z.Phys. C71(1996) 613

Kwiecinski, Martin, Sutton Z.Phys. C71(1996) 585; Kwiecinski,Martin,AS Phys.Rev. D56 (1997) 3991

Salam JHEP 9807 (1998) 19; Ciafaloni,Colferai,Salam,AS Phys.Rev. D68(2003) 114003

Altarelli,Ball,Forte Nucl.Phys. B575(2000) 313; Bonvini,Marzani,Perano Eur. Phys. J C76(2016) 597.

Thorne Phys. Rev. D64 (2001) 074005

Sabio-Vera Nucl. Phys. B722 (2005) 65.

Brodsky,Fadin,Kim,Lipatov,Pivovarov JETP Lett. 70 (1999) 155.

Motyka,AS Phys. Rev.D79(2009) 085016; Beuf Phys.Rev.D89(2014) 074039

Iancu,Madrigal,Mueller,Soyez; Phys.Lett. B744 (2015) 293;Lappi,Mantysaari Phys.Rev.D93(2016) 
094004

nonlinear case

linear case



General setup
• Kinematical constraint.

• DGLAP  splitting function at LO and NLO.

• NLLx BFKL with suitable subtraction of terms 
included above.

• Momentum sum rule.

• Running coupling.

• Calculations done in momentum space, even 
though we use Mellin space as a guidance.
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BFKL kernel eigenvalue [4, 5] which has the following form

χ1(γ) = −
b

2
[χ2
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1

4
χ′′

0(γ) −
1

4

(
π

sinπγ
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(
11 +
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)

+
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36
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)
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3

2
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(−1)n
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+
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]
. (19)

It turns out that the collinear approximation (18) above reproduces the exact eigenvalue
(19) up to 7% [11,35] accuracy when γ ∈]0, 1[. This suggests that the collinear terms are the
dominant contributions in the NLL kernel.
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in the case of symmetric choice of energy scale ν0 = kk0. This form of the kernel was
considered previously in [39, 40]. It is obtained from the leading order BFKL kernel by
imposing the so-called kinematical (or consistency) constraint [41, 42, 43] which limits the
virtualities of the transverse momenta of the gluons in the real emission part of the kernel. The
origin of this constraint is the requirement that in the multi-Regge kinematics the virtualities
of the exchanged gluons be dominated by their transverse parts. The NLL contribution of
the resummed kernel, χω

1 was then [11] constructed by the requirement that the collinear
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The first line is the original NLL term χ1(γ) with the subtraction of the cubic poles which
come from the changes of the energy scale and which are resummed by the leading order
ω-dependent kernel (21). The second and third lines contain shifted collinear double poles,
and finally the last line contains the shifted single poles which additionally appear as an
artefact of the resummation procedure.
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Strictly speaking at NLLx this is not an eigenvalue. Still, one can consider Mellin transform of the kernel.

NLLx kernel in Mellin space

running coupling
triple poles
double poles



Collinear poles

But Ku
ω and Kl

ω are related to Kω by the ω-dependent similarity transformations (9a,9b),
so that the latter must have the following collinear structure

Kω(k, k′) ! ᾱs(k
2)
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)−
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b

Θ(k − k′) +

+
1

k′2
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ᾱs(k′2)

)A1(ω)
b

−1

Θ(k′ − k)



 . (15)

In this expression one can see that the ω-dependence provided by
(

k<

k>

)ω
is essential, because

k>/k< can be a large parameter. We also keep the ω-dependence in A1(ω), in order to take
into account the full one-loop anomalous dimension.

By expanding in bᾱs the renormalisation group logarithms present in the collinear behav-
ior of Eqs. (14,15), we obtain the leading collinear singularities of the coefficient kernels Kω

n

in Eq. (10). This implies that, in γ-space, the corresponding eigenvalues have the following
structure
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2 )n+1

+
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(1 − γ + ω
2 )n+1

, (16)

where the ω dependence of A1 is left implicit. Therefore the position of the γ → 0 (γ → 1)
poles is shifted by −ω

2 (+ω
2 ) for the kernel (15) with symmetrical scale choice ν0 = kk0.

Through this shift one is able to resum [9] the higher order γ-poles of the kernel that are due
to scale changing effects.

In fact, the leading and next-to-leading eigenvalues corresponding to this symmetrical
choice of scale have the collinear behavior
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Now, in order to obtain the NLL coefficient [11] in the ᾱs expansion one has to expand
in ω the term χω

0 (γ) to first order with subsequent identification ω → ᾱsχω=0
0 , and add the
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We note that the ω-dependent shift has generated cubic poles 1
γ3 , 1

(1−γ)3 which seem to imply

double logs log2 k2
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, but are actually needed with the choice of scale kk0 in order to recover

the correct Bjorken variable k2
>/s. The collinear terms with A1(ω) have instead generated
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(1−γ)2 which correspond to single logs, log
k2

<

k2
>

.

The double and cubic poles at γ = 0 and γ = 1 so obtained are precisely those of the full
NLL BFKL kernel eigenvalue. In fact Eq. (18) is a collinear approximation to the full NLL
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ᾱs(k′2)

)A1(ω)
b

−1

Θ(k′ − k)



 . (15)

In this expression one can see that the ω-dependence provided by
(

k<

k>

)ω
is essential, because

k>/k< can be a large parameter. We also keep the ω-dependence in A1(ω), in order to take
into account the full one-loop anomalous dimension.
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0 , and add the

χω=0
1 terms. The result for the NLL eigenvalue in the collinear approximation then reads

χcoll
1 (γ) =

[
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ᾱs(k2)
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2)



 1

k2

(
k′

k

)ω (
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ᾱs(k2)
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the correct Bjorken variable k2
>/s. The collinear terms with A1(ω) have instead generated
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(1−γ)2 which correspond to single logs, log
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.

The double and cubic poles at γ = 0 and γ = 1 so obtained are precisely those of the full
NLL BFKL kernel eigenvalue. In fact Eq. (18) is a collinear approximation to the full NLL
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Collinear poles

But Ku
ω and Kl

ω are related to Kω by the ω-dependent similarity transformations (9a,9b),
so that the latter must have the following collinear structure
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In this expression one can see that the ω-dependence provided by
(

k<

k>

)ω
is essential, because

k>/k< can be a large parameter. We also keep the ω-dependence in A1(ω), in order to take
into account the full one-loop anomalous dimension.
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where the ω dependence of A1 is left implicit. Therefore the position of the γ → 0 (γ → 1)
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Scale choices

2 Renormalisation Group improved approach

The size of subleading corrections [4, 5] to the BFKL kernel K(k,k′) and the ensuing insta-
bilities [6, 7, 8] make it mandatory to understand the physical origin of the large terms and
possibly resum them. In a series of papers [9,10,11] (for a review see [35]) it was argued that
most of the large corrections were due to collinear contributions, so as to achieve consistency
of high-energy factorization [27] at subleading level [28] with the renormalisation group. This
requires resummation [9] of both the energy scale-dependent terms of the kernel [5] and of
the leading-log collinear logarithms [10] for both Q ! Q0 and Q " Q0, with Q, Q0 being
the hard scales of the process. In the following we summarize the approach of [11], which
incorporates both the renormalisation group requirements and the known exact forms of the
leading [1] and next-to-leading [4, 5] BFKL kernel. A resummation for anomalous dimen-
sions within a single collinear regime Q ! Q0 has been proposed in [12], and alternative
resummations in [13,14,15].

2.1 k-factorization and high-energy exponents

We consider a general process of scattering of two hard probes A and B with scales Q and
Q0 at high center-of-mass energy

√
s. We assume that the cross section can be written in the

following k-factorized form [27]:

σAB(s;Q,Q0) =

∫
dω

2πi

d2k

k2

d2k0

k2
0

(
s

QQ0

)ω

hA
ω (Q,k) Gω(k,k0) hB

ω (Q0,k0) (1)

where hA and hB are dimensionless impact factors which characterize the probes and ensure
that |k| (|k0|) is of order Q (Q0), and the gluon Green’s function is defined by

Gω(k,k0) = 〈k|[ω −Kω]−1|k0〉 . (2)

The function Kω is the kernel of the small-x equation of the general form

ωGω(k,k0) = δ2(k − k0) +

∫
d2k′

π
Kω(k,k′) Gω(k′,k0) . (3)

The factorization formula (1) involving two-(Regge)gluon exchange, has been justified up to
NL log s level in Refs. [28] for initial partons and in [29, 30] for physical probes. At further
subleading levels, many (Regge)gluon Green’s functions contribute to the cross section as
well, due to the s-channel iteration. However, our purpose here is to incorporate leading-
twist collinear behavior, and at that level the two-gluon contribution is dominant, so that we
shall consider only the contribution (1) in the following.

While k-factorization is supposed to be valid for αs ! ω " 1, we shall sometimes extra-
polate Eq. (1) to sizable values of ω = O(1) and moderate values of s, encouraged by the
stability of our resummation, and by the possibility of incorporating phase space thresholds
in Eq. (1) (cfr. Sec. 6). It should be kept in mind that such a region lies outside the validity
range of Eq. (1), so that the extrapolated Green’s function loses — most probably — its
original meaning as two-(Regge)gluon propagator.

In writing Eq. (1), we have performed the choice of energy scale s0 = QQ0, in terms of
which the high energy kinematics shows a simpler phase space, as explained in more detail
in Sec. 6. Actually, for intermediate subenergies it is more convenient to introduce as energy
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incorporates both the renormalisation group requirements and the known exact forms of the
leading [1] and next-to-leading [4, 5] BFKL kernel. A resummation for anomalous dimen-
sions within a single collinear regime Q ! Q0 has been proposed in [12], and alternative
resummations in [13,14,15].

2.1 k-factorization and high-energy exponents

We consider a general process of scattering of two hard probes A and B with scales Q and
Q0 at high center-of-mass energy

√
s. We assume that the cross section can be written in the

following k-factorized form [27]:

σAB(s;Q,Q0) =

∫
dω

2πi

d2k

k2

d2k0

k2
0

(
s

QQ0

)ω

hA
ω (Q,k) Gω(k,k0) hB

ω (Q0,k0) (1)

where hA and hB are dimensionless impact factors which characterize the probes and ensure
that |k| (|k0|) is of order Q (Q0), and the gluon Green’s function is defined by

Gω(k,k0) = 〈k|[ω −Kω]−1|k0〉 . (2)

The function Kω is the kernel of the small-x equation of the general form

ωGω(k,k0) = δ2(k − k0) +

∫
d2k′

π
Kω(k,k′) Gω(k′,k0) . (3)

The factorization formula (1) involving two-(Regge)gluon exchange, has been justified up to
NL log s level in Refs. [28] for initial partons and in [29, 30] for physical probes. At further
subleading levels, many (Regge)gluon Green’s functions contribute to the cross section as
well, due to the s-channel iteration. However, our purpose here is to incorporate leading-
twist collinear behavior, and at that level the two-gluon contribution is dominant, so that we
shall consider only the contribution (1) in the following.

While k-factorization is supposed to be valid for αs ! ω " 1, we shall sometimes extra-
polate Eq. (1) to sizable values of ω = O(1) and moderate values of s, encouraged by the
stability of our resummation, and by the possibility of incorporating phase space thresholds
in Eq. (1) (cfr. Sec. 6). It should be kept in mind that such a region lies outside the validity
range of Eq. (1), so that the extrapolated Green’s function loses — most probably — its
original meaning as two-(Regge)gluon propagator.

In writing Eq. (1), we have performed the choice of energy scale s0 = QQ0, in terms of
which the high energy kinematics shows a simpler phase space, as explained in more detail
in Sec. 6. Actually, for intermediate subenergies it is more convenient to introduce as energy
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HE factorization for the cross section

BFKL equation for the gluon Green’s 
function

Different possible scale choices:

⌫0 = kk0

⌫0 = k2

⌫0 = k20

symmetric (ex. two jets)

DIS type configuration

k ⇠ k0

k � k0

k ⌧ k0
where k> = max(k, k0) and k< = min(k, k0). The transformation (8) implies the following
change of kernel Kω

Kω(k, k′) → Ku
ω(k, k′) = Kω(k, k′)

(
k

k′

)ω

, ν0 = k2 , (9a)

Kω(k, k′) → Kl
ω(k, k′) = Kω(k, k′)

(
k′

k

)ω

, ν0 = k′2 , (9b)

where now Ku
ω (Kl

ω) means the kernel for the upper-k2 (lower-k′2) energy scale choice.
Our goal is to find a resummed prescription for Kω(k, k′) which takes into account the

large Y terms and is consistent with renormalisation group equations. The kernel Kω(k, k′)
is not scale invariant, and it can be expanded in powers of the coupling constant as follows

Kω(k, k′) =
∞∑

n=0

[ᾱs(k
2)]n+1 Kω

n(k, k′) . (10)

where

ᾱs(k
2) =

1

b log(k2/Λ2)
, b =

11

12
−

Nf

6Nc
, (11)

and the coefficient kernels Kω
n(k, k′) are now scale invariant, and additionally carry some

ω-dependence. We shall now see how the renormalisation group constraints on Ku
ω and Kl

ω

determine the collinear behavior of Kω .

2.3 Renormalisation group constraints and shift of γ poles

It is important to notice that the ω-dependence of the scale invariant kernels Kω
n , present in

Eq. (10), is not negligible (even for the small ω values being considered) and follows from the
requirement that collinear singularities have to be single logarithmic in both regimes k # k0

and k0 # k. If k # k0, it is simplest to discuss the kernel in its form Ku
ω, Eq. (9a). A

leading-log k2 analysis for k # k′ shows that its collinear singularities are determined by the
non-singular part (in ω space), A1(ω), of the gluon anomalous dimension,

ᾱsA1(ω) = γgg(ω) −
ᾱs

ω
, (12)

and

A1(ω) = −
11

12
+ O(ω), (Nf = 0) , (13)

In contrast the singular part ᾱs/ω is accounted for by the iteration of the BFKL equation
itself.

To be precise, one has

Ku
ω(k, k′) $

ᾱs(k2)

k2
exp

∫ t

t′
d(log κ2) A1(ω)ᾱs(κ

2) =
ᾱs(k2)

k2

(
1 − bᾱs(k

2) log
k2

k′2

)−
A1(ω)

b

,

(14)
where t = log k2/Λ2

QCD, indeed showing single logarithmic scaling violations. A similar

reasoning, yields the collinear behavior of Kl
ω from Eq. (9b) with the opposite strong ordering

behavior k′ # k, which is relevant in the regime k0 # k.
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variables the scalar products of type ν = 2kµkµ
0 , which have |k||k0| as threshold, so that

|k||k0|/ν is a good Mellin variable. Correspondingly, the energy dependence of the Green’s
function and of the impact factors is defined by (k ≡ |k|, k0 ≡ |k0|)

G(ν,k,k0) =

∫
dω

2πi

(
ν

kk0

)ω

Gω(k,k0) (4)

≡
1

kk0
G(Y ; t, t0) ,

(
Y ≡ log

ν

kk0
, t ≡ log

k2

Λ2

)

and

h(ν, Q,k) =

∫
dω

2πi

(
ν

Qk

)ω

hω(Q,k) . (5)

In this paper, we are mostly interested in the properties of the two-scale Green’s function
and of its high-energy exponents. It was pointed out in [11] that, in the improved approach
with running coupling, the high energy limits of the Green’s function and of the collinear
splitting functions are regulated by different indices, which both originate from the frozen
coupling hard Pomeron exponent. We shall define the index ωs(t) by (cfr. Sec. 4.4)

G(Y ; t, t0) "
1√

2πᾱsχ′′Y
exp[ωs(

t + t0
2

)Y + diffusion corrections] , ᾱs ≡ αs
Nc

π
(6)

in the limit ωs(t)Y $ 1 and t " t0 $ 1, and the index ωc(t) by

xP (ᾱs(k
2), x)

x→0−→ x−ωc(t)p(ᾱs) , (7)

where P (ᾱs(k2), x) is the resummed gluon-gluon splitting function (Sec. 5). The exponent
ωs in Eq. (6) used to be defined as the location of the anomalous dimension singularity in the
saddle point approximation. It is now understood [11], see also [13], that this singularity is
actually an artefact of the saddle point approximation, and that the true anomalous dimension
singularity, located at ω = ωc(t), causes the power behavior of the effective splitting function.
This result has then been confirmed in the alternative resummation procedures of [36,37,13].

Even the definition in Eq. (6) is not free of ambiguities, due to the occurrence of diffusion
corrections to the exponent [24,25,8,26] which rapidly increase with Y , and to the contamina-
tion of the non-perturbative Pomeron, which dominates above some critical rapidity [22,23].

In the following, both regimes t " t0 and t $ t0 will be discussed in detail in the RG-
improved approach, by emphasizing our perturbative predictions and their range of validity.

2.2 Scale changing transformations

Let us note that the symmetrical scale choice ν0 = kk0 performed in Eq. (4) is not the only
possible one, and is physically justified only in the case k ∼ k0. This configuration occurs for
example in the process of γ∗γ∗ scattering at high energy with comparable virtualities of both
photons [20], forward jet/π0 production in DIS [38] or production of 2 hard jets at hadron
colliders [19]. However, in the typical deep inelastic situation, when one of the scales is much
larger, k $ k0 (k0 $ k) the correct Bjorken variable is rather k2/s (k2

0/s). In order to switch
to this asymmetric case one should perform a similarity transformation on the gluon Green’s
function of the form

Gω →
(

k>

k<

)ω

Gω , (8)
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Shift of poles

BFKL kernel eigenvalue [4, 5] which has the following form

χ1(γ) = −
b

2
[χ2

0(γ) + χ′
0(γ)] −

1

4
χ′′

0(γ) −
1

4

(
π

sinπγ

)2 cos πγ

3(1 − 2γ)

(
11 +

γ(1 − γ)

(1 + 2γ)(3 − 2γ)

)

+

(
67

36
−
π2

12

)
χ0(γ) +

3

2
ζ(3) +

π3

4 sin πγ

−
∞∑

n=0

(−1)n
[
ψ(n + 1 + γ) − ψ(1)

(n + γ)2
+
ψ(n + 2 − γ) − ψ(1)

(n + 1 − γ)2

]
. (19)

It turns out that the collinear approximation (18) above reproduces the exact eigenvalue
(19) up to 7% [11,35] accuracy when γ ∈]0, 1[. This suggests that the collinear terms are the
dominant contributions in the NLL kernel.

In the following, we shall normally incorporate the shift of γ-poles in the form

χω
n(γ) = χω

nL(γ + ω
2 ) + χω

nR(1 − γ + ω
2 ) , (20)

where χω
nL (χω

nR) have only γ → −ω
2 (γ → 1+ ω

2 ) singularities of the type in Eq. (16). In this
way the collinear singularities are single logarithmic in both limits k $ k0 and k0 $ k, and
the energy scale dependent terms are automatically resummed. The modified leading-order
eigenvalue that we adopt has the following structure (compare (17)):

χω
0 = 2ψ(1) − ψ(γ + ω

2 ) − ψ(1 − γ + ω
2 ) , (21)

in the case of symmetric choice of energy scale ν0 = kk0. This form of the kernel was
considered previously in [39, 40]. It is obtained from the leading order BFKL kernel by
imposing the so-called kinematical (or consistency) constraint [41, 42, 43] which limits the
virtualities of the transverse momenta of the gluons in the real emission part of the kernel. The
origin of this constraint is the requirement that in the multi-Regge kinematics the virtualities
of the exchanged gluons be dominated by their transverse parts. The NLL contribution of
the resummed kernel, χω

1 was then [11] constructed by the requirement that the collinear
limit in Eq. (17) should be correctly reproduced, and the exact form of the NL kernel (19)
should be obtained also.

The final NLL eigenvalue function proposed in [10,11] reads

χω
1 (γ) = χ1(γ) +

1

2
χ0(γ)

π2

sin2 πγ

−A1(0)ψ
′(γ) − [A1(0) − b]ψ′(1 − γ)

+A1(ω)ψ′(γ + ω
2 ) + [A1(ω) − b]ψ′(1 − γ + ω

2 )

−
π2

6
[χ0(γ) − χω

0 (γ)] . (22)

The first line is the original NLL term χ1(γ) with the subtraction of the cubic poles which
come from the changes of the energy scale and which are resummed by the leading order
ω-dependent kernel (21). The second and third lines contain shifted collinear double poles,
and finally the last line contains the shifted single poles which additionally appear as an
artefact of the resummation procedure.
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BFKL kernel eigenvalue [4, 5] which has the following form

χ1(γ) = −
b

2
[χ2

0(γ) + χ′
0(γ)] −

1

4
χ′′

0(γ) −
1

4

(
π

sinπγ

)2 cos πγ

3(1 − 2γ)

(
11 +

γ(1 − γ)

(1 + 2γ)(3 − 2γ)

)

+

(
67

36
−
π2

12

)
χ0(γ) +

3

2
ζ(3) +

π3

4 sin πγ

−
∞∑

n=0

(−1)n
[
ψ(n + 1 + γ) − ψ(1)

(n + γ)2
+
ψ(n + 2 − γ) − ψ(1)

(n + 1 − γ)2

]
. (19)

It turns out that the collinear approximation (18) above reproduces the exact eigenvalue
(19) up to 7% [11,35] accuracy when γ ∈]0, 1[. This suggests that the collinear terms are the
dominant contributions in the NLL kernel.

In the following, we shall normally incorporate the shift of γ-poles in the form

χω
n(γ) = χω

nL(γ + ω
2 ) + χω

nR(1 − γ + ω
2 ) , (20)

where χω
nL (χω

nR) have only γ → −ω
2 (γ → 1+ ω

2 ) singularities of the type in Eq. (16). In this
way the collinear singularities are single logarithmic in both limits k $ k0 and k0 $ k, and
the energy scale dependent terms are automatically resummed. The modified leading-order
eigenvalue that we adopt has the following structure (compare (17)):

χω
0 = 2ψ(1) − ψ(γ + ω

2 ) − ψ(1 − γ + ω
2 ) , (21)

in the case of symmetric choice of energy scale ν0 = kk0. This form of the kernel was
considered previously in [39, 40]. It is obtained from the leading order BFKL kernel by
imposing the so-called kinematical (or consistency) constraint [41, 42, 43] which limits the
virtualities of the transverse momenta of the gluons in the real emission part of the kernel. The
origin of this constraint is the requirement that in the multi-Regge kinematics the virtualities
of the exchanged gluons be dominated by their transverse parts. The NLL contribution of
the resummed kernel, χω

1 was then [11] constructed by the requirement that the collinear
limit in Eq. (17) should be correctly reproduced, and the exact form of the NL kernel (19)
should be obtained also.

The final NLL eigenvalue function proposed in [10,11] reads

χω
1 (γ) = χ1(γ) +

1

2
χ0(γ)

π2

sin2 πγ

−A1(0)ψ
′(γ) − [A1(0) − b]ψ′(1 − γ)

+A1(ω)ψ′(γ + ω
2 ) + [A1(ω) − b]ψ′(1 − γ + ω

2 )

−
π2

6
[χ0(γ) − χω

0 (γ)] . (22)

The first line is the original NLL term χ1(γ) with the subtraction of the cubic poles which
come from the changes of the energy scale and which are resummed by the leading order
ω-dependent kernel (21). The second and third lines contain shifted collinear double poles,
and finally the last line contains the shifted single poles which additionally appear as an
artefact of the resummation procedure.
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Shift of poles (symmetric case)

LL case with shifts

Shifts  are equivalent to the kinematical constraints imposed  on the transverse 
momenta in the ladder

Expansion reproduces higher order poles:

�!
0 ' �0

0 �
1

2�3
� 1

2(1� �)3
+ . . .

symmetric scale choice



Resummed kernel

In fact, the resolvent of the latter is given by

G̃ω ≡ [ω − K̃ω]−1 # (1 − ᾱsK
ω
c )−1

[
ω − ᾱsK

ω
0 (1 − ᾱsK

ω
c )−1

]−1
, (30)

and is then proportional to the Green’s function of the resummed kernel (28).
In other words, leading-log collinear singularities are equivalently incorporated by a string

of subleading kernels (as in Eq. (28)), or by a NL contribution of order ᾱsω (as in Eq. (29)) —
apart from a redefinition of the impact factors. In the realistic case with running coupling it is
straightforward to check that b-dependence only remains in the first term of the ω-expansion
(26)

χω(γ) # χω
0 + ω

(
A1

γ + ω
2

+
A1 − b

1 − γ + ω
2

)
+ . . . , (31)

whereas it cancels out in all remaining subleading terms. Therefore, in order to incorporate
the leading log collinear behavior in the form (31) we can set, for instance,

K̃ω = ᾱs(q
2)Kω

0 + ωᾱs(k
2
>)Kω

c + NLL , (32)

as an improved leading kernel. Here we assume that the scale for ᾱs in the leading BFKL part
is provided by the momentum of the emitted gluon q = k−k′, as suggested by the b-dependent

part of the NLL eigenvalue in Eq. (19), which corresponds to the kernel b 1
q2 log q2

k2

∣∣
Reg

(see [5]),

and — via ω-expansion — to the b-term in Eq. (31). A simplified version of Eq. (32) without
the NLL term and with one collinear term (for γ → 0) was used in [43] for a phenomenological
analysis of the structure functions.

Note that, if we take literally the ω-expansion (26) with the choice of NLL term (22),
then χω

1 /χω
0 would coincide with χω

c close to the collinear poles, but would be different in
detail away from them, and would actually contain spurious poles at complex values of γ due
to the zeroes of χω

0 (γ). Such poles cancel out if the full ω-expansion series (26) is summed
up, but are present at any finite truncation of the series, thus implying poor convergence of
the solution whenever γ-values close to the spurious poles become important. For this reason
in this paper we prefer to resum collinear singularities by the improved kernel (32), which
contains only collinear poles. Furthermore, the NLL term needed to complete Eq. (32) —
to be detailed in the next section — turns out to have only simple (leading) collinear poles,
because the running coupling terms have been already included in the q2-scale dependence
of the running coupling. Therefore, the full kernel has the same virtues as Eq. (26) in the
collinear limit and, lacking spurious poles, is more suitable for numerical iteration.

3 Form of the resummed kernel

3.1 Next-to-leading coefficient kernel

We have still to incorporate in our improved kernel the exact form of the NLL result [4, 5]
in the scheme of the ᾱs expansion, i.e. (32). We choose to start from the leading kernel in
Eq. (32) which incorporates both the collinear resummation and the running coupling effects
due to the choice of scale q2. The full improved kernel then has the form

K̃ω = ᾱs(q
2)Kω

0 + ωᾱs(k
2
>)Kω

c + ᾱ2
s(k

2
>)K̃ω

1 , (33)

where k> = max(k, k′), k< = min(k, k′), and K̃ω
1 is determined below.
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NLL with subtractions

All the calculations are actually done in momentum space



Resummed kernel

In fact, the resolvent of the latter is given by

G̃ω ≡ [ω − K̃ω]−1 # (1 − ᾱsK
ω
c )−1

[
ω − ᾱsK

ω
0 (1 − ᾱsK

ω
c )−1

]−1
, (30)

and is then proportional to the Green’s function of the resummed kernel (28).
In other words, leading-log collinear singularities are equivalently incorporated by a string

of subleading kernels (as in Eq. (28)), or by a NL contribution of order ᾱsω (as in Eq. (29)) —
apart from a redefinition of the impact factors. In the realistic case with running coupling it is
straightforward to check that b-dependence only remains in the first term of the ω-expansion
(26)

χω(γ) # χω
0 + ω

(
A1

γ + ω
2

+
A1 − b

1 − γ + ω
2

)
+ . . . , (31)

whereas it cancels out in all remaining subleading terms. Therefore, in order to incorporate
the leading log collinear behavior in the form (31) we can set, for instance,

K̃ω = ᾱs(q
2)Kω

0 + ωᾱs(k
2
>)Kω

c + NLL , (32)

as an improved leading kernel. Here we assume that the scale for ᾱs in the leading BFKL part
is provided by the momentum of the emitted gluon q = k−k′, as suggested by the b-dependent

part of the NLL eigenvalue in Eq. (19), which corresponds to the kernel b 1
q2 log q2

k2

∣∣
Reg

(see [5]),

and — via ω-expansion — to the b-term in Eq. (31). A simplified version of Eq. (32) without
the NLL term and with one collinear term (for γ → 0) was used in [43] for a phenomenological
analysis of the structure functions.

Note that, if we take literally the ω-expansion (26) with the choice of NLL term (22),
then χω

1 /χω
0 would coincide with χω

c close to the collinear poles, but would be different in
detail away from them, and would actually contain spurious poles at complex values of γ due
to the zeroes of χω

0 (γ). Such poles cancel out if the full ω-expansion series (26) is summed
up, but are present at any finite truncation of the series, thus implying poor convergence of
the solution whenever γ-values close to the spurious poles become important. For this reason
in this paper we prefer to resum collinear singularities by the improved kernel (32), which
contains only collinear poles. Furthermore, the NLL term needed to complete Eq. (32) —
to be detailed in the next section — turns out to have only simple (leading) collinear poles,
because the running coupling terms have been already included in the q2-scale dependence
of the running coupling. Therefore, the full kernel has the same virtues as Eq. (26) in the
collinear limit and, lacking spurious poles, is more suitable for numerical iteration.

3 Form of the resummed kernel

3.1 Next-to-leading coefficient kernel

We have still to incorporate in our improved kernel the exact form of the NLL result [4, 5]
in the scheme of the ᾱs expansion, i.e. (32). We choose to start from the leading kernel in
Eq. (32) which incorporates both the collinear resummation and the running coupling effects
due to the choice of scale q2. The full improved kernel then has the form

K̃ω = ᾱs(q
2)Kω

0 + ωᾱs(k
2
>)Kω

c + ᾱ2
s(k

2
>)K̃ω

1 , (33)

where k> = max(k, k′), k< = min(k, k′), and K̃ω
1 is determined below.
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NLL with subtractions

We recall that the Mellin transform of the collinear part Kω
c , defined by

χω
c (γ) =

A1(ω)

γ + ω
2

+
A1(ω)

1 − γ + ω
2

, (34)

leads to the expression

Kω
c (k, k′) =

A1(ω)

k2
>

(
k<

k>

)ω

. (35)

One can match the above prescription to the standard kernel at NLL order by expanding in
ω and in bᾱs to first order

K̃ω " ᾱs(k
2)(K0

0 + ωK1
0 + ωK0

c ) + ᾱ2
s(K̃

0
1 + Krun

0 ), (36)

where we have defined

K0
c ≡ Kω=0

c , K0
j ≡ Kω=0

j , K1
j ≡

∂Kω
j

∂ω

∣∣∣∣
ω=0

, χrun
0 (γ) = −

b

2
(χ′

0 + χ2
0) , (37)

by noting that the running coupling term has the form [see Eqs. (88,89) and App. A]

Krun
0 (k, k′) = −b

[
log

q2

k2 K0(k,k′)

]

Reg

. (38)

By replacing the expression (36) into Eq. (1) we obtain the relationship with the customary
BFKL Green’s function

[ω − K̃ω]−1 =
(
1 − ᾱs(K

1
0 + K0

c )
)−1 [

ω − ᾱs
(
K0 + ᾱsK1 + O(ᾱ2

s)
)]−1

, (39)

where K0 and K1 are LL and NLL ω-independent kernels. The two expressions will match
provided we identify

K0 = K0
0

K̃0
1 = K1 − K0

0 (K1
0 + K0

c ) − Krun
0 , (40)

and we properly redefine the (so far unspecified) impact factors (see Sec. 6). Thus the term
K̃0

1 in (40) corresponds to the customary NLL expression (19) with subtractions.
In γ-space the subtracted NLL eigenvalue function which corresponds to the K̃ω

1 has the
following form:

χ̃1(γ) = χ1(γ) − χ0
0(γ)[χ1

0(γ) + χ0
c(γ)] − χrun

0 (γ)

= χ1(γ) +
1

2
χ0(γ)

π2

sin2(πγ)
− χ0(γ)

A1(0)

γ(1 − γ)
+

b

2
(χ′

0 + χ2
0) . (41)

The subtractions cancel the triple poles (due to change of energy scales) and the double poles
(from the non-singular part of the anomalous dimension). Therefore the resulting kernel χ̃1

contains at most single poles at γ = 0, 1. Eq. (32) together with the eigenvalues (21), (34)
and (41) gives a complete prescription for the resummed model. This new formulation is
identical to the previous ω-expansion [10, 11] near the collinear poles. It has the advantage
that it can be easily transformed into the (x, k2) space (it is free of ratios in γ-space, such as
χ1/χ0) and avoids the spurious poles that were present in (26).
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BFKL kernel eigenvalue [4, 5] which has the following form

χ1(γ) = −
b

2
[χ2

0(γ) + χ′
0(γ)] −

1

4
χ′′

0(γ) −
1

4

(
π

sinπγ

)2 cos πγ

3(1 − 2γ)

(
11 +

γ(1 − γ)

(1 + 2γ)(3 − 2γ)

)

+

(
67

36
−
π2

12

)
χ0(γ) +

3

2
ζ(3) +

π3

4 sin πγ

−
∞∑

n=0

(−1)n
[
ψ(n + 1 + γ) − ψ(1)

(n + γ)2
+
ψ(n + 2 − γ) − ψ(1)

(n + 1 − γ)2

]
. (19)

It turns out that the collinear approximation (18) above reproduces the exact eigenvalue
(19) up to 7% [11,35] accuracy when γ ∈]0, 1[. This suggests that the collinear terms are the
dominant contributions in the NLL kernel.

In the following, we shall normally incorporate the shift of γ-poles in the form

χω
n(γ) = χω

nL(γ + ω
2 ) + χω

nR(1 − γ + ω
2 ) , (20)

where χω
nL (χω

nR) have only γ → −ω
2 (γ → 1+ ω

2 ) singularities of the type in Eq. (16). In this
way the collinear singularities are single logarithmic in both limits k $ k0 and k0 $ k, and
the energy scale dependent terms are automatically resummed. The modified leading-order
eigenvalue that we adopt has the following structure (compare (17)):

χω
0 = 2ψ(1) − ψ(γ + ω

2 ) − ψ(1 − γ + ω
2 ) , (21)

in the case of symmetric choice of energy scale ν0 = kk0. This form of the kernel was
considered previously in [39, 40]. It is obtained from the leading order BFKL kernel by
imposing the so-called kinematical (or consistency) constraint [41, 42, 43] which limits the
virtualities of the transverse momenta of the gluons in the real emission part of the kernel. The
origin of this constraint is the requirement that in the multi-Regge kinematics the virtualities
of the exchanged gluons be dominated by their transverse parts. The NLL contribution of
the resummed kernel, χω

1 was then [11] constructed by the requirement that the collinear
limit in Eq. (17) should be correctly reproduced, and the exact form of the NL kernel (19)
should be obtained also.

The final NLL eigenvalue function proposed in [10,11] reads

χω
1 (γ) = χ1(γ) +

1

2
χ0(γ)

π2

sin2 πγ

−A1(0)ψ
′(γ) − [A1(0) − b]ψ′(1 − γ)

+A1(ω)ψ′(γ + ω
2 ) + [A1(ω) − b]ψ′(1 − γ + ω

2 )

−
π2

6
[χ0(γ) − χω

0 (γ)] . (22)

The first line is the original NLL term χ1(γ) with the subtraction of the cubic poles which
come from the changes of the energy scale and which are resummed by the leading order
ω-dependent kernel (21). The second and third lines contain shifted collinear double poles,
and finally the last line contains the shifted single poles which additionally appear as an
artefact of the resummation procedure.
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We recall that the Mellin transform of the collinear part Kω
c , defined by

χω
c (γ) =

A1(ω)

γ + ω
2

+
A1(ω)

1 − γ + ω
2

, (34)

leads to the expression

Kω
c (k, k′) =

A1(ω)

k2
>

(
k<

k>

)ω

. (35)

One can match the above prescription to the standard kernel at NLL order by expanding in
ω and in bᾱs to first order

K̃ω " ᾱs(k
2)(K0

0 + ωK1
0 + ωK0

c ) + ᾱ2
s(K̃

0
1 + Krun

0 ), (36)

where we have defined

K0
c ≡ Kω=0

c , K0
j ≡ Kω=0

j , K1
j ≡

∂Kω
j

∂ω

∣∣∣∣
ω=0

, χrun
0 (γ) = −

b

2
(χ′

0 + χ2
0) , (37)

by noting that the running coupling term has the form [see Eqs. (88,89) and App. A]

Krun
0 (k, k′) = −b

[
log

q2

k2 K0(k,k′)

]

Reg

. (38)

By replacing the expression (36) into Eq. (1) we obtain the relationship with the customary
BFKL Green’s function

[ω − K̃ω]−1 =
(
1 − ᾱs(K

1
0 + K0

c )
)−1 [

ω − ᾱs
(
K0 + ᾱsK1 + O(ᾱ2

s)
)]−1

, (39)

where K0 and K1 are LL and NLL ω-independent kernels. The two expressions will match
provided we identify

K0 = K0
0

K̃0
1 = K1 − K0

0 (K1
0 + K0

c ) − Krun
0 , (40)

and we properly redefine the (so far unspecified) impact factors (see Sec. 6). Thus the term
K̃0

1 in (40) corresponds to the customary NLL expression (19) with subtractions.
In γ-space the subtracted NLL eigenvalue function which corresponds to the K̃ω

1 has the
following form:

χ̃1(γ) = χ1(γ) − χ0
0(γ)[χ1

0(γ) + χ0
c(γ)] − χrun

0 (γ)

= χ1(γ) +
1

2
χ0(γ)

π2

sin2(πγ)
− χ0(γ)

A1(0)

γ(1 − γ)
+

b

2
(χ′

0 + χ2
0) . (41)

The subtractions cancel the triple poles (due to change of energy scales) and the double poles
(from the non-singular part of the anomalous dimension). Therefore the resulting kernel χ̃1

contains at most single poles at γ = 0, 1. Eq. (32) together with the eigenvalues (21), (34)
and (41) gives a complete prescription for the resummed model. This new formulation is
identical to the previous ω-expansion [10, 11] near the collinear poles. It has the advantage
that it can be easily transformed into the (x, k2) space (it is free of ratios in γ-space, such as
χ1/χ0) and avoids the spurious poles that were present in (26).
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Additional subtraction needed to satisfy the momentum sum rule.

All the calculations are actually done in momentum space
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Figure 2: ᾱsχeff(γ, ᾱs) as a function of γ in different schemes for different values of αs:
αs = 0.1 (dash-dotted line), αs = 0.2 (solid line), αs = 0.3 (dashed line). The calculation is
done in the fixed coupling case.

give quite similar answers. The value of the second derivative will influence the diffusion
corrections to the hard Pomeron, as we shall see in Sec. 4.4, and also the transition of the
solution to the non-perturbative regime.

4.2 Numerical methods for solution

In this section we are going to investigate in detail the shape of the solutions to the integral
equation4 with the resummed kernel given in sections 3.2 and 3.3. To this aim we solve
numerically the following integral equation5

G(Y ; k, k0) = G(0)(k, k0)Θ(Y ) +

∫ Y

0
dy

∫ kmax

kmin

dk′2 K(Y − y; k, k′)G(y; k′, k0) (70)

4An interesting iterative method of solution to the NLL BFKL equation has been recently proposed [45].
By using this method it is possible to solve the equation directly in (x, k) space and keep the full angular
dependence.

5Here we change slightly the notation in the first argument of K, writing log 1
z

= Y − y instead of z.
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4 Characteristic features of the resummed Green’s function

We shall first investigate the features of the two-scale Green’s function2 G(Y ; k2, k2
0) based on

the form of the resummed kernel just proposed. In the perturbative regime k2, k2
0 ! Λ2

QCD

with ωs(k2)Y large we have both perturbative contributions, leading to the hard Pomeron
exponent, and non-perturbative ones, due to the asymptotic Pomeron, which is sensitive
to the strong coupling region. It was noticed in [21, 22] that the hard Pomeron dominates
for energies below a certain threshold ᾱs(k2)Y < 1/bωP beyond which there is a tunneling
transition to the non-perturbative regime. It has also been noticed [23], that in the formal
limit b → 0 with ᾱs(k2) fixed the Pomeron is suppressed as exp(−1/bᾱs), so that one can
define a purely perturbative Green’s functions and investigate the diffusion corrections to the
hard Pomeron exponent. In the following, we use the b-expansion up to second order, so as to
obtain the exponent ωs(t) and the additional parameters occurring in the diffusion corrections
predicted by our improved small-x equation. Furthermore, we analyze the perturbative non-
perturbative interface numerically so as to estimate, as a function of log Q2, the critical
rapidity beyond which the non-perturbative Pomeron takes over.

Since the perturbative rapidity range turns out to be considerably extended with respect
to LL expectations, we shall be able to extract numerically the full perturbative Green’s
function and among other things its high-energy exponent and diffusion corrections to it.

4.1 Frozen coupling features

Let us first consider the features of G(Y ; t1, t2) in the limit of frozen coupling ᾱs = ᾱs(k2
0),

i.e. b = 0. In such a case the kernel Kω becomes scale invariant, but the solution to Eq. (3)
is still non-trivial, due to the ω-dependence which complicates the Y -evolution, it no longer
being purely diffusive. In fact, the characteristic function becomes

ᾱsχω(γ, ᾱs) = ᾱs(χ
ω
0 + ωχω

c ) + ᾱ2
sχ̃

ω
1 , (65)

and the important ω values, corresponding to the pole of the resolvent, are defined by

ω = ᾱsχω(γ, ᾱs) , (66)

whose solution at fixed γ we denote by

ω = ᾱsχ
(0)
eff (γ, ᾱs) , (67)

the superscript (0) referring to the b = 0 limit. The effective characteristic function (67)
so defined has the interpretation of a BFKL-type eigenvalue reproducing the pole (66). As
such, it can be compared, at least for frozen coupling, to the analogous quantity defined in the
“duality” approach of Ref. [12]. It provides information about the hard Pomeron exponent
and the diffusion coefficient D = χ′′

m/2χm. In Fig. 1 we compare the results for the exponent
ωs as a function of αs calculated in the case of fixed coupling for schemes A,B and the original
ω-expansion method presented in [10, 11]. The critical exponent is obtained by evaluating
the effective kernel eigenvalue at the minimum

ω(0)
s = ᾱsχ

(0)
eff (γm, ᾱs) . (68)

2In Secs. 4 and 5 we remove for simplicity the ˜ symbols used before to denote RGI quantities in our
present scheme.
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Matrix BFKL+DGLAP, G. Salam (p. 8)

Merging BFKL & DGLAP Green fn. from improved kernel
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Splitting function
• Deconvolution of the integral equation.

• Calculate the integrated density:

• Solve numerically for the splitting function:

xg(x,Q2) =
� Q2

dk2
T G(s0=k2

T )(x; kT , k0T )

dg(x,Q2)
d log Q2

=
�

dz

z
Pe�(z, Q2) g(

x

z
, Q2)

At large values of          the results should be independent of the 
regularization of the coupling and the choice of        .

Q2

k0

Factorization in        of the non-perturbative 
and perturbative contributions.

Q2



Splitting functionHigher-order corrections at small x (29/46)
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Resummed splitting function
Higher-order corrections at small x (33/46)
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Figure 1. The resummed and matched splitting functions at LO+LL (dashed green) and NLO+NLL (solid purple) accuracy:
Pgg (upper left), Pgq (upper right), Pqg (lower left) and Pqq (lower right). The fixed-order results at LO (dashed) NLO (solid)
and NNLO (dot-dot-dashed) are also shown (in black). The NLO+NLL result also includes an uncertainty band, as described
in the text. The plots are for –s = 0.2 and nf = 4 in the Q0MS scheme.

We circumvent the above di�culties by computing
“

(N)LO+(N)LL
+ (N, –s) only along the contour for Mellin in-

version, which we parametrize, in the upper plane ImN >

0 (in the lower plane we use the complex conjugate path),
as N = c + t exp i3fi

2 , where t œ [0, Œ) is the integration
variable and c ≥ 1 is a parameter whose value is adjusted
for each value of –s to give optimal convergence proper-
ties for the Mellin inversion. For t = 0, N = c is real,
and we can therefore use robust bracketing root-finiding
algorithms which are guaranteed to converge. As we move
from N = c into the complex plane (t > 0), we resort
to the secant method, whose reliability entirely depends
on our ability to provide an accurate guess of the root
to be found. Our strategy here consists in proceeding by
small steps in t, using for initial guess at each step the
value of the function at the previous step. If the step is
fine enough and the function su�ciently well behaved, this
method works well and also avoids jumps across di�erent
branches. Very rarely, when this method fails, we can also

use a slower but more stable minimum-finding algorithm,
by turning the problem of finding a zero of a function into
the one of finding the minimum of the absolute value of
the function itself. As a consistency check, we verify that
at large |N | (large t) the resummed expression becomes
asymptotically close to the known fixed-order result.

Using this strategy, we construct tables of values of
∆“

(N)LL
+ (N, –s) along the contour for a grid in –s, one

grid for each value of nf = 3, 4, 5, 6. The tables also con-
tain information about the leading singularities of “+,
namely the position of the leading poles and value of their
residues. We keep the code which produces the tables pri-
vate, and use the tables as primary ingredients for the
public code presented in this work.

The public code HELL reads the provided tables as in-
put files, and performs the remaining steps for the resum-
mation. In particular, it constructs the resummed quark
anomalous dimension ∆“

NLL
qg (N, –s) according to the pro-

cedure described in Sect. 2.2, along the Mellin inversion

The same feature visible in other schemes of resummation
Bonvini,Marzani,Peraro based on Altarelli,Ball,Forte scheme
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Higher-order corrections at small x (35/46)
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Higher-order corrections at small x (35/46)
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Higher-order corrections at small x (35/46)
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Higher-order corrections at small x (35/46)
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Higher-order corrections at small x (35/46)
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Higher-order corrections at small x (35/46)

Splitting functions
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Reorganise perturbative series
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Higher-order corrections at small x (35/46)

Splitting functions

Dip
Reorganise perturbative series
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Higher-order corrections at small x (35/46)

Splitting functions
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Reorganise perturbative series
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Higher-order corrections at small x (35/46)

Splitting functions

Dip
Reorganise perturbative series
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In general: dip comes from the interplay 
between  NNLO and the resummation.



Summary and outlook
• Resummation schemes at low x based on collinear improvements: 

kinematical effects, matching to DGLAP

• Stability of the results demonstrated for scale changes and model 
changes.

• Characteristic features: reduced Pomeron intercept and small x 
growth delayed by several units of rapidity. Dip of the splitting 
function and dip in the Green’s function. 

• Impact on saturation: lowering the saturation scale.

• EIC :  kinematic range where strong preasymptotic effects present. 
Still, increased luminosity and possibility of FL measurement can help.

• Need NLO impact factors, and possibly resummation thereof to 
increase accuracy of theoretical predictions. 



Backup



Where the dip comes from?
Higher-order corrections at small x (34/46)

Splitting functions

Dip
Phenomenology: dip dominates Pgg

! Rapid rise in Pgg is not for
today’s energies!

! Main feature is a dip at x ∼ 10−3

Questions:

! Various ‘dips’ have been seen
Thorne ’99, ’01 (running αs, NLLx)

ABF ’99–’03 (fits, running αs)

CCSS ’01,’03 (running αs, NLLB)

Is it always the same dip?

! Is the dip a rigorous prediction?

! What is its origin?
Running αs, mom. sum rule. . . ?

NNLO DGLAP gives a clue. . .

−1.54 ᾱ3
s ln 1

x

z P
gg

(z
)

z

ω-expansion (1999)
NLLB (2003)

LO DGLAP

NNLO DGLAP
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Q = 4.5 GeV
α−s(Q

2) = 0.215

1/4 < µ2/Q2 < 4

�1.54↵̄

3
s ln 1/x

Initial decrease seems to be consistent 
with the small x NNLO term.



Resummed kernel in x,kT

Note that the choice of scale in ᾱs in the first term in Eq. (33) is determined by the form
of the NLL part. Any change of scale in this term would correspond to the change of NLL
terms proportional to b. The scale for the collinear parts is chosen to match the standard
DGLAP formulation whereas in the NLL part is purely conventional, and its change would
be of the NNLL order. In the following, in order to study the dependence on renormalisation
scale uncertainties, we introduce the quantity xµ and generalize eq. (33) as follows

Kω =
(
ᾱs(x

2
µq2) + bᾱ2

s log x2
µ

)
Kω

0 + ω
(
ᾱs(x

2
µk2

>) + bᾱ2
s log x2

µ

)
Kω

c + ᾱ2
s(x

2
µk2

>)K̃ω
1 . (42)

3.2 Form of the kernel in (x, k2) space

We define the resummed kernel in (x, k2) space as the (integrated) inverse Mellin transform
of K̃ω:

K̃(z; k, k′) ≡
∫

dω

2πi
z−ω 1

ω
K̃ω(k, k′) (43)

where the real variable z can assume values between x and 1.
The subtractions of (41) are translated into (x, k2) space to give

1

2
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π2

sin2(πγ)
→

1

4|k2 − k′2|

[
log2 k′2

k2
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<
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2
[χ2

0(γ) + χ′
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q2
log
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k2
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Reg

, (44)

where the dilogarithm function is defined to be

Li2(w) := −
∫ w

0

dt

t
log(1 − t) , Li2(1) =

π2

6
. (45)

In (x, k2) space the symmetric shift is translated into the symmetric kinematical constraint
which has to be imposed onto the real emission part of the BFKL and also into the collinear
non-singular DGLAP terms:

kz < k′ <
k

z
(46)

(in the following we denote the imposition of the kinematical constraint onto the appropriate
parts of the kernel by the superscript (kc), i.e. Kkc

0 (k, k′)).
The final resummed kernel K̃(z; k, k′) is the sum of three contributions:

∫ 1

x
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=
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(47)
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The different terms are as follows:
• LO BFKL with running coupling and consistency constraint (q = k − k′)
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• non-singular DGLAP terms with consistency constraint
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• NLL part of the BFKL with subtractions included
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The non-singular splitting function in the DGLAP terms is defined as follows:

P̃gg = Pgg −
1

z
, (51)

where we take

Pgg =
1 − z

z
+ z(1 − z) +

z

(1 − z)+
+

11

12
δ(1 − z) , (52)

(we only consider purely gluonic channel, nf = 0). Also we note that the argument of the
splitting function P̃ has to be shifted in (49) in order to reproduce the correct collinear limit
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The different terms are as follows:
• LO BFKL with running coupling and consistency constraint (q = k − k′)
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• NLL part of the BFKL with subtractions included
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The non-singular splitting function in the DGLAP terms is defined as follows:
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1
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, (51)
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(we only consider purely gluonic channel, nf = 0). Also we note that the argument of the
splitting function P̃ has to be shifted in (49) in order to reproduce the correct collinear limit
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LL BFKL with consistency constraint

non-singular DGLAP with consistency constraint



Resummed kernel in x,kT

The different terms are as follows:
• LO BFKL with running coupling and consistency constraint (q = k − k′)
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• non-singular DGLAP terms with consistency constraint
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• NLL part of the BFKL with subtractions included
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The non-singular splitting function in the DGLAP terms is defined as follows:
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, (51)

where we take
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(we only consider purely gluonic channel, nf = 0). Also we note that the argument of the
splitting function P̃ has to be shifted in (49) in order to reproduce the correct collinear limit
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NLL BFKL with subtractions



Gluon Green’s functionMatrix BFKL+DGLAP, G. Salam (p. 17)

Two channels

Numerical results
Green function

2π
 k

02  G
ig

(Y
, k

, k
0)

   
[k

=
 1

.2
 k

0]

Y = ln s/(k k0)

0.5 < xµ < 2

αs = 0.15

NLx-NLO

NLx-NLO+

scheme B
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 1

 10

 0  5  10  15  20

i=g

i=q

Green function for gluon is
very similar to 2003 results.

Scale uncertainties (band)

under control

Additionally generate quark

component, with same
power-growth, but sup-
pressed by ∼ αs.

Scale uncertainties larger

— radiative generation

NNLO part of NLx scheme
terms (NLO+) have little im-
pact.

• Resummation identical to 
the single channel case in gg 
part.

• qg channel suppressed by 
factor of the coupling. 
Quarks are generated 
radiatively therefore growth 
in Y follows gg channel.

• Small difference between 
two resummation 
schemes:NLx-NLO and 
NLx-NLO. +



Momentum sum rule

NLx-NLO NLx-NLO+

αs Q [GeV]
∑

j Γjq(1)
∑

j Γjg(1)
∑

j Γjq(1)
∑

j Γjg(1)

0.20 6 0.0079 -0.0059 0.0074 -0.0055
0.15 20 0.0021 -0.0015 0.0018 -0.0012
0.10 220 0.00012 -0.00003 0.00006 0.00002

Table 2: Momentum sum-rule violation in the NLx-NLO and NLx-NLO+ models for three
values of αs. The numerical uncertainty is roughly ±1 on the last digit of each result.

Nevertheless, one sees that the MSR violation vanishes very rapidly as αs decrease, suggesting
that a significant component of it is non-perturbative in origin. This conclusion is borne out
by studies which show that the amount of MSR violation depends somewhat also on µ0, the
infrared cutoff scale for the coupling.

7 Discussion

We have proposed here a matrix evolution equation for the flavour singlet, unintegrated quark
and gluon densities, which generalizes the DGLAP and BFKL equations in the relevant limits.

The matrix approach (secs. 2 and 3) is supposed to unify collinear and high-energy factor-
izations in both partonic channels, and is not necessarily guaranteed to actually work, because
of the various crossed consequences that the above factorizations have: consider, for instance,
the anomalous dimension resummation formulae arising from k-factorization [5, 8] and the
γ ↔ 1 + ω − γ symmetry of the BFKL kernel [9, 10] arising from collinear factorization. It
is therefore a nontrivial result of this paper that our resummed splitting functions do satisfy
collinear factorization in matrix form, as shown in secs. 4 and 6. In this respect, our approach
defines, by the matrix evolution, some unintegrated densities that are appropriate both in the
collinear and in the small-x limits. It would be interesting to explore the relationship of such
explicit construction with alternative studies [22, 24].

Furthermore, we want to incorporate exact low-order anomalous dimensions in our matrix
kernel, say in the MS scheme. We find, in this context, a new kind of consistency relations on
the kernels, due to a possible clash of exact low-order expressions with a novel NLx resummation
formula for Γgq, arising in the matrix evolution (sec. 4). We prove such relations to be satisfied
by our construction in the MS scheme at NLO, but marginally violated by nf/N2

c -suppressed
terms at NNLO. We are thus able to complete our construction with exact NLO anomalous
dimensions and NLx kernel, and we postpone the analysis of the NNLO accuracy, which is
however nearly incorporated (in the NLx approximation) in our NLO+ version.

The frozen-αs features of our matrix model are characterized by the previously mentioned
resummation formulae of sec. 4, and by the hard Pomeron exponent and effective eigenvalue
functions of sec. 5. One should notice the basic continuity of our matrix approach with the
single-channel case in the nf = 0 limit, and the corresponding agreement of the leading effective
eigenvalue function with the ABF approach. Additionally, we provide here the subleading
effective eigenvalue at nf = 4, corresponding to the γ− eigenvalue of the anomalous dimension.

We are finally able to provide the whole matrix of resummed splitting functions in sec. 6.
Roughly speaking, the outcome shows that resummation effects are small in the Pqa entries up
to x-values as small as 10−4, while the shallow dip is the main qualitative feature of both Pga

entries, with resummation effects starting below x # 10−3.

28

Momentum sum rule satisfied to very good accuracy.
 Residual Q dependence (higher twist, non-perturbative 

regularization?)
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Figure 1: The xPgg(x) splitting function. The resummed (NLLB) curve corresponds to scheme
B of [23].

where ᾱs = αsNc/π. A number of the lower order terms in the series are absent, A21 = A32 =
A54 = 0, while

A10 = 1 , A43 =
ζ(3)

3
, A65 =

ζ(5)

60
, . . . (2)

Since these and all further terms are positive, the LLx splitting function grows monotonically
as x decreases. The NLLx terms can be written as

An,n−2 ᾱn
s logn−2 1

x
, (n ≥ 2) , (3)

where the first few coefficients are [13,14]

A20 = −
nf

6Nc

(

5

3
+

13

6N2
c

)

, (4a)

A31 = −
395

108
+

ζ(3)

2
+

11π2

72
−

nf

4N3
c

(

71

27
−

π2

9

)

# −1.548 − 0.014nf , (4b)

A42 = −4.054 − 6.010 b − 0.030nf = −9.563 + 0.303nf , . . . (4c)

and b = 11
12 − nf

6Nc
is the first beta-function coefficient. These coefficients are given in the

Q0 scheme [31] and for renormalisation scale µ = Q. They come from a simple expansion
of the NLLx kernel eigenvalue, and — notably A31 and A42 — can be traced back to early
calculations of NLLx gluon vertices [15] and of the qq̄ cluster [16, 17]. They include — in
particular A42 — the running coupling effects, which are part of the NLLx corrections. In
the MS scheme only the nf parts of A20 and A31 will differ, while from A42 onward the nf

independent part will differ as well. Because of the zeroes in the LL coefficients, A31 and A42

are independent of the choice of µ.
The resummation hierarchy as written above in terms of LLx and NLLx terms is intended

to be applied when αs log 1/x is of order 1, while αs $ 1 and log 1/x % 1. Let us however
examine an intermediate small-x limit in which log 1/x % 1 but αs log 1/x $ 1 (the precise
region will be better specified shortly).

3

The onset of small x rise delayed to x<0.0001.
Characteristic dip at around x=0.001.

Universal feature of the resummed approaches.
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Matrix BFKL+DGLAP, G. Salam (p. 10)

Merging BFKL & DGLAP One channel Pgg : ABF v. CCSS

Altarelli, Ball & Forte
have also calculated ef-
fective Pgg :

! similar physical
ingredients

! completely different
‘implementation’

Main features similar
between CCSS & ABF.

In particular splitting-fn
has dip at x ∼ 10−3.


