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open	s	shell	
(l=1)

open	p-shell	
(l=2)

open	d-shell	
	(l=3)

open	f	shell	
(l=4)

Kasen+13:	Sn	II,	Ce	II-III,	Nd	I-IV,	Os	II

Fontes+17:	Ce	I-IV,	Nd	I-IV,	Sm	I-IV,	U	I-IV

MT+17:	Se	I-III,	Ru	I-III,	Te	I-III,	Nd	I-III,	Er	I-III

1st	peak

2nd	peak

3rd	peak

Wollaeger+17:	Se,	Br,	Zr,	Pd,	Te



Atomic	structure	calcula-ons

HULLAC	code	(rela-vis-c,	local	radial	poten-al,	Bar-Shalom+99)

GRASP2K	code	(rela-vis-c,	e-e	correla-on,	Jonsson+07)
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Table 1
Summary of atomic calculations

Ion Configurations Number of levels Number of lines Subset1a Subset2b

HULLAC
Se i 4s24p4, 4s24p3(4d, 4f, 5− 8l), 4s4p5, 4s4p4(4d, 4f), 3076 973,168 2,395 654

4s24p2(4d2, 4d4f, 4f2), 4s4p3(4d2, 4d4f, 4f2)
Se ii 4s24p3, 4s24p2(4d, 4f, 5− 8l), 4s4p4, 4s4p3(4d, 4f), 2181 511,911 1,978 584

4s24p(4d2, 4d4f, 4f2), 4s4p2(4d2, 4d4f, 4f2)
Se iii 4s24p2, 4s24p(4d, 4f, 5− 8l), 4s4p3, 4s4p2(4d, 4f), 922 92,132 2,286 882

4s2(4d2, 4d4f, 4f2), 4s4p(4d2, 4d4f, 4f2)
Ru i 4d75s, 4d65s6, 4d8, 4d7(5p, 5d, 6s, 6p), 1,545 250,476 49,181 20,350

4d65s(5p, 5d, 6s)
Ru ii 4d7, 4d6(5s− 5d, 6s, 6p) 818 76,592 27,976 14,073
Ru iii 4d6, 4d5(5s− 5d, 6s) 728 49,066 30,628 17,451
Te i 5s25p4, 5s25p3(4f ,5d,5f ,6s− 6f ,7s− 7d,8s), 329 14,482 410 348

5s5p5

Te ii 5s25p3, 5s25p2(4f ,5d,5f ,6s− 6f ,7s− 7d,8s), 253 9,167 705 569
5s5p4

Te iii 5s25p2, 5s25p(5d,6s− 6d,7s), 5s5p3 57 419 249 227
Nd i 4f46s2, 4f46s(5d,6p,7s), 4f45d2, 4f45d6p, 31,358 70,366,259 12,365,070 2,804,079

4f35d6s2, 4f35d2(6s, 6p), 4f35d6s6p
Nd ii 4f46s, 4f45d, 4f46p, 4f36s(5d, 6p), 6,888 3,951,882 3,682,300 1,287,145

4f35d2, 4f35d6p
Nd iii 4f4, 4f3(5d, 6s, 6p), 4f25d2, 4f25d(6s, 6p), 2252 458,161 303,021 136,248

4f26s6p
Er i 4f126s2, 4f126s(5d,6p,6d,7s,8s), 10,535 9,247,777 443,566 129,713

4f116s2(5d, 6p), 4f115d26s, 4f115d6s(6p, 7s)
Er ii 4f126s, 4f12(5d, 6p), 4f116s2, 4f116s(5d, 6p), 5,333 2,432,665 1,713,258 489,383

4f115d2, 4f115d6p
Er iii 4f12, 4f11(5d, 6s, 6p) 723 42,671 41,843 16,787
GRASP
Ba iii 913 103,446 90 (Laima, DF)
Nd ii 6,888 3,958,977 3,685,872 Layer 0

3,789,439 Layer 1
Nd iii 1,488 170,137 167,086 Layer 0

169,753 Layer 1
170,137 Layer 2
169,549 Layer 1 (Pavel)
169,996 Layer 2 (Pavel)

Er ii 5,333 2,432,666 1,850,487 Layer 0
Er iii 723 42,761 42,101 Layer 1

Note. — a Number of transitions whose lower level energy is E1 < 5, 10, 15 eV for neutral atom and singly and doubly ionized ions,
respectively.
b loggf ≥ -3

expressed by the density of the Slater-type orbital as,

ρ(r) = −4πr2qA
[
rl+1 exp (−αr/2)

]2
, (2)

where A is a normalization factor and α values represent
average radii of the Slater-type orbital. The central-
field potential for this electron charge distribution and
the nuclear charge distribution Zδ(r) seen by an exter-
nal electron is obtained from the Poisson equation with
the boundary condition, U(r)|r→∞ = (Z − q) /r. Oc-
cupancy of each Slater-type orbital is naively chosen as
the ground state configuration of the next higher charge
state. The ground state configuration for each ion is as
given in the ASD. Alternative occupancies will give dif-
ferent electron charge density distributions which result
in different central-field potentials. In some cases, such
alternative occupancies are used to improve results. For
Ru I, an alternative occupancy [Kr] 4d55s2 gives deeper
and quasi-degenerate 4d and 5s orbital energies result-
ing in a better agreement with the energy levels of the
ASD. Similarly, alternative occupancies [Xe] 4f36s and
[Cd] 5p54f12 are used for Nd II and Er III, respectively,

in the present calculations.
The α values which minimize first-order configuration

average energies of the ground state and low-lying ex-
cited states are chosen. Such α values depend on excited
state configurations added in the first-order energies to
be minimized. We choose the excited state configura-
tions by single and double substitutions of valence and
sub-valence orbitals from the ground state configuration.
The excited state configurations as well as the ground
state for each ion are indecated by bold letters in Table 1.
Getting correct energy levels by this semi-emperical op-
timization takes a less computational time with limitted
computational resources, although systematic improve-
ment of the results without a benchmark is not always
possible. Results of the energies for Nd II-III and Er II-
III are shown in Figure 2 and disscussed in the following
section.

2.2. GRASP2K

The GRASP2K package (Jönsson et al. 2013) is based
on the multiconfiguration Dirac-Hartree-Fock (MCDHF)
and relativistic configuration interaction (RCI) methods

Se	I-III	

(Z=34,	p)
Ru	I-III	

(Z=44,	d)
Te	I-III	

(Z=52,	p)
Nd	I-III	

(Z=60,	f)
Er	I-III	

(Z=68,	f)

Nd	II-III,	Er	II-III
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Figure 2. The excitation energy of the lowest energy levels for each electron configuration. Black circles show HULLAC calculations
while blue, green, and orange circles show GRASP2K calculations with different strategies. The data from NIST database are shown in
open squares for comparison.
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Figure 3. Line expansion opacities of Se, Ru, Te (left), Nd, and Er (right) calculated by using the HULLAC results. The calculations
assume ρ = 1× 10−13 g cm−3, T = 5, 000 K, and t = 1 day after the merger. The results are compared with the line expansion opacities
of Si and Fe calculated with Kurucz’s line list.

The opacities from the two atomic code agree reason-
ably well. Figure 4 shows the line expansion opacities of
Nd ii, Nd iii, Er ii, and Er iii. As expected from the
good agreement in the energy level (Figure 2), the opac-
ities from HULLAC and GRASP2K are almost indistin-
guishable for Nd ii, Nd iii and Er iii. For the Er ii ion,
GRASP2K calculations provides the better agreement in
the energy level than HULLAC calculations (Figure 2).
We find that the impact of this difference is by a factor

of about 2 in the opacity at optical and near infrared
wavelengths.
Why Er III opacity is low at near infrared??

Difference in the number of included figuration??
Finally we calculate the opacities for mixture of ele-

ments. We use the HULLAC results which cover more
elements and ionization stages. Since we have atomic
structure calculations for a small number of elements,
we assume the same bound-bound transition properties
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Table 1
Autostructure Atomic Structure Models

Ion Configurations Includeda Levels Lines χb

(eV)

Fe i 3d64s2, 3d74s, 3d64s4p, 3d74p, 3d74d, 3d74f, 3d75s, 3d75p, 3d75d, 3d64s4d 1784 326, 519 7.90
Fe ii 3d64s, 3d7, 3d64p, 3d64d, 3d64f, 3d65s, 3d65p, 3d65d, 3d54s2, 3d54s4p 1857 355, 367 16.18
Fe iii 3d6, 3d54s, 3d54p, 3d54d, 3d54f, 3d55s, 3d55p, 3d55d, 3d44s4p 2050 420, 821 30.65
Fe iv 3d5, 3d44s, 3d44p, 3d44d, 3d44f, 3d45s, 3d45p, 3d45d 1421 217, 986 54.91
Co i 3d74s2, 3d84s, 3d74s4p, 3d9, 3d84p, 3d84d, 3d85s, 3d74s4d, 3d74s5s 778 62, 587 7.88
Co ii 3d8, 3d74s, 3d64s2, 3d74p, 3d64s4p, 3d75s, 3d74d 757 58, 521 17.08
Co iii 3d7, 3d64s, 3d64p, 3d64d, 3d65s 601 34, 508 33.50
Co iv 3d6, 3d54s, 3d54p, 3d54d, 3d55s 728 48, 254 51.27
Ni i 3d84s2, 3d10, 3d84s4p, 3d94s, 3d94p, 3d94d, 3d94f, 3d95s, 3d95p, 3d96s 174 2, 776 7.64
Ni ii 3d9, 3d84s, 3d84p, 3d84d, 3d84f, 3d85s, 3d85p, 3d86s, 3d74s4p, 3d74s2 520 25, 496 16.18
Ni iii 3d8, 3d74s, 3d74p, 3d74d, 3d74f, 3d75s, 3d75p, 3d76s, 3d64s2 1644 61, 108 35.19
Ni iv 3d7, 3d64s, 3d64p, 3d64d, 3d64f, 3d65s, 3d65p, 3d66s, 3d54s4p, 3d54s2 751 258, 305 54.92
Nd i 4f46s2, 4f 35d6s2, 4f 45d6s, 4f 45d2, 4f 35d6s6p, 4f 45d6p 18104 24, 632, 513 5.52
Nd ii 4f46s, 4f 45d, 4f 46p, 4f 35d2, 4f 35d6s, 4f 35d6p, 4f 36s6p 6888 3, 873, 372 10.7
Nd iii 4f4, 4f 35d, 4f 36s, 4f 36p, 4f 25d2, 4f 25d6s, 4f 5d26s 1650 232, 715 22.14
Nd iv 4f3, 4f 25d, 4f 26s, 4f 26p 241 5780 40.4
Ce ii 4f5d2, 4f 5d6s, 4f 26s, 4f 25d, 4f 6s2, 4f 5d6p, 4f 26p, 5d3, 4f 6s6p, 4f 3 5, 637 4, 349, 351 10.8
Ce iii 4f5d, 4f 6s, 5d2, 4f 6p, 5d6s 3, 069 868, 640 20.19
Os ii 5d66s, 5d65f, 5d65g, 5d66s, 5d66p, 5d66d, 5d66f, 5d66g 3271 1, 033, 972 17.0
Sn ii 5s25p, 5s24f, 5s25d, 5s26s, 5s26p, 5s5p2, 5s5p6s, 5s5p6p 47 371 14.63

Notes.
a Electron configurations used in the auto structure calculations. Ground states (from NIST) are in bold.
b Ionization potential, taken from NIST.

Figure 2. Atomic structure model calculations of the excitation energy of the
lowest level of Nd ii electron configurations. The circles denote the results from
Autostructure obtained under various optimization approaches (described in
the text). The stars denote the experimental energies from NIST.
(A color version of this figure is available in the online journal.)

case the mean line opacity may be less sensitive to the exact
configuration ordering.

We considered a second strategy (opt2) whereby the above
optimization was first applied to only those orbitals included
in the ground configuration. These scaling parameters were
then fixed, and a second optimization was carried out varying
the parameters of all remaining orbitals. This method usually
produced the correct ground state configuration. The energies
of the excited levels were also close to but a bit higher than the
available NIST values, and overall not as good as those found
using the opt1 approach (Figure 2).

The model structure can be further refined by iteratively
adjusting the scaling parameters by hand. We attempted this
for Nd ii, guided by the trends found in the opt1 and opt2
calculations. An improved solution was found (opt3) which
reproduced the ground and first two excited level energies almost
exactly. Further iterations could presumably improve the result,
but this sort of manual alignment is time consuming, and more
of an art than science. We attempted this opt3 approach only for
Nd ii, which is the most important ion for our r-process light
curve calculations.

4. IRON GROUP OPACITIES

4.1. Comparison to Kurucz Line Data

The atomic properties of Z < 30 ions are reasonably well
known based on experiment and previous structure modeling.
In particular, R. Kurucz has generated extensive line lists,
including CD23 (∼500,000; Kurucz & Bell 1995a) and CD1
(∼42 million lines; Kurucz 1993). These lists (which are
dominated by iron group lines) have been derived from atomic
structure calculations using the Cowan code (Cowan 1981)
which have been iteratively tuned to reproduce the extensive
observed experimental level energies (Kurucz & Bell 1995b).
SN modelers have used the Kurucz data to successfully model
the optical light curves and spectra of observed (iron-rich) SNe
Ia (e.g., Kasen et al. 2009; Sim et al. 2010) which suggests
that, for the iron group, the Kurucz line data can be taken to be
reasonably accurate and complete.

To validate our ab initio Autostructure line data against
the observationally constrained data of Kurucz, we ran structure
models for the first four ionization stages of Fe, Co, and Ni, using
the electron configurations listed in Table 1. Unlike Kurucz,
we made no attempt (beyond our ab initio opt1 optimization
scheme) to tune the model, and our calculated level energies can
differ from the experimental values by factors of two or more.
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Opaci8es	from	two	codes	agree	very	well

Line	expansion	opacity	of	Nd	II T	=	5,000	K,	ρ	=	10-13	g	cm-3,	t	=	1	day
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Figure 3. Line expansion opacities of Se, Ru, Te (left), Nd, and Er (right) calculated by using the HULLAC results. The calculations
assume ρ = 1× 10−13 g cm−3, T = 5, 000 K, and t = 1 day after the merger. The results are compared with the line expansion opacities
of Fe calculated with Kurucz’s line list.
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Figure 4. Comparison of line expansion opacities between HULLAC and GRASP2K calculations. For singly ionized ions (Nd ii and
Er ii), the calculations assume ρ = 1× 10−13 g cm−3, T = 5, 000 K, and t = 1 day after the merger. For doubly ionized ions (Nd iii and
Er iii), the calculations assume the same density at the same epoch but T = 10, 000 K.

is a typical value at a few days after the merger (Barnes
et al. 2016; Rosswog et al. 2017).
We found that the opacity of Lanthanide-rich ejecta

(Ye = 0.10− 0.40) is approximated as about 10 cm2 g−1

as previously known, while that of Lanthanide-free ejecta
(Ye = 0.30) is about 0.5 cm2g−1. This is derived by the
comparison between multi-wavelength transfer simula-
tions with gray transfer simulations. As shown in Figure

6, the bolometric light curve of Lanthanide-rich ejecta
is reproduced by the simulation with a gray opacity of
κ = 10 cm2 g−1 while that of Lanthanide-free ejecta is
reproduced by κ = 0.5 cm2 g−1.
Small fraction of Lanthanide elements significantly af-

fects the opacity as discussed in Section 3 (see Fig-
ure 5). The bolometric light curve with the ejecta of
Ye = 0.25 is similar to the results with gray opacity of



Line	expansion	opacity	of	Nd	II
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Figure 7. Wavelength-dependent line expansion opacities resulting from
Autostructure-derived linelists. The opacity of the lanthanides (Nd, Ce) is
much higher than iron and its d-shell homologue, osmium, especially in the
infrared.
(A color version of this figure is available in the online journal.)

(Z = 58) is comparable to, though slightly less than, that of
neodymium. This confirms that species with similar complexity
measures have roughly similar opacities, which we use to derive
approximate opacities for r-process mixtures (Section 6).

5.1. Uncertainties and Comparison to Existing Data

Our derived opacities must possess some error, since the
Autostructuremodel energies do not exactly match the exper-
imental values (Figure 2). To estimate how sensitive the results
are to the detailed level energy structure and configuration or-
dering, we examined the Nd ii opacities derived from the three
different optimization schemes described in Section 3. The re-
sulting variation provides an estimate of our level of uncertainty.

Figure 8 shows that the opacities calculated using the opt1 and
opt3 models are quite similar, while the opt2 model opacities are
lower by a factor of ∼5 at some wavelengths. The opt2 model
has relatively higher energy levels, and hence smaller excited
state LTE level populations, which is presumably the reason
for the lower opacities. The opt1 and opt3 models had similar
level energies, but the ground state configuration and ordering
were different. These results suggest that what matters most
to the opacities is the energy level spacing, and not the exact
configuration ordering. Given that the low lying opt3 Nd ii level
energies reproduce the experiment fairly well, we suspect that
further fine tuning of the Autostructure model is unlikely to
change the resulting opacity by much more than a factor of ∼2.

We have also compared our Autostructure opacities to
existing line data from the VALD database, which collects
atomic data from a variety of sources (Heiter et al. 2008).
The only high-Z ions with enough lines in VALD to derive
expansion opacities are Ce ii and Ce iii, which have wavelengths
and oscillator strengths calculated by the Mons group (Biémont
et al. 1999; Palmeri et al. 2000; Quinet & Biémont 2004).
The approach taken by the Mons group to determine atomic
structure is the same as that of Kurucz, viz., calculations with
Cowan’s code utilizing extensive experimental energies. In
Figure 9, we compare the expansion opacities of Ce calculated
using the VALD linelist and our own Autostructure list. The
agreement in both the mean- and wavelength-dependent values
is good to a factor of ∼2. Our conclusions about the size and
wavelength dependence of the lanthanide opacities are therefore

Figure 8. Variations in the wavelength-dependent expansion opacity for
pure neodymium (Z = 60) ejecta obtained using different Autostructure
optimization approaches. These calculations adopt a density ρ = 10−13 g cm−3,
temperature T = 4000 K, time since ejection tej = 1 days, and a wavelength
binning ∆λ = 0.01λ.
(A color version of this figure is available in the online journal.)

confirmed when using radiative data from independent structure
calculations.

6. OPACITIES OF r-PROCESS MIXTURES

Although we have only calculated atomic structure models
for a few ions, the results (Figure 7) suggest that ions of
similar complexity have roughly similar opacities. This allows
us to construct approximate r-process mixtures based on the
representative cases.

In an r-process mixture, the abundance of any individual
lanthanide is relatively low (!1%). Nevertheless, these species
likely dominate the total opacity. In fact, the opacity will depend
rather weakly on the exact lanthanide abundance. This is because
for the conditions found in NSM ejecta, many of the strong
lanthanides lines are extremely optically thick (τs ≫ 1). Such
lines contribute equally to the expansion opacity regardless of
the ion’s abundance, just as long as that abundance remains high
enough to keep τs above unity.

We illustrate this weak dependence on lanthanide abundance
in Figure 10, by computing the opacity of a mixture of
neodymium and iron. Decreasing the Nd mass fraction by a
factor of 10 (from 100% to 10%) only reduces the total opacity
of the mixture by ∼40%. Decreasing the Nd mass fraction by
two orders of magnitudes (from 100% to 1%) reduces the total
opacity of the mixture by a factor of five. We find that the Nd
opacity dominates over that of iron as long as its mass fraction
is "10−4.

The actual r-process ejecta from NSMs will be a heteroge-
neous mixture of many high Z elements. This multiplicity of
species should enhance the opacity, as each ion contributes a
distinct series of lines. To estimate the opacity of the mixture,
we assume the line data of Nd is representative of all f-shell
species (the lanthanides) and that iron is representative of all
d-shell elements. We ignore the s-shell and p-shell elements
since their opacities will be very low. We then construct the
expansion opacity of the mixture by generalizing Equation (9)

κmix(λ) =
∑

Z

ξZ

ρctej

∑

i

λi

∆λi

(1 − exp[−τi(ρZ)]) (15)

9

T	=	5,000	K,	ρ	=	10-13	g	cm-3,	t	=	1	day

Consistent	with	results	by	Kasen+13	(Autostruture	code)
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Figure 3. Line expansion opacities of Se, Ru, Te (left), Nd, and Er (right) calculated by using the HULLAC results. The calculations
assume ρ = 1× 10−13 g cm−3, T = 5, 000 K, and t = 1 day after the merger. The results are compared with the line expansion opacities
of Fe calculated with Kurucz’s line list.
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Figure 4. Comparison of line expansion opacities between HULLAC and GRASP2K calculations. For singly ionized ions (Nd ii and
Er ii), the calculations assume ρ = 1× 10−13 g cm−3, T = 5, 000 K, and t = 1 day after the merger. For doubly ionized ions (Nd iii and
Er iii), the calculations assume the same density at the same epoch but T = 10, 000 K.

is a typical value at a few days after the merger (Barnes
et al. 2016; Rosswog et al. 2017).
We found that the opacity of Lanthanide-rich ejecta

(Ye = 0.10− 0.40) is approximated as about 10 cm2 g−1

as previously known, while that of Lanthanide-free ejecta
(Ye = 0.30) is about 0.5 cm2g−1. This is derived by the
comparison between multi-wavelength transfer simula-
tions with gray transfer simulations. As shown in Figure

6, the bolometric light curve of Lanthanide-rich ejecta
is reproduced by the simulation with a gray opacity of
κ = 10 cm2 g−1 while that of Lanthanide-free ejecta is
reproduced by κ = 0.5 cm2 g−1.
Small fraction of Lanthanide elements significantly af-

fects the opacity as discussed in Section 3 (see Fig-
ure 5). The bolometric light curve with the ejecta of
Ye = 0.25 is similar to the results with gray opacity of
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Fig. 8.— Left panel: the total W7 luminosity calculated with SuperNu using opacities obtained from the Kurucz line list (solid, blue
curve) and from our tabular, line-smeared approach (dashed, green curve). Right panel: absolute magnitude versus time since explosion
for the U, B, V, R and I bands. The solid curves represent the line-list opacities and the dashed curves represent the present line-smeared
opacities. For clarity, the U-, R- and I-band curves have been shifted by +1, -1 and -2, respectively.
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Fig. 9.— The LTE monochromatic opacity for neodymium at
T = 4, 000 K (0.345 eV) and ρ = 10−13 g/cm3 using the line-
smeared (black solid curve) and Sobolev expansion (red dashed
curve) methods. The expansion opacity was calculated at a
time since ejection of texp = 1 day and wavelength binning of
∆λ = 0.01λ. The line-smeared method produces opacities that are
typically one to two orders of magnitude higher than the expansion
opacity.

and the other from the expansion-opacity method, Equa-
tion (5). (For completeness, we mention that the two
corresponding curves generated with the SR model (not
shown) are quantitatively similar to the two FR curves
displayed in this figure.) The opacity is plotted versus
wavelength instead of energy, and the conditions were
chosen in order to facilitate direct comparison with Fig-
ure 8 of Kasen et al. (2013). The line-smeared approach
produces an opacity that is one or more orders of magni-
tude greater than the expansion method over much of the
wavelength range. As a consequence, the luminosity will
be significantly diminished when line-smeared opacities
are used to simulate light curves, compared to expansion
values.
We note that the expansion opacity in Figure 9 is

qualitatively similar to that displayed in Figure 8 of
Kasen et al. (2013), with the peak value of the b-b con-
tribution occurring at ∼5,000 Å and monotonically de-
creasing at higher wavelengths. However, the peak value

is about three times larger in the present case, pro-
viding a rough measure of the uncertainty in current
opacity calculations as they pertain to macronova con-
ditions. This discrepancy is somewhat surprising due to
the fact that the same list of configurations, resulting
in the same number of lines (see the Nd data listed in
Table 1), was used in both cases. The differences are
perhaps an indication of how difficult it is to perform
accurate atomic structure calculations for such compli-
cated atoms and ions. Qualitative differences occur at
the higher wavelengths, where the present curve is sig-
nificantly smoother and passes through the relatively
large peak-to-valley variations displayed by the curve of
Kasen et al. (2013). We were able to obtain such large
oscillations in our calculations by employing a linearly
spaced wavelength grid, rather than the logarithmically
spaced grid obtained from the prescription ∆λ = 0.01λ.

3.3. Opacity tables

In order to perform radiation-transport calculations in
an efficient manner, opacity tables were generated for the
four elements of interest using prescribed temperature
and density grids that span the range of conditions of
interest. The temperature grid consists of 27 values (in
eV): 0.01, 0.07, 0.1, 0.14, 0.17, 0.2, 0.22, 0.24, 0.27, 0.3,
0.34, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.2, 1.5, 2.0, 2.5, 3.0,
3.5, 4.0, 4.5, and 5.0. Specific temperature values are
also indicated by circles in the ionization balance plot of
Figure 2. The density grid contains 17 values ranging
from 10−20 to 10−4 g/cm3, with one value per decade.

4. SIMULATED LIGHT CURVES

To provide a first look at how these different opacities
affect the macronova emission, we simulate a series of
spectra and light curves for our different opacities. We
use a simplified ray-trace transport code to calculate the
macronova light curves for different opacities and atomic
physics models, different merger models, and different
viewing angles.
We consider three merger models from Rosswog et al.

(2014) and Grossman et al. (2014) with the following bi-
nary masses (see Table 4): 1.4 + 1.4M⊙, 1.8 + 1.2M⊙
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Figure 3. Line expansion opacities of Se, Ru, Te (left), Nd, and Er (right) calculated by using the HULLAC results. The calculations
assume ρ = 1× 10−13 g cm−3, T = 5, 000 K, and t = 1 day after the merger. The results are compared with the line expansion opacities
of Fe calculated with Kurucz’s line list.
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Figure 4. Comparison of line expansion opacities between HULLAC and GRASP2K calculations. For singly ionized ions (Nd ii and
Er ii), the calculations assume ρ = 1× 10−13 g cm−3, T = 5, 000 K, and t = 1 day after the merger. For doubly ionized ions (Nd iii and
Er iii), the calculations assume the same density at the same epoch but T = 10, 000 K.

is a typical value at a few days after the merger (Barnes
et al. 2016; Rosswog et al. 2017).
We found that the opacity of Lanthanide-rich ejecta

(Ye = 0.10− 0.40) is approximated as about 10 cm2 g−1

as previously known, while that of Lanthanide-free ejecta
(Ye = 0.30) is about 0.5 cm2g−1. This is derived by the
comparison between multi-wavelength transfer simula-
tions with gray transfer simulations. As shown in Figure

6, the bolometric light curve of Lanthanide-rich ejecta
is reproduced by the simulation with a gray opacity of
κ = 10 cm2 g−1 while that of Lanthanide-free ejecta is
reproduced by κ = 0.5 cm2 g−1.
Small fraction of Lanthanide elements significantly af-

fects the opacity as discussed in Section 3 (see Fig-
ure 5). The bolometric light curve with the ejecta of
Ye = 0.25 is similar to the results with gray opacity of
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Figure 4. Comparison of line expansion opacities between HULLAC and GRASP2K calculations. For singly ionized ions (Nd ii and
Er ii), the calculations assume ρ = 1× 10−13 g cm−3, T = 5, 000 K, and t = 1 day after the merger. For doubly ionized ions (Nd iii and
Er iii), the calculations assume the same density at the same epoch but T = 10, 000 K.

is a typical value at a few days after the merger (Barnes
et al. 2016; Rosswog et al. 2017).
We found that the opacity of Lanthanide-rich ejecta

(Ye = 0.10− 0.40) is approximated as about 10 cm2 g−1

as previously known, while that of Lanthanide-free ejecta
(Ye = 0.30) is about 0.5 cm2g−1. This is derived by the
comparison between multi-wavelength transfer simula-
tions with gray transfer simulations. As shown in Figure

6, the bolometric light curve of Lanthanide-rich ejecta
is reproduced by the simulation with a gray opacity of
κ = 10 cm2 g−1 while that of Lanthanide-free ejecta is
reproduced by κ = 0.5 cm2 g−1.
Small fraction of Lanthanide elements significantly af-

fects the opacity as discussed in Section 3 (see Fig-
ure 5). The bolometric light curve with the ejecta of
Ye = 0.25 is similar to the results with gray opacity of
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Dynamical	ejecta	(~<	10	ms)

-	Mej	~	10-3	-	10-2	Msun	

-	v	~	0.1-0.2	c	

-	wide	Ye

5

FIG. 2. Profiles of the electron number per baryon, Ye, (left in each panel) and the specific entropy, s, (right in each panel)
in x-y (lower in each panel) and x-z (upper in each panel) planes. The top three panels show the results for SFHo-135-135h
(left), SFHo-130-140h (middle), and SFHo-125-145h (right) at ⇡ 13ms after the onset of the merger. The lower three panels
show the results for DD2-135-135h (left), DD2-130-140h (middle), and DD2-125-145h (right) at ⇡ 10ms after the onset of the
merger.

binaries, the typical ejecta mass would approach 10�2M�
irrespective of the EOS employed. We note that the total
ejecta mass depends only weakly on the grid resolution
as listed in Table I.

As shown in Fig. 1, the ejecta mass increases with time
for the first ⇠ 10ms after the onset of the merger. This is
in particular observed for the SFHo models with q & 0.9
and all the DD2 models. This indicates that we have to
follow the ejecta motion at least for ⇡ 10ms after the
onset of the merger. In a recent simulation of Ref. [13],

they estimated the properties of the ejecta at . 5ms after
the onset of the merger, perhaps because of their small
computational domain employed (L = 750 km). How-
ever, the ejecta mass would still increase with time in
such an early phase. This could be one of the reasons
that our results for the ejecta mass are much larger than
theirs. Figure 1 also shows that the average of Ye still
significantly varies with time for the first ⇠ 5ms after
the onset of the merger. This also shows that it would
be necessary to determine the properties of the ejecta at

Sekiguchi+16

Top	view

Side	view

n	+	νe		->	p	+	e
-	

n	+	e+	->	νe	+	p

Rosswog+99,	Lee+07,	Goriely+11,	  
Hotokezaka+13,	Bauswein+13,	Radice+16…
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FIG. 2. Snapshots of electron fraction, normalized electron
chemical potential, and contours of rest-mass density ⇢ =
[107, 108, 109, 1010, 1011] g cm�3 at t = 43ms, when the disk
has fully self-regulated itself to mild electron degeneracy. The
interior of the BH horizon is masked (black).

imbalance: in regions of lower density, viscous heating
from MHD driven turbulence and energy release from
recombination of free nucleons into alpha particles ex-
ceeds cooling by neutrino emission, and the weak in-
teractions essentially ‘freeze-out’ (although further mix-
ing can still change Ye). In the polar funnel these out-
flows possess high-Ye (> 0.2) and high specific-entropy
(s & 100 kB/b), while the denser equatorially-directed
outflows have lower specific entropy (⇠ 10 kB/b) and
lower Ye.

Thermodynamic properties of the outflow are recorded
by 104 passive tracer particles that are advected with the
fluid. We place these tracer particles of equal mass in
the initial setup with a probability proportional to the
conserved rest-mass density D =

p
�⇢W , where � is the

determinant of the spatial metric, and W the Lorentz
factor; particles accreted onto the BH or ejected from
the disk during the early transient phase (t < 20ms) are
discarded from all further analysis.

Tab. II and Fig. 3 characterize the outflow properties
relevant to the r-process, including Ye, s, and the expan-
sion timescale texp = r/v, where v denotes the three-
velocity (e.g., [70]). These quantities are evaluated for
each tracer particle at the last time t = t5GK when the
temperature of the particle drops below 5GK. At 5GK,
NSE breaks down and full nuclear reaction network calcu-

lations are required to track nuclear abundances. We dis-
tinguish between the total outflow, defined as all tracer
particles that have reached r � 103 km by the end of
the simulation, and unbound outflow, defined as those
tracer particles that are additionally unbound according
to the Bernoulli criterion �hut > 1, where ut is the time-
component of the four-velocity.
By the end of the simulation, ⇡ (16� 23)% of the ini-

tial disk mass has been ejected into unbound outflows
with v ⇡ (0.03 � 0.1)c. With the disk still launch-
ing outflows by the end of the simulation, our GRMHD
setup potentially unbinds significantly more mass com-
pared to two-dimensional, non-MHD, Newtonian simu-
lations with similar disk parameters (Tab. II; [30, 31]).
There is an overall trend of higher Ye and specific en-
tropy, and smaller texp in polar versus equatorial out-
flows consistent with [30], while we find a factor ⇠ 20
higher overall mass in polar outflows. Our Ye distribu-
tion shows a smaller mean and does not extend as high
as in [30, 31]. This may indicate that neutrino absorp-
tion (not included here) plays a dominant role in setting
the high Ye tail of the distribution. Alternatively, previ-
ously employed pseudo-Newtonian potentials and ↵-disks
may not accurately capture the heating/cooling interplay
which controls the evolution of Ye.
Full nuclear reaction network calculations with SkyNet

[70] were performed in a post-processing step on the in-
dividual tracer particles, starting at t = t5GK. Figure 4
shows that the solar abundances [36] are well reproduced
throughout the mass number (A) range from the 2nd r-
process peak (A ⇠ 130) to the rare-earth peak (A ⇠ 165)
to the 3rd r-process peak (A ⇠ 195). There is also excel-
lent agreement with observed abundances in metal-poor
stars [37–39]. We find an overproduction at A = 132
as observed in [32, 33]. Below the 2nd r-process peak,
we recover the trends of the observed solar abundance
pattern, but overall underproduce these nuclei, which is
consistent with the absence of a significant high-Ye tail
extending to >0.25 (Fig. 3).
Conclusion.—We have shown that neutrino-cooled ac-

cretion disks in 3D GRMHD quickly self-regulate them-
selves into a state of moderate electron degeneracy (low
Ye) where heating from MRI-driven turbulence is bal-
anced by neutrino cooling. The outflows launched self-
consistently as a result of this state tend to unbind more
mass with a lower average Ye than previous axisymmet-
ric Newtonian simulations employing an ↵-viscosity. The
nucleosynthesis yields show that these outflows are suf-
ficiently neutron rich to trigger a strong r-process and
are well able to reproduce observed solar abundances
and observed r-process abundances in metal poor stars
from the 2nd to the 3rd r-process peak. Significant con-
tributions to abundances below the 2nd r-process peak,
which the present simulations underproduce, can come
from BNS mergers leading to an accretion disk around
a metastable hot neutron star, which, due to its strong

Siegel+17

Side	view

Post-merger	ejecta	(~<	100	ms)

-	Mej	>~	10-3	Msun	

-	v	~	0.05	c	

-	rela-vely	high	Ye

Fernandez+13,15,	Perego+14,	Kiuchi+14,15, 
Mar8n+15,	Just+15,	Wu+16,	Siegel	&	Metzger	17…

Top	view



Simula8ons	with	Fe	opacity	or	gray	opacity	
Metzger+14,	Kasen+15,	Fernandez	&	Metzger	16,	Metzger	16“Blue”	kilonova?
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3D	Monte-Carlo	frequency-dependent	radia-on	transfer  
(MT	&	Hotokezaka	13,	MT+14,	MT	16)	

~6,000,000	b-b	transi-ons	

(out	of	~70,000,000)
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Fluorescence	

λΔλ

When	photons	interact	with	line,	

*	Full	treatment	

Redistribute	photon	energy		
according	to	branching	ra8os	
(Lucy,	Mazzali	&	Lucy,	Kasen+06)	

*	Absorp-ve	

Redistribute	photon	energy		
according	to	thermal	distribu8on	j	=	αB(T)	
(Kasen+13,	Tanaka	&	Hotokezaka	13,	
Fontes+17,	Wollaeger+17)	

*	Scazering/resonance	

No	energy	redistribu8on



Depends	sensi-vely	on	Ye	

κ	~	0.5	cm2	g-1	for	Lanthanide-free	ejecta	(Ye	~	0.3)
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Figure 1. Rest-mass density profiles on the meridional plane for the NS–NS (SLy, Mtot = 2.7M⊙,Q = 1.0) (left) and BH–NS (H4, Q = 3, χ = 0.75) (right) models
at 8.8 ms after the onset of the merger. The red arrows show the velocity profiles of the ejecta.
(A color version of this figure is available in the online journal.)

simulation using SACRA code (Yamamoto et al. 2008). We
follow the dynamical ejecta with the numerical-relativity simu-
lation until the head of the ejecta reaches ≃1000 km (see Ho-
tokezaka et al. 2013 and Kyutoku et al. 2013 for details). After
that, the density and velocity structures of the ejecta are mod-
eled assuming homologous expansion (Rosswog et al. 2013a).
For the simulations, we employ a piecewise polytropic EOS with
which the cold EOSs of neutron-star matter are well fitted (Read
et al. 2009). For systematic studies of the dependence of mass
ejection on the cold EOSs of neutron-star matter, we consider
five cold EOSs: APR4 (Akmal et al. 1998) and SLy (Douchin &
Haensel 2001) as soft EOSs, ALF2 (Alford et al. 2005) as a mod-
erate EOS, and H4 (Glendenning & Moszkowski 1991; Lackey
et al. 2006) and MS1 (Müller & Serot 1996) as stiff EOSs.7
To take into account the effects of shock heating, we add the
thermal pressure as a Γ-law ideal gas EOS. The ejecta masses
obtained with this approximation of thermal effects agree with
those obtained with tabulated finite-temperature EOSs within
errors of several tens of percent for NS–NS mergers (Bauswein
et al. 2013).

For NS–NS mergers, we choose the total gravitational mass
of the binary Mtot = 2.6 M⊙–2.8 M⊙ and the mass ratio8

Q = 1.0–1.25. For BH–NS mergers, the gravitational mass of
the neutron star MNS is fixed to be 1.35 M⊙ and the mass ratio
is chosen to be Q = 3–7. The nondimensional spin parameter
of the black hole χ is chosen as χ = 0.75. We also perform
the simulations for Q = 7 and χ = 0.5. These parameters,
ejecta masses Mej, and averaged ejecta velocities ⟨vej⟩/c of the
progenitor models are summarized in Table 1.

The morphologies of the ejecta for NS–NS and BH–NS
mergers are compared in Figure 1. This figure plots the profiles
of the density and velocity fields at 8.8 ms after the onset of
the merger. Note that the ejecta velocities are in the small range
between ∼0.1c and ∼0.3c irrespective of the progenitor model.
However, the ejecta mass and morphology depend sensitively
on the progenitor models. In Table 1, we summarize these
properties of the NS–NS and BH–NS ejecta.

NS–NS ejecta. As shown in Figure 1, the NS–NS ejecta have
a spheroidal shape, rather than a torus or a disk, irrespective of
Q and EOS as long as a hypermassive neutron star is formed
after the merger. The reason is as follows. The origin of the

7 In this Letter, “soft” and “stiff” EOSs mean those which reproduce the radii
R1.35 ! 12 km and R1.35 " 13.5 km, respectively. Here R1.35 is the radius of a
cold, spherical neutron star with the gravitational mass 1.35 M⊙. For all the
EOSs, the maximum masses of spherical neutron stars are larger than ≃2 M⊙.
8 The mass ratio is defined by Q = m1/m2 with m1 " m2, where m1 and m2
are the component masses of a binary.

Table 1
Parameters of the Progenitor Models and Their Ejecta Properties

EOS Type R1.35 Mtot/M⊙ Q χ Mej/10−2 M⊙ ⟨vej⟩/c
APR4 NS–NS 11.1 2.6–2.9 1.0–1.25 · · · 0.01–1.4 0.22–0.27
SLy NS–NS 11.4 2.6–2.8 1.0–1.25 · · · 0.8–2.0 0.20–0.26
ALF2 NS–NS 12.4 2.6–2.8 1.0–1.25 · · · 0.15–0.55 0.22–0.24
H4 NS–NS 13.6 2.6–2.8 1.0–1.25 · · · 0.03–0.40 0.18–0.26
MS1 NS–NS 14.4 2.6–2.8 1.0–1.25 · · · 0.06–0.35 0.18–0.20

APR4 BH–NS 11.1 5.4–10.8 3.0–7.0 0.75 0.05–1.0 0.23–0.27
ALF2 BH–NS 12.4 5.4–10.8 3.0–7.0 0.75 2.0–4.0 0.25–0.29
H4 BH–NS 13.6 5.4–10.8 3.0–7.0 0.75 4.0–5.0 0.24–0.29
MS1 BH–NS 14.4 5.4–10.8 3.0–7.0 0.75 6.5–8.0 0.25–0.30

APR4 BH–NS 11.1 10.8 7.0 0.5 #10−4 · · ·
ALF2 BH–NS 12.4 10.8 7.0 0.5 0.02 0.27
H4 BH–NS 13.6 10.8 7.0 0.5 0.3 0.29
MS1 BH–NS 14.4 10.8 7.0 0.5 1.7 0.30

ejecta for NS–NS mergers can be divided into two parts: the
contact interface of two neutron stars at the collision and the tidal
tails formed during an early stage of the merger. At the contact
interface, the kinetic energy of the approaching velocities of the
two stars is converted into thermal energy through shock heating.
The heated matter at the contact interface expands into the
low-density region. As a result, the shocked matter can escape
even toward the rotational axis and the ejecta shape becomes
spheroidal. By contrast, the tidal tail component is asymmetric
and the ejecta is distributed near the equatorial plane.

Numerical simulations of NS–NS mergers show that the total
amount of ejecta is in the range 10−4–10−2 M⊙ depending on
Mtot, Q, and the EOS (see Figure 2). The more compact neutron
star models with soft EOSs produce a larger amount of ejecta,
because the impact velocities and subsequent shock heating
effects at merger are larger. More specifically, the amount of
ejecta is

10−4 ! Mej/M⊙ ! 2 × 10−2 (soft EOSs),

10−4 ! Mej/M⊙ ! 5 × 10−3 (stiff EOSs). (1)

Bauswein et al. (2013) show a similar dependence of the
ejecta masses on the EOSs and Mej ! 0.01 M⊙ for stiff EOS
models. According to these results, it is worth noting that the
ejecta masses of the stiff EOS models are likely to be at most
0.01 M⊙.

The dependence of the ejecta mass on the total mass of
the binary is rather complicated as shown in Figure 2. The
ejecta mass increases basically with increasing Mtot as long

2
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Blue	component	may	be	absorbed	by	dynamical	ejecta?

5

FIG. 2. Profiles of the electron number per baryon, Ye, (left in each panel) and the specific entropy, s, (right in each panel)
in x-y (lower in each panel) and x-z (upper in each panel) planes. The top three panels show the results for SFHo-135-135h
(left), SFHo-130-140h (middle), and SFHo-125-145h (right) at ⇡ 13ms after the onset of the merger. The lower three panels
show the results for DD2-135-135h (left), DD2-130-140h (middle), and DD2-125-145h (right) at ⇡ 10ms after the onset of the
merger.

binaries, the typical ejecta mass would approach 10�2M�
irrespective of the EOS employed. We note that the total
ejecta mass depends only weakly on the grid resolution
as listed in Table I.

As shown in Fig. 1, the ejecta mass increases with time
for the first ⇠ 10ms after the onset of the merger. This is
in particular observed for the SFHo models with q & 0.9
and all the DD2 models. This indicates that we have to
follow the ejecta motion at least for ⇡ 10ms after the
onset of the merger. In a recent simulation of Ref. [13],

they estimated the properties of the ejecta at . 5ms after
the onset of the merger, perhaps because of their small
computational domain employed (L = 750 km). How-
ever, the ejecta mass would still increase with time in
such an early phase. This could be one of the reasons
that our results for the ejecta mass are much larger than
theirs. Figure 1 also shows that the average of Ye still
significantly varies with time for the first ⇠ 5ms after
the onset of the merger. This also shows that it would
be necessary to determine the properties of the ejecta at

Sekiguchi+16

High	Ye	in	the	polar	region	(<	30-45	deg)	

=>	Blue	emission	may	be	able	to	escape	

e.g.,	Kasen+15,	Metzger	17

with s the specific entropy per nucleon). This small
difference in the entropy of the outflows indicates that
the increase in Ye is due mostly to a change in the relative
number of νe and νe absorptions in the outflows (or,
equivalently, a change in the value of Ye at which the
outflows are in equilibrium with the neutrino radiation),
rather than to additional absorptions of νe alone.
We note that the electron fraction of the polar outflows is

largely set by neutrino emission and absorption very close
to the compact neutron star core, where the temperature of

the fluid and the neutrino fluxes are the highest. In that
region, the value of Ye at which the fluid is in equilibrium
with the neutrinos is Yeq

e ∼ 0.4–0.5. Farther from the core,
electron antineutrinos emitted from the tidal arm contribute
more significantly to the equilibrium composition, driving
it down to Yeq

e ∼ 0.25–0.35 (with the lower values being
observed at earlier times). This explains the gradient of Ye
in the low-density regions close to the compact remnant. In
the equatorial regions, on the other hand, there is a large
excess of electron antineutrinos. There, the equilibrium
composition is Yeq

e ∼ 0.1–0.2, with the lower values once
more corresponding to earlier times. This indicates that, as
opposed to what is observed in the polar regions, in the
equatorial regions neutrino absorption drives the fluid
composition to values at which strong r-process nucleo-
synthesis is still expected.
The electron fraction of the ejected material is also

large everywhere in the polar regions, not just on average.
Figure 17 shows the electron fraction in a vertical slice
of the computational domain, 10 ms after merger. All of
the polar ejecta are at electron fractions Ye ≳ 0.25,
which should be sufficient to avoid strong r-process
nucleosynthesis.
The fact that neutrino absorption in the polar regions can

increase the electron fraction of the ejecta has generally been
observed in all general relativistic simulations of postmerger
remnants using an approximate neutrino transport scheme
[34,35,38,49]. Our results show that, in the gray approxi-
mation, the way in which we estimate the average energy of
the neutrinos can have important consequences for the
magnitude of that effect. For the configuration studied in
this work, evolving the neutrino number density to obtain a
local estimate of the neutrino average energy makes it clear
that the polar ejecta are initially prevented from undergoing
strong r-process nucleosynthesis. This is a prerequisite if we

FIG. 16. Average electron fraction of the material leaving the
computational domain for simulations using a local estimate of
the average neutrino energy (this work, solid lines) and a global
estimate from a leakage scheme (from Paper I, dashed lines). The
polar ejecta (green curve) is significantly less neutron rich when
using the local estimate of the neutrino energy. The shaded gray
region approximately covers the range of Ye over which we
expect strong r-process nucleosynthesis in the ejected material.
The equatorial ejecta (blue curve) are neutron rich in both
simulations.

FIG. 17. Vertical slice through the numerical simulation 10 ms after merger. The color gradient shows the electron fraction of the fluid.
Dashed white lines show isodensity contours ρ0 ¼ 1010;11;12 g cm3. Arrows show the transport velocity in the fluid. The solid black line
shows the boundary of the region in which the fluid is marked as unbound. All unbound material (i.e. fluid elements in the polar regions)
has a high electron fraction Ye > 0.25.
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NIR	(J-band)

GRB	130603B	
(Tanvir+13,	Berger+13)

GRB	160821B	
(Troja+16)

see	also	Kasliwal+17	

Mej	=	0.01	Msun

M	~	0.06	Msun	for	GRB	130603B Barnes+16
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Figure 8. Multi-color (ugrizJHK-band) light curves for dynamical ejecta model APR4-1215 with Y e = 0.10 − 0.40 (orange) and post-
merger ejecta models with Ye = 0.30 (blue) and 0.25 (green). The vertical axis on the left shows absolute magnitudes while the axis on the
right shows observed magnitude at 200 Mpc. All the magnitudes are given in AB magnitudes.
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• Guides	from	theory	are	important	for	observa-ons	

• New	opacity	calcula-ons	for	Se,	Ru,	Te,	Nd,	and	Er		

• Opacity	sensi-vely	depends	on	composi-ons	

• κ	~	0.5	cm2	g-1	for	Ye	~	0.3	(Lanthanide	free)	

• κ	~	10	cm2	g-1	for	solar	abundance	

• Kilonova	brightness	depends	on	composi-ons		

• Op8cal:	22-25	mag	for	~3	days	@	200	Mpc	(0.01	Msun)	

• NIR:	22-24	mag	for	~7	days	@	200	Mpc	(0.01	Msun)	

• Accurate	es-mate	of	Ye	in	merger	simula-ons	is	cri-cal

Summary


