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§ This	  talk	  is	  about	  the	  last	  stage	  of	  the	  diagram

Motivation	  by

the jet back into the medium. The framework only allows for one jet modification formalism at a time.
Hadronization of medium and jets do not occur in tandem in any of the current codes. All of these short-
comings restrict the range of jet modification observables to which current event generators can be applied.
The codes are currently used to study leading particle production in jets in order to isolate the dominant
transport coefficient q̂. Results from the MARTINI generator in comparison with LHC data are presented
in the left panel of Fig. 3. The q̂ value extracted with MARTINI, together with those extracted using several
other approaches, are presented in the right panel of Fig. 3, with systematic error bands [85].

The JETSCAPE effort will not only subsume all of the above-mentioned approaches into a single frame-
work, but also permit any user to introduce criteria that will allow for multiple different energy loss
schemes to be considered within the same shower event. The transition from one scheme to another will
occur automatically at the particle level, depending at each step on its energy and virtuality, as specified by
the user. Comparing events generated with this framework with data will allow the most comprehensive
and extensive test of any formalism, or combination of formalisms. Unlike previous approaches, the differ-
ent energy-loss schemes implemented in the JETSCAPE framework for different E and Q2 ranges can and
will be compared to all available hard probe data for validation.
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Figure 4: Anticipated form of the JETSCAPE framework, containing the JETSCAPE event generator, emu-
lation routines and statistical tools for comparisons with data. Every object in the flow chart is a modular
piece of code that may be modified or replaced. Meaning of symbols and colors is the same as Fig. 2.

The goal of the proposed collaboration is illustrated by the flow chart in Fig. 4. The meaning of the
colors and symbols is similar to Fig. 2. All modules will be written in or recast into C++. In contrast to
Fig. 2, jet modification is now seen to occur in tandem with the fluid dynamical evolution. Several sets
of dashed arrows indicate bi-directional information flow between modules simulating soft and hard evo-
lution. Unlike current codes, the modularity of JETSCAPE will permit comparison with the experimental
data of multiple generators using different theoretical modules. Statistical emulators will speed up the pro-
cess by generating comprehensive simulated data sets for comparison with measured data that have been
corrected for detector systematics. Alternatively, entire data sets generated by full model simulations will
be processed through detector simulations to be compared directly with the raw data. The wide range of
possible comparisons requires the construction of elaborate test criteria to determine the success or failure
of a particular theoretical approach. In the end, such a comprehensive event generator framework will en-
able the accurate determination of the underlying physics processes of jet modification within the plasma,
and by extension afford a deeper understanding of the structure and dynamics of the viscous QGP.

2.4 The JETSCAPE framework. Part II: Experimental and statistical aspects
The JETSCAPE framework will not be just another event generator; rather, it represents an evolving set of tools
that are essential for the quantitative study of heavy-ion collisions by both theorists and experimentalists. In
this section we discuss those part of the framework that go beyond the construction of the event generator.
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§ Seminal	  Model-‐to-‐Data-‐Comparison	  by	  Novak,…Pratt,	  et	  al.	  (14)	  
http://link.aps.org/doi/10.1103/PhysRevC.89.034917

§ But	  underneath	  the	  hood	  of	  this	  Ferrari	  are	  some	  squirrels	  	  
MADAI	  errors	  pegged	  at	  6%	  (and	  3%)

MADAI	  treatment	  of	  errors

DETERMINING FUNDAMENTAL PROPERTIES OF MATTER . . . PHYSICAL REVIEW C 89, 034917 (2014)

TABLE II. Observables used to compare models to data.

Observable pt weighting Centrality (%) Collaboration Uncertainty (%) Reduced uncertainty

v2,π+π− Average over 11 pt bins from 160 MeV/c to 1 GeV/c 20–30 STAR1 [52] 12 6%
Rout Average over 4 pt bins from 150–500 MeV/c 0–5 STAR [53] 6 3%
Rside Average over 4 pt bins from 150–500 MeV/c 0–5 STAR [53] 6 3%
Rlong Average over 4 pt bins from 150–500 MeV/c 0–5 STAR [53] 6 3%
Rout Average over 4 pt bins from 150–500 MeV/c 20–30 STAR [53] 6 3%
Rside Average over 4 pt bins from 150–500 MeV/c 20–30 STAR [53] 6 3%
Rlong Average over 4 pt bins from 150–500 MeV/c 20–30 STAR [53] 6 3%
⟨pt ⟩π+π− 200 MeV/c < pt < 1.0 GeV/c 0–5 PHENIX [54] 6 3%
⟨pt ⟩K+K− 400 MeV/c < pt < 1.3 GeV/c 0–5 PHENIX [54] 6 3%
⟨pt ⟩pp̄ 600 MeV/c < pt < 1.6 GeV/c 0–5 PHENIX [54] 6 3%
⟨pt ⟩π+π− 200 MeV/c < pt < 1.0 GeV/c 20–30 PHENIX [54] 6 3%
⟨pt ⟩K+K− 400 MeV/c < pt < 1.3 GeV/c 20–30 PHENIX [54] 6 3%
⟨pt ⟩pp̄ 600 MeV/c < pt < 1.6 GeV/c 20–30 PHENIX [54] 6 3%
π+π− yield 200 MeV/c < pt < 1.0 GeV/c 0–5 PHENIX [54] 6 3%
π+π− yield 200 MeV/c < pt < 1.0 GeV/c 20–30 PHENIX [54] 6 3%

aTo account for nonflow correlations, the value of v2 was reduced by 10% from the value reported in Ref. [52].

impact parameter, one can generate smooth initial conditions,
which avoid the lumpy energy-density profiles caused by the
finite number of colliding nucleons. The smooth conditions
allow one to run only a single hydrodynamic evolution for the
smoothed profile rather than running for many lumpy profiles.
Finally, there are numerous schemes by which experimental-
ists determine v2, which differ at the level of 5%–10%. To
reduce nonflow correlations at the two- or three-body level, v2
can be extracted from correlations of higher order [51]. For
nonidentified particles, this has led to estimates of v2 that are
lower by approximately 10% [52]. Because we are considering
the v2 of identified particles, and because the experimental
four-particle-cumulant analysis has not been completed for
identified particles, we compare our model to the two-particle
result reduced by 10%. Furthermore, because the elliptic flows
for the most central collisions are dominated by fluctuations of
the initial conditions, and because fluctuations also play a more
important role for semiperipheral collisions, v2 is only used for
the 20%–30% centrality bin. Given the lack of fluctuations, it is
rather difficult to choose a scheme for model data comparison.
For theses reasons, v2 is assigned a larger percentage error than
other observables for this study. For future analyses, especially
those that include fluctuations, significant thought needs to
be invested in determining a reasonable level of uncertainty
for v2.

B. Principal component analysis of reduced observables

One could create model emulators for each of the observ-
ables listed in Table II. However, one can further distill the
data to a handful of principal components representing their
most discriminating linear combinations. This serves to further
reduce the complexity of the emulator. Let yexp,i and σi be
data points and uncertainties for the i = 1 through N data
points listed in Table II. One then considers the corresponding
quantities from the model run m, ym,i , where m runs from 1 to
the number of full model runs M . A useful first step is to scale

the quantities by their net uncertainty,

ỹexp,i =
yexp,i − ⟨yi⟩

σi

,

ỹm,i = ym,i − ⟨yi⟩
σi

, (20)

⟨yi⟩ = 1
M

M∑

m=1

ym,i .

The net uncertainties, σi , are operationally defined as the
uncertainty involved in comparing a model value to an
experimental measurement. The measurements considered in
this paper are mainly limited by systematic uncertainties
rather than those from finite statistics, and we assume that
uncertainties are described by a normal distribution,

L(x) ∼ exp

{

−
∑

i

[
y

(exp)
i − y

(mod)
i (x)

]2

2σ 2
i

}

, (21)

where y(exp) and y(mod) are the experimentally measured and
model values, respectively. Even if the model parameters
are exact, the models also have limited accuracy owing
to shortcomings in the physics. Thus, the net uncertainty
encapsulates both theoretical and experimental uncertainties;
i.e., they can be considered to describe the inability of the
model not only to describe the physics of the collision, but
to also account for the inadequacy of the model to describe
uncertainties in the experimental measurement and analysis.

The net uncertainties are listed in the last two columns of
Table II. As described in the previous paragraph, systematic
uncertainties for the models are insufficiently understood. For
that reason, the calculation was repeated with two choices
for the uncertainty, a more pessimistic choice and a more
optimistic choice with half the values. If only experimental
uncertainties were considered, uncertainties would likely be
stated at a few percent for most observables, and the more
optimistic set of uncertainties would be more reasonable. The

034917-9
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MADAI	  Error	  Comparison
J. NOVAK et al. PHYSICAL REVIEW C 89, 034917 (2014)

FIG. 10. (Color online) The distribution of acceptable values for each of the six model parameters are shown along the diagonal. The
off-diagonal plots display the correlation between all pairs of observables. Four of the six parameters refer to the initial state and the last two
describe the shear viscosity. This calculation was based on the more pessimistic assumption of uncertainties in Table II.

detector is affecting the result. This issue should be resolved if
femtoscopic analyses are to be applied with confidence near a
5% level. However, because the femtoscopic observables carry
a relatively small weight of the strongest principal components,
as seen in Table III, resolving this puzzle is not expected to sig-
nificantly change the extracted model parameters. From past
experience, source radii are known to be sensitive to the equa-
tion of state, and for studies that vary the equation of state, one
expects femtoscopic observables to play a more critical role.

From the MCMC traces, the distribution of the various
parameters and the correlations between pairs of parameters

are shown for the GP emulator in Fig. 10. The plots along
the diagonal display the range of acceptable values for
individual parameters, integrated over all values of the other
five parameters. Although over 90% of the six-dimensional
parameter space is eliminated at the 1σ level, the individual
parameters are rarely constrained to less than half their initial
range when other parameters are allowed to vary.

The first four parameters (“energy norm.,” “σsat,”
“W.N./Sat. frac.,” and “Init. Flow”) define the initial state
of the hydrodynamic treatment. The first parameter, energy
norm., sets the constant of proportionality between the product

034917-18

J. NOVAK et al. PHYSICAL REVIEW C 89, 034917 (2014)

FIG. 12. (Color online) The same as in Fig. 10, except that the more optimistic set of uncertainties from Table II were used in the analysis.
By halving the uncertainties the widths of the distributions are noticeably narrower, but not by a factor of two.

appears sufficiently smooth to warrant simple interpolation of
a few principal components. Only a half dozen parameters
were varied in this study, and only a limited number of
observables were considered. Nonetheless, the procedure
should readily scale to larger numbers of parameters and
larger data sets. The successes of the emulator in reproducing
model output and of the MCMC procedure in identifying likely
regions in parameter space provide hope that the field can
produce quantitative statements concerning the bulk properties
and dynamics of the matter formed in heavy-ion collisions.
The second conclusion centers on the extracted parameters.

Although the ranges are subject to change given expected
improvements in both data and modeling, the ranges of
parameters and correlations shown in Fig. 10 are remarkably
close to expectations from less rigorous searches.

The statistical procedures applied here represent a signif-
icant improvement to the state-of-the-art for comparisons of
data and models in the field of relativistic heavy-ion physics.
Previously, parameters were varied either individually, or in
small groups. Figure 6 demonstrates the success of using
emulators for this problem. Most importantly, the emula-
tor techniques should scale well with increased data and

034917-20
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§ Bernard,	  …	  Bass,	  et	  al	  (16)	  improved	  upon	  work	  of	  MADAI	  
https://journals.aps.org/prc/abstract/10.1103/PhysRevC.94.024907

§ But	  not	  with	  error	  treatment	  – their	  Tesla	  still	  has	  a	  few	  squirrels	  
principle	  component	  errors	  pegged	  at	  10%

The	  Dukes

10

FIG. 6. Validation of Gaussian process emulator predictions. Each panel shows predictions compared to explicit model
calculations at the 50 validation design points. The horizontal location and error bar of each point indicates the predicted
value and uncertainty, vertical indicates the explicitly calculated value and statistical uncertainty, and the diagonal gray line
represents perfect agreement. Left: charged pion yields dN⇡±/dy, middle: mean pion transverse momenta hpT i⇡± , right: flow
cumulant v2{2}; each in centrality bins 0–5% (blue) and 30–40% (orange).

that the emulators faithfully predict true model calcula-
tions. The predictions need not agree perfectly at every
point; ideally the residuals would be normally distributed
with mean zero and variance predicted by the Gaussian
processes.

C. Bayesian calibration

The final step in the parameter estimation method is
to calibrate the model parameters to optimally reproduce
experimental observables, thereby extracting probability
distributions for the true values of the parameters. Ac-
cording to Bayes’ theorem, the probability for the true
parameters x? is

P (x?|X,Y,y

exp

) / P (X,Y,y

exp

|x?)P (x?). (28)

The left-hand side is the posterior : the probability of x?

given the design X, computed observables Y , and ex-
perimental data y

exp

. On the right-hand side, P (x?) is
the prior probability—encapsulating initial knowledge of
x?—and P (X,Y,y

exp

|x?) is the likelihood: the probabil-
ity of observing (X,Y,y

exp

) given a proposal x?.
The likelihood may be quickly computed using the

principal component Gaussian process emulators con-
structed in the previous subsection:

P = P (X,Y,y

exp

|x?)

= P (X,Z, z

exp

|x?)

/ exp

⇢
�1

2
(z? � z

exp

)|⌃�1

z (z? � z

exp

)

�
, (29)

where z? = z?(x?) are the principal components pre-
dicted by the emulators, z

exp

is the principal component

transform of the experimental data y

exp

, and ⌃z is the
covariance (uncertainty) matrix. As in previous work
[28, 31], we assume a constant fractional uncertainty on
the principal components, so that the covariance matrix
is

⌃z = diag(�2

z zexp), (30)

with �z = 0.10 in the present study. This is a simple
ansatz intended to conservatively account for the various
sources of uncertainty in the experimental data, model
calculations, and emulator predictions. It certainly lim-
its the meaning of quantitative uncertainties in the final
estimated parameters and is an obvious target for im-
provement in future studies.

We place a uniform prior on the model parameters, i.e.
the prior is constant within the design range and zero
outside. Combined with the likelihood (29) and Bayes’
theorem (28), we can easily evaluate the posterior prob-
ability at any point in parameter space.

Posterior distributions are typically constructed using
Markov chain Monte Carlo (MCMC) methods. MCMC
algorithms generate random walks through parameter
space by accepting or rejecting proposal points based on
the posterior probability; after many steps the chain con-
verges to the desired posterior.

We use the a�ne-invariant ensemble sampler [112,
113], an e�cient MCMC algorithm that uses a large en-
semble of interdependent walkers. We first run O(106)
steps to allow the chain to equilibrate, discard these
“burn-in” samples, then generate O(107) posterior sam-
ples.
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§ Q:	  Why	  were	  relative	  errors	  set	  to	  10%	  ?

§ A:	  That’s	  what	  was	  needed	  !

The	  Dukes

Comparison  of  most  probable  model  results  to  ALICE  data
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§ CHIMERA	  =	  Comprehensive	  Heavy	  Ion	  Model	  Evaluation	  &	  
Reporting	  Algorithm

§ Non-‐Bayesian	  generation	  X2 map	  in	  T-‐h/s	  space	  with	  
simultaneous	  comparison	  PHENIX	  and	  STAR	  spectra,	  flow,	  HBT	  
https://dx.doi.org/10.1103/PhysRevC.87.044901 (RAS	  2013)

§ Just	  a	  Subaru,	  but	  no	  squirrels	  under	  the	  hood
§ X2 evaluations	  performed	  using	  full	  statistical	  and	  systematic	  
errors	  as	  reported	  by	  PHENIX	  and	  STAR

An	  Earlier	  Foray	  into	  Model-‐2-‐Data-‐Comparisons
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§ Evaluate	  X2 from	  model	  &	  data,	  accounting	  for	  type	  A	  &	  B	  errors

Systematic	  Errors	  in	  CHIMERA

•A type:  uncorrelated  (si)
•B type:  correlated  frac.(sb)
•C type:  normalization  (sc)
•D  type: correlated  tilt  (not  considered)

pT (kT)Error  definitions  based  on  https://dx.doi.org/10.1103/PhysRevC.77.064907
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§ Separate	  systematic	  errors	  allowed	  STAR
and	  PHENIX data	  to	  shift	  independently	  to	  
achieve	  reasonable	  X2 values

How	  well	  did	  it	  work?CONSTRAINING THE INITIAL TEMPERATURE AND . . . PHYSICAL REVIEW C 87, 044901 (2013)

TABLE II. χ 2
ndf for evaluation of pion spectra with fixed

η/s = 0.08 for Npart scaling with and without pre-equilibrium flow.

Tcent χ 2
ndf Npart χ 2

ndf Npart,preq

(GeV) PHENIX STAR PHENIX STAR

0.315 15.7 0.25 98.8 14.7
0.310 9.27 0.60 46.6 2.98
0.305 20.3 1.82 7.84 2.46
0.300 18.3 1.47 2.90 10.9
0.295 18.9 1.96 179 10.6

definition in [10],

ex = ⟨x2 − y2⟩
⟨x2 + y2⟩

, ep =
〈
T 2

xx − T 2
yy

〉
〈
T 2

xx + T 2
yy

〉 , (2)

where all averages are weighted by the energy per cell. All
values are shown as a function of the proper time for start
times of 0.6 fm/c (dotted) and 1.0 fm/c (solid). These are
compared to VH2 run without pre-equilibrium flow for start
times of 0.2 fm/c (double-dot-dashed), 0.6 fm/c (dot-dashed),
and 1.0 fm/c (dashed). As the starting time is advanced,
the systems that do not include pre-equilibrium flow begin
to resemble the systems with pre-equilibrium flow, but they
do not reach the same final values. Advancing the start time
without pre-equilibrium flow also advances the freeze-out time
by a similar amount. Note that the two systems prepared with
pre-equilibrium flow do not show much dependence on start
time, a result that is consistent with the premise of a universal
pre-equilibrium flow. For the comparisons to experimental
data that follow, we adopt a start time of 1.0 fm/c with and
without inclusion of the pre-equilibrium flow. This start time is
consistent with the choice in [10] for Glauber initial conditions.

The hydrodynamic evolution then proceeds as with the
standard version of the VH2 code, using the QCD-inspired
equation of state based upon the work of Laine and Schroeder
[28] that interpolates between the hadronic resonance model
and the perturbative calculation. It provides a reasonable
albeit imperfect approximation to the crossover transition
that is now calculated nonperturbatively using lattice QCD
[15,16]. A thorough study of the implications of various lattice
calculations and their equation of state parametrizations is left
for future investigation.

TABLE III. χ 2
ndf for evaluation of pion spectra with fixed

Tcent = 0.310 GeV for Npart scaling and Tcent = 0.305 GeV for Npart,preq

scaling.

η/s χ 2
ndf Npart χ 2

ndf Npart,preq

PHENIX STAR PHENIX STAR

0.32 14.6 0.68 231 9.55
0.24 16.1 0.47 157 2.46
0.16 16.6 0.49 53.2 3.16
0.08 9.27 0.60 7.84 1.83
10−4 17.6 0.81 3.87 9.55

TABLE IV. χ 2
ndf for evaluation of pion spectra with fixed

η/s = 0.08 for Ncoll scaling with and without pre-equilibrium flow.

Tcent χ 2
ndf Ncoll χ 2

ndf Ncoll,preq

(GeV) PHENIX STAR PHENIX STAR

0.350 13.8 2.30 155 9.25
0.345 2.77 1.75 73.0 15.6
0.340 15.7 8.15 33.4 31.0
0.335 75.9 6.87 16.1 33.1
0.330 60.3 6.94 20.9 54.9

B. Freeze-out and hadronic cascade

The hydrodynamic evolution in VH2 ceases when the
temperature of a given cell falls below a specified freeze-out
value, nominally in the range 140–165 MeV. The final energy
densities are converted to final state particles following the
prescription of Cooper and Frye [29] with corrections for
the shear viscosity implemented according to the method
developed by Pratt and Torrieri [30]. In this method, the particle
number and momentum distributions are determined by Monte
Carlo sampling for nonviscous equilibrium distributions, and
the momenta are subsequently rescaled according to Eq. (3),

pj → pi + λijpj . (3)

Here λij is proportional to πij , the Israel-Stewart correction
to the stress energy tensor. The constant of proportionality is
chosen to reproduce the second order viscous corrections to
the final particle distributions for small values of π . The list
of final state particles is selected to match the complete set
of known particles used by the UrQMD code. For each set
of CHIMERA parameters a set of 5000 events are generated
in the OSCAR-97 format [31] to compare to the measured
particle spectra. For comparisons to elliptic flow and radii, the
total number of events is increased to 20 000 in order to achieve
smaller statistical errors in the model results prior to fitting.
We use a switching temperature of Tsw = 165 MeV to end
the hydrodynamic evolution and generate the particles for the
subsequent hadronic cascade stage of the model. As in [11],
the value of Tsw was chosen to be as close as possible to, but
less than the transition temperature. The freeze-out particle
times are converted to formation times and the particles are
back-propagated to zero time using the standard OSCAR2U
program provided by the UrQMD developers upon request.

For this paper we use UrQMD v2.3 to model particle
interactions that follow the hydrodynamic freeze-out stage.

TABLE V. χ 2
ndf for evaluation of pion spectra with fixed

Tcent = 0.340 GeV for Ncoll, Ncoll,preq scaling.

η/s χ 2
ndf Ncoll χ 2

ndf Ncoll,preq

PHENIX STAR PHENIX STAR

0.32 8.84 2.14 309 10.5
0.24 3.48 2.18 185 12.3
0.16 3.50 2.34 87.0 17.5
0.08 15.7 8.15 33.4 31.0
10−4 49.3 5.54 13.2 29.6

044901-5
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FIG. 8. (Color online) Model evaluation of pion spectra with Ncoll

scaling for fixed η/s (a) and fixed Tcent (b).
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FIG. 9. (Color online) Model evaluation of pion spectra with Ncoll

scaling with pre-equilibrium flow for fixed η/s (a) and fixed Tcent (b).
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Jet	  errors	  will	  be	  more	  challenging?	  
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Fig. 5. Elliptic flow coefficient v2 of charged particles [21,22] (red, green) and R = 0.2 full jets (comprising both charged and neutral fragments) measured within |η| < 2.1
[33] (blue) superimposed on the results from the current analysis of R = 0.2 charged jets vch jet

2 . In all measurements, statistical errors are represented by bars and systematic 
uncertainties by shaded or open boxes. Note that the same parton pT corresponds to different single particle, full jet and charged jet pT. ATLAS vcalo jet

2 and CMS v2 from 
[22,33] in 30–50% centrality are the weighted arithmetic means of measurements in 10% centrality intervals using the inverse square of statistical uncertainties as weights. 
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. vch jet
2 of R = 0.2 charged jets obtained from the JEWEL Monte Carlo (red line) for central (a) and semi-central (b) collisions compared to data. JEWEL data points are 

presented with only statistical uncertainties. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

it can be seen that for central events, the single particle vpart
2 and 

vch jet
2 are of similar magnitude and only weakly dependent on pT

over a large range of pT (≈ 20–50 GeV/c). For non-central colli-
sions (30–50%), the measurements of v2 for single particles and 
jets are also in qualitative agreement in the pT range where the 
uncertainties allow for a comparison.

Fig. 6 shows the vch jet
2 of R = 0.2 charged jets from the JEWEL 

Monte Carlo [29,30] compared to the measured vch jet
2 . JEWEL sim-

ulates parton shower evolution in the presence of a dense QCD 
medium by generating hard scatterings according to a collision 
geometry from a Glauber [61] density profile. A 1D Bjorken expan-
sion is used to simulate the time evolution of the medium. After 
radiative and collisional energy loss, PYTHIA is used to hadronize 
the fragments to final state particles.

The analysis on the JEWEL events is performed with the same 
jet definition and acceptance criteria that are used for the vch jet

2
analysis in data, using the symmetry plane "2 from the simulated 
initial geometry as "EP, 2. The JEWEL Monte Carlo shows finite 
significant vch jet

2 in semi-central collisions; in central collisions 

vch jet
2 is compatible with zero. The JEWEL result for semi-central 

30–50% collisions is compatible with the measured values (p-value 
0.4 using Eq. (16) with the JEWEL results as hypothesis µi and 
the quadratic sum of the statistical uncertainties of both datasets 
as σi in the denominator of the first sum of Eq. (16)). In central 
JEWEL collisions vch jet

2 is consistent with zero, while the mea-

sured values are compatible with the JEWEL vch jet
2 within two 

standard deviations. It should also be noted that JEWEL currently 
uses an optical Glauber model for the initial state and therefore 
does not include fluctuations in the participant distribution due to 
the spatial configuration of nuclei in the nucleus. This simplified 
treatment of the overlap geometry may underestimate the vch jet

2

[38,62]. This comparison of vch jet
2 in JEWEL to experimental data 

complements earlier studies of the path-length-dependent parton 
energy loss and model predictions for the jet RAA [5].

4. Conclusion

The azimuthal anisotropy of R = 0.2 charged jet production, 
quantified as vch jet

2 , has been presented in central and semi-

http://dx.doi.org/10.1016/j.physletb.2015.12.047

the v2 values of charged particles with 28<pT < 48 GeV
were found to vary between 0.02 and 0.05 for the
10%–50% centrality range [18], which are generally in

agreement with vjet
2 values reported here indicating no

obvious inconsistencies between the two results.

The centrality dependence of vjet
2 is shown in Fig. 3 as a

function of hNparti for different ranges in pT . The variation
of jet yields with !! can also be characterized by the ratio
of jet yields between the most out-of-plane and most in-
plane bins,

Rmax
!! ! d2Njet=dpTd!!jout=d2Njet=dpTd!!jin: (3)

This quantity is more general than vjet
2 as it does not assume

a functional form for the !! dependence of the jet yields.
The nuclear modification factor, RAA, is a measure of the
effect of quenching on hard scattering rates, and Rmax

!! can

be interpreted as the ratio of !!-dependent RAA factors,
Rmax
!! ¼ RAAjout=RAAjin [16]. The yields were corrected for

"2 resolution assuming that the!! variation is dominated
by the cos2!! modulation,

d2Ncorr
jet

dpTd!!
¼

d2Nmeas
jet

dpTd!!

!
1þ 2vjet

2 cos2!!

1þ 2vjet
2 jmeas cos2!!

"
: (4)

The results, expressed in terms of the quantity
f2!1$Rmax

!! , show as much as a 20% variation between

the out-of-plane and in-plane jet yields, but they are
reduced slightly from the maximal difference, evaluated

at !! ¼ "=2 and !! ¼ 0, by the finite bin size used in
the measurement. That reduction was corrected by assum-

ing a 1þ 2vjet
2 cos2!! variation of the jet yields within

the !! bins containing !! ¼ 0 and "=2, and calculating
the corresponding yields at those !! values. From these
yields, fcorr2 was calculated analogously to f2. The magni-
tude of the correction is typically a few percent. The fcorr2
values are shown in Fig. 3. For a pure cos2!! modulation

of the jet yields, fcorr2 would be given by 4vjet
2 =ð1þ 2vjet

2 Þ.
To test for deviations of the !! dependence of the jet

yields from a pure cos2!! variation, 4vjet
2 =ð1þ 2vjet

2 Þwas
calculated using the measured vjet

2 values and is shown for
each pT and centrality interval in Fig. 3.

Similar variations of vjet
2 , fcorr2 , and 4vjet

2 =ð1þ 2vjet
2 Þ

with hNparti are seen in the 60–80 GeV range, which has

the best statistical precision. A reduction in fcorr2 and vjet
2 in

both the most central and peripheral collisions is not
surprising; for very central collisions, the anisotropy of
the initial state is small and the possible !! variation of
path lengths in the medium is limited. Although the an-
isotropy is greater in peripheral collisions, there is little
suppression in the jet yields [3]. Therefore large variations
in jet yield as a function of !! would be unexpected. The

fcorr2 and 4vjet
2 =ð1þ 2vjet

2 Þ values are generally in agree-
ment within uncertainties, indicating an azimuthal
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FIG. 3 (color online). The hNparti dependence of vjet
2 ('), fcorr2

(j), and 4vjet
2 =ð1þ 2vjet

2 Þ (d). All quantities have statistical and
systematic uncertainties that are indicated by error bars and
shaded bands, respectively. The uncertainties for all quantities
are strongly correlated. The horizontal positions of the points
have been offset slightly for presentation purposes and the width
of the error bands indicates the uncertainty on hNparti.
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• One	  cannot	  directly	  compare	  ALICE	  results	  to	  ATLAS	  (without	  a	  model)
• But	  one	  can	  ask	  whether	  deviation	  from	  zero	  is	  significant	  
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also	  based	  on	  https://dx.doi.org/10.1103/PhysRevC.77.064907,	  yields p(m=0)	  =	  0.009,	  
ask Redmer for	  more	  details...	  
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Table 1
Systematic uncertainties on vch jet

2 for various transverse momenta and centralities. Uncertainties in central and semi-central collisions are given in the same pT ranges. The 
definitions of shape uncertainty and correlated uncertainty are explained in Sec. 2.5. Fields with the value ‘≪ stat’ indicate that no systematic effect can be resolved within 
the statistical limits of the analysis.

pchjet
T (GeV/c) Uncertainty on vch jet

2

30–40 60–70 80–90 30–40 60–70 80–90

Centrality (%) 0–5 30–50

Shape Unfolding 0.017 0.012 0.016 0.016 0.011 0.015
pchjet

T -measured 0.013 ≪ stat ≪ stat 0.024 ≪ stat ≪ stat
ρch(ϕ) fit 0.015 ≪ stat 0.016 ≪ stat ≪ stat ≪ stat

Total 0.027 0.012 0.023 0.029 0.011 0.015

Correlated Tracking 0.009 0.009 0.009 0.007 0.007 0.007
pchjet

T -unfolded ≪ stat ≪ stat ≪ stat ≪ stat ≪ stat ≪ stat

Total 0.009 0.009 0.009 0.007 0.007 0.007

Fig. 4. Second-order harmonic coefficient vch jet
2 as a function of pchjet

T for 0–5% (a) and 30–50% (b) collision centrality. The error bars on the points represent statistical 
uncertainties, the open and shaded boxes indicate the shape and correlated uncertainties (as explained in Sec. 2.5).

with respect to the systematic shifts εshape, εcorr, where v2,i rep-
resent the measured data (n points), σi are statistical uncertainties 
and σshape,i , σcorr,i denote the two specific types of systematic un-
certainties. The parameter εcorr is a measure of the fully correlated 
shifts; a shift of all data points by the correlated uncertainty σcorr,i
gives a total contribution to χ̃2 of one unit. The systematic shifts 
for the shape uncertainty are taken to be of equal size for each 
point, since this gives the best agreement with the vch jet

2 = 0
hypothesis and thus provides a conservative estimate of the sig-
nificance; the penalty factor is constructed such that an average 
shift of all data points by σshape adds one unit to χ̃2.

The p-value itself is calculated using the χ2 distribution with 
n − 2 degrees of freedom. For semi-central collisions a p-value 
of 0.0009 is found, indicating significant positive vch jet

2 . It should 
be noted that the most significant data points are at pchjet

T <

60 GeV/c; the results in the range 60 < pchjet
T < 100 GeV/c are 

compatible with vch jet
2 = 0 (p-value 0.02). In central collisions, 

a p-value with respect to the hypothesis of vch jet
2 = 0 of 0.12 is 

found which indicates that vch jet
2 is compatible with 0 within two 

standard deviations. Following the same approach an upper limit 
of vch jet

2 = 0.088 is found within the same confidence interval.

3.1. Comparison to previous measurements and model predictions

To get a better qualitative understanding of the results, the v2

of single charged particles vpart
2 [21,22] and the ATLAS vcalo jet

2

measurement [33] are shown together with the vch jet
2 measure-

ment in Fig. 5. The ATLAS result is for jets with resolution param-
eter R = 0.2 within |η| < 2.1 comprising both charged and neu-
tral fragments. The event plane angle is measured by the forward 
calorimeter system at 3.2 < |η| < 4.9. Jets are reconstructed by ap-
plying the anti-kT algorithm to calorimeter towers, after which, in 
an iterative procedure, a flow-modulated underlying event energy 
is subtracted. Each jet is required to lie within 

√
'η2 + 'ϕ2 < 0.2

of either a calorimeter cluster of pT > 9 GeV/c or a pT > 10 GeV/c
track jet with resolution parameter R = 0.4 built from constituent 
tracks of pT > 4 GeV/c (the full reconstruction procedure can be 
found in [33,60]).

It is important to realize that the energy scales of the ATLAS 
vcalo jet

2 and ALICE vch jet
2 measurements are different (as the ALICE 

jets do not include neutral fragments) which complicates a direct 
comparison between the two measurements. The central ATLAS re-
sults are also reported in 5–10% collision centrality. The ALICE and 
ATLAS measurements are in qualitative agreement, both indicating 
path-length-dependent parton energy loss. Given the uncertainties, 
the difference in the central values of the measurement is not sig-
nificant.

Fig. 5 also shows the v2 of single charged particles vpart
2 (from 

[21,22]), which is expected to be mostly caused by in-medium en-
ergy loss at intermediate and high momenta (pT ! 5 GeV/c). Even 
though a direct quantitative comparison between vch jet

2 and vpart
2

cannot be made as the energy scales for jets and single particles 
are different, the measurements can be compared qualitatively, and 

516 ALICE Collaboration / Physics Letters B 753 (2016) 511–525

of Eq. (4) on tracks with 0.15 < pT < 4 GeV/c, using unit track 
weights in the construction of the flow vectors Q 2 (see Eq. (2)).

Using the V0 detectors for the reconstruction of the event plane 
guarantees that the jet axis and event plane information are sepa-
rated in pseudorapidity by |!η| > 1 and thus removes autocorre-
lation biases between the signal jets and event plane orientation. 
The possible non-flow correlation between the event plane angle 
and jets due to di-jets with one jet at mid-rapidity and one jet in 
the V0 acceptance was studied using the PYTHIA event generator. 
The rate of such di-jet configurations was found to be negligible 
(less than 1 per mille of the total di-jet rate at mid-rapidity) for 
pchjet

T > 20 GeV. Possible effects from back-to-back jet pairs with a 
jet in each of the V0 detectors are even smaller.

2.5. Systematic uncertainties

The measured vch jet
2 is corrected for experimental effects, such 

as the finite event plane resolution and detector effects on the jet 
energy scale as well as the effects of the uncorrelated background 
and its fluctuations using the corrections outlined in the Sec-
tions 2.1–2.4. Hydrodynamic flow of the background is taken into 
account event-by-event in the underlying event description, resid-
ual effects are removed by azimuthally dependent unfolding. The 
remaining uncertainties in these correction procedures are treated 
as systematic uncertainties. Systematic uncertainties on vch jet

2 are 
grouped into two categories, shape and correlated, based on their 
point-to-point correlation. Shape uncertainties are anti-correlated 
between parts of the unfolded spectrum: when the yield in part of 
the spectrum increases, it decreases elsewhere and vice versa. Cor-
related uncertainties are correlated point-to-point. Both types of 
uncertainties however have contributions which lead to correlated 
changes of Nin and Nout.

Correlated uncertainties are estimated for the in-plane and out-
of-plane jet spectra independently. Two sources of correlated un-
certainties are considered: tracking efficiency and the inclusion 
of combinatorial jets in the measured jet spectrum. The domi-
nant correlated uncertainty (! 10%) arises from tracking and is 
estimated by constructing a detector response matrix with a track-
ing efficiency reduced by 4% (motivated by studies [4] comparing 
reconstructed tracks to simulations of HIJING [58] events). The 
observed difference between the nominal and modified unfolded 
solution is taken as a symmetric uncertainty to allow for an over-
and underestimation of the tracking efficiency. The sensitivity of 
the unfolded result to combinatorial jets is tested by changing the 
lower range of the unfolded solution from 0 to 5 GeV/c, which 
leads to an overall (correlated) increase of the unfolded jet yield. 
Both correlated uncertainties are added in quadrature and prop-
agated to vch jet

2 assuming that variations are strongly correlated 
between the in-plane and out-of-plane jet spectra, while still al-
lowing for effects from azimuthally-dependent variations in track 
occupancy and reconstruction efficiency, by setting the sample cor-
relation coefficient ρ ≡ σi, j/(σiσ j) to 0.75.

Shape uncertainties fall into three categories: assumptions in 
the unfolding procedure, feed-in of combinatorial jets, and the 
sensitivity of the unfolded solution to the shape of the underly-
ing event energy distribution. The dominant contribution to the 
unfolding uncertainty is related to the regularization of the un-
folded solution. The SVD algorithm [54] regularizes the unfolding 
by omitting components of the measured spectrum for which the 
singular value is small and which amplify statistical noise in the 
result. To explore the sensitivity of the result to the regularization 
strength, the effective rank of the matrix equation that is solved 
is varied by changing an integer regularization parameter k by ±1. 
The SVD unfolding algorithm uses a prior spectrum as the start-
ing point of the unfolding; the result of the unfolding is the ratio 

between the full spectrum and this prior. The unfolded solution 
from the χ2 algorithm [55] is used as prior (default) as well as a 
PYTHIA spectrum. The bias from the choice of unfolding algorithm 
itself is tested by comparing the results of the SVD unfolding and 
the χ2 algorithm.

The same nominal unfolding approach is used for the in-plane 
and out-of-plane jet spectra and the δpT distributions for the 
in-plane and out-of-plane background fluctuations are similar in 
width; the unfolding uncertainty is therefore strongly correlated 
between the in-plane and out-of-plane jet spectra. These corre-
lations are taken into account by applying the variations in the 
unfolding procedure to the in-plane and out-of-plane jet spectra 
at the same time and calculating the resulting variations of vch jet

2 . 
The total uncertainty from unfolding is determined by constructing 
a distribution of all unfolded solutions in each pchjet

T interval and 
assigning the width of this distribution as a systematic uncertainty.

The other two components of the shape uncertainty are the 
sensitivity of the unfolded solution to combinatorial jets and un-
certainties arising from the description of the underlying event; 
both are estimated on the in-plane and out-of-plane jet spectra 
independently and propagated to vch jet

2 as uncorrelated. A system-
atic uncertainty is only assigned when the observed variation is 
found to be statistically incompatible with the nominal measure-
ment. The effect of combinatorial jets is tested by varying the min-
imum pchjet

T of the measured jet spectrum by ±5 GeV/c, effectively 
increasing or decreasing the possible contribution of combinatorial 
jet yield at low jet momentum. To test the assumptions made in 
the fitting of Eq. (5) the maximum pT of accepted tracks is low-
ered to 4 GeV/c. Additionally, the minimum p-value that is used 
as a goodness of fit criterion is changed from 0.01 (the nominal 
value) to 0.1. The minimum required distance of tracks to the lead-
ing jet axis in pseudorapidity is enlarged to 0.3.

Table 1 gives an overview of the systematic uncertainties in 
terms of absolute uncertainties on vch jet

2 for all sources (where 
the total uncertainty is the quadratic sum of the separate compo-
nents). High statistics Monte Carlo testing has been used to verify 
that uncertainties labeled ‘≪ stat’ are indeed negligible compared 
to other uncertainties.

3. Results and discussion

The coefficients vch jet
2 as function of pchjet

T for 0–5% and 
30–50% collision centrality are presented in Fig. 4. Significant pos-
itive vch jet

2 is observed in semi-central collisions and no (signifi-
cant) pT dependence is visible. The observed behavior is indicative 
of path-length-dependent in-medium parton energy loss. The ob-
served vch jet

2 in central collisions is of similar magnitude. The 
systematic uncertainties on the measurement however are larger 
than those on the semi-central vch jet

2 data, in particular at lower 
pchjet

T , as a result of the larger relative background contribution to 
the measured jet energy.

The significance of the results is assessed by calculating a 
p-value for the hypothesis that vch jet

2 = 0 over the presented mo-
mentum range. The p-value is evaluated starting from a modified 
χ2 calculation that takes into account both statistical and (corre-
lated) systematic uncertainties, as suggested in [59]. The modified 
χ2 for the hypothesis vch jet

2 = µi is calculated by minimizing

χ̃2(εcorr,εshape) =
[(

n∑

i=1

(v2,i + εcorrσcorr,i + εshape − µi)
2

σ 2
i

)

+ ε2
corr + 1

n

n∑

i=1

ε2
shape

σ 2
shape,i

]

(16)

Question  for  the  rest  of  us:  is  there  a  better  approach?  



LLNL-PRES-xxxxxx
12

§ See	  upcoming	  publication	  by	  NIFFTE	  
=	  Neutron	  Induced	  Fission	  Fragment	  
Tracking	  Experiment	  http://niffte.calpoly.edu

§ Co-‐variant	  inputs	  include
— Beam	  pile-‐up
— Target	  contamination
— Tracking	  efficiency
— Analysis	  cuts

§ But	  what	  would	  we	  do	  with	  it?

Why	  not	  produce	  the	  full	  co-‐variance	  matrix?

11

FIG. 16. The 238U(n,f)/235U(n,f) correlation matrix mea-
sured in this work. At low neutron energy, the contaminant
correction becomes the largest source of uncertainty, resulting
in a large correlated region in the correlation matrix. The con-
taminant correction is a fixed value at all energies and as the
ratio becomes small at low energy, a large relative uncertainty
results. The z-axis represents the value of the correlation ma-
trix elements.

FIG. 17. Uncertainty contributions to the 238U(n,f)/235U(n,f)
cross section ratio. At low neutron energy, the contaminant
correction becomes the largest source of uncertainty, and sta-
tistical uncertainty is largest at high energy. The contami-
nant correction is a fixed value at all energies and as the ratio
becomes small at low energy, a large relative uncertainty is
found.

targets with actinide deposits on both sides.636

Typical neutron-induced fission cross section measure-637

ments have stacks of targets that have roughly the same638

spatial distribution of actinide deposits and neutron flux.639

The ability of the fissionTPC to identify energy, length,640

track angle, and start position allows for the thin-backed641

half-circle target used in this work. It was previously as-642

FIG. 18. The ratio of the left and right half of 235U(n,f) cross
section ratio measured from this work.

sumed that the neutron beam flux varied spatially, but643

not as a function of neutron energy. To test this, an644

internal ratio was taken between different regions of the645

target, and a 7% variation in neutron flux as a function of646

energy was observed. This ratio can be seen Fig. 18, with647

a gradual increase occurring between 0.5 and 10 MeV.648

MCNP simulations [41] show that this is due to the649

neutron collimator exposing off-axis areas of the fission650

foil to different sections of the tungsten spallation tar-651

get. As the proton beam slows down in the tungsten, the652

neutron spectrum softens leading to an energy-dependent653

beam profile. Such a change should only be observed in654

the direction of the beam, which is parallel to the ground,655

and should not affect the 238U(n,f)/235U(n,f) cross sec-656

tion ratio, which has wedge targets bisected by a plane657

consistent with the beam direction. This was confirmed658

experimentally in a separate measurement of different ac-659

tinides, which had deposits rotated 90◦ relative to the660

target used in this experiment. In that confirmation661

measurement, the top/bottom ratio was consistent with662

unity.663

The new data are compared to the three most re-664

cent 238U(n,f)/235U(n,f) measurements, as well as to the665

ENDF/B-VIII.β3 [29] evaluation in Fig. 15. There was666

a recent change in the ENDF/B-VIII.β3 [29] evaluation667

for the 238U(n,f) cross section, which resulted from a 40%668

change in the evaluation at 1.2MeV. A comparison of this669

work to ENDF/B-VII.1 [30] and ENDF/B-VIII.β3 [29] is670

shown with three previous data sets in the inset of Fig.671

15. The 238U(n,f)/235U(n,f) cross section ratio measured672

in this work agrees with most recent data, and provides673

support for the recent change in the evaluation.674

A significant difference in the cross section is observed675

between the new data and past work in the energy range676

2 − 3 MeV, with the new data most closely agreeing677

with Shcherbakov [27]. This can be seen more clearly in678

Fig. 19, which focusses upon this neutron energy range.679

The disagreement between this measurement and the680

ENDF/B-VIII.β3 evaluation is greatest (∼2.5%) near681

2.4 MeV. The cross section ratio presented here is nor-682
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§ From	  2008—2014	  HotQCD and	  Wuppertal-‐Budapest	  
Collaborations	  spent	  100s	  of	  millions	  of	  core	  hours	  calculating	  
the	  QGP	  EoS for	  insertion	  into	  hydrodynamic	  code

§ In	  2016,	  S.	  Moreland	  and	  RAS	  sought	  to	  answer
— Does	  it	  matter	  which	  EoS result	  is	  used	  for	  hydro?
— How	  much	  variation	  is	  within	  the	  systematic	  error	  bands?
— Will	  we	  ever	  need	  to	  repeat	  these	  calculations	  on	  finer	  lattices?

Modeling	  Errors	  :	  Example	  from	  the	  Lattice

second derivatives of p=T4 with respect to the temperature
to be discussed in the next section,

p
T4

¼ 1

2
ð1þ tanhðctðt̄ − t0ÞÞÞ

·
pid þ an=t̄þ bn=t̄2 þ cn=t̄3 þ dn=t̄4

1þ ad=t̄þ bd=t̄2 þ cd=t̄3 þ dd=t̄4
; ð16Þ

where t̄ ¼ T=Tc and the QCD transition temperature Tc ¼
154 MeV is a conveniently chosen normalization. In this
parametrization, pid ¼ 95π2=180 is the ideal gas value of
p=T4 for massless three-flavor QCD. It is also the appro-
priate infinite temperature limiting value for QCD with
light and strange quarks that could be refined to include
additional perturbative corrections. However, at present we
do not see any need for this. We also note that fixing cn ¼
cd ¼ 0 gives an excellent parametrization of all our
numerical data and is in good agreement with the HRG
estimate, at least down to T ¼ 100 MeV. Furthermore,
this parametrization agrees with the Nτ ¼ 8 data well
beyond T ¼ 400 MeV.
The values of the parameters in our ansatz for the

pressure, Eq. (16), are summarized in Table II. The results
of this ansatz for the speed of sound, energy density, and
specific heat are compared with our continuum extrapo-
lated error bands in Figs. 7 and 8.

V. SPECIFIC HEAT, THE SPEED OF SOUND
AND DECONFINEMENT

All thermodynamic quantities, for fixed light and strange
quark masses, depend on a single parameter—the temper-
ature. In Section IV, we derived the basic thermodynamic
observables ðϵ; p; sÞ from the continuum extrapolated trace
anomaly ΘμμðTÞ. We now discuss two closely related
observables that involve second order derivatives of the
QCD partition function with respect to the temperature, i.e.,
the specific heat,

CV ¼ ∂ϵ
∂T

!!!!
V
≡

"
4
ϵ
T4

þ T
∂ðϵ=T4Þ

∂T
!!!!
V

#
T3; ð17Þ

and the speed of sound,

TABLE II. Parameters used in the ansatz given in Eq. (16) for
the pressure of (2þ 1)-flavor QCD in the temperature interval
T ∈ ½100 MeV; 400 MeV&.

ct an bn cn dn

3.8706 −8.7704 3.9200 0 0.3419
t0 ad bd cd dd
0.9761 −1.2600 0.8425 0 −0.0475

FIG. 7 (color online). The speed of sound squared from lattice
QCD and the HRG model versus temperature (top) and energy
density (bottom). In the upper figure, our results (HISQ) are
compared with those obtained with the stout action [26]. The
vertical band marks the location of the crossover region Tc ¼
ð154' 9Þ MeV in the upper figure and the corresponding range
in energy density, ϵc ¼ ð0.18–0.5Þ GeV=fm3, in the lower figure.
The dark line within each error band is the prediction of the
analytical parameterization given in Eq. (16).

FIG. 6 (color online). The comparison of the HISQ/tree and
stout results for the trace anomaly, the pressure, and the entropy
density.

A. BAZAVOV et al. PHYSICAL REVIEW D 90, 094503 (2014)
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§ HotQCD sys.	  errors	  calculated	  with	  
simultaneous	  spline	  interpolation	  with	  
continuum	  extrapolation.	  	  Errors	  impact	  
observables	  by	  3%	  or	  less.
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FIG. 9. From top to bottom: calculations of mean pT , elliptic
flow cumulant v2{2}, triangular flow cumulant v3{2}, and maximum
value of the interaction measure I (T ) = (e − 3p)/T 4 for

√
sNN =

200 GeV Au+Au collisions in centrality bin 20–30%. The calculation
is performed for 100 EoS curves randomly sampled from the errors
in the HotQCD continuum extrapolation (blue circles) as well as for
the HQ, WB, and S95 EoS curves shown in Fig. 2 (blue squares, red
triangles, and green stars). Gray shaded bands show the 2σ confidence
interval for the HQ samples, and percentages indicate the relative
increase (decrease) of a given observable for each EoS relative to the
HQ result (blue squares). HQ EoS samples are numbered in increasing
order by the peak value of the interaction measure. The kinematic cuts
are pT < 3 GeV with |η| < 0.5 for mean pT and |η| < 1 for flow.
Vertical error bars on the measurements represent 2σ statistical error
from finite particle fluctuations.

described in Sec. II. The grey band plotted on top of the HQ
samples marks the 2σ confidence interval describing 95% of
the variance in the HQ samples, while the percentages next to

the data points describe the increase (decrease) of each EoS
relative to the HQ EoS result (blue square). For comparison,
the bottom panel of Fig. 9 displays the maximum value of the
interaction measure for each EoS.

Several key features are immediately apparent from the
figure. We see a clear separation of the different EoS curves
which is strongly correlated with the maximum value of the
interaction measure (bottom panel). Softer EoS curves have a
larger peak in the trace anomaly and hence drive less radial,
elliptic, and triangular flow as evidenced by the smaller values
of mean pT , v2, and v3.

Errors in the HotQCD continuum extrapolation, repre-
sented by the spread in the HQ EoS samples (blue circles),
account for small (order 1%) differences in mean pT , v2, and
v3 which are similar in magnitude to differences between
the Wuppertal-Budapest stout fermion (red triangles) and
HotQCD HISQ/tree actions (blue squares). On the other hand,
the pronounced peak in the S95 interaction measure leads to
much larger differences in mean pT and flow. For example,
the value of v3{2} calculated using the S95 EoS is 12.6%
smaller than the same calculation performed with the HQ
EoS.

V. CONCLUSION AND OUTLOOK

The LQCD EoS is an essential ingredient used in hydro-
dynamic simulations of relativistic heavy-ion collisions. In
this study, we simulated collisions at RHIC using a modern
event-by-event hybrid model with several calculations of the
LQCD equation of state to quantify differences in the simulated
spectra, flow, and HBT radii.

The analysis was performed in two stages. In the first stage
of the analysis, we compared simulation results obtained with
state-of-the-art LQCD EoS calculations from the HotQCD
Collaboration using the HISQ/tree fermion action and from
the Wuppertal-Budapest Collaboration using the stout fermion
action, as well as using the older s95p-v1 parametrization
constructed from coarser lattices using the p4 action without
continuum extrapolation. The three parametrizations are each
matched to a hadron resonance gas EoS at T = 155 MeV
where the hybrid model transitions from viscous relativistic
fluid dynamics to Boltzmann transport described by the UrQMD
model. For each EoS, we calculate spectra, differential flow,
and HBT radii for pions, kaons, and protons using three
different centrality classes.

We find that the spectra and anisotropic flow coefficients of
the HotQCD and Wuppertal-Budapest calculations are largely
indistinguishable, while the s95p-v1 parametrization leads
to noticeably softer spectra and less anisotropic flow. On
the other hand, measurements of the azimuthally averaged
HBT radii were not sensitive enough to resolve differences
between the different EoS parametrizations. Furthermore, we
see little differences for pions, kaons, or protons and somewhat
surprisingly only moderate sensitivity of the EoS deviations to
changes in the centrality class.

In the second stage of the analysis, we quantified the effect
of errors in the HotQCD continuum extrapolation using a
set of 100 randomly sampled EoS curves from the HotQCD

044913-9
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FIG. 7. Effect of the equation of state on the Bertsch-Pratt radii. We plot Ro, Rs , Rl , and the ratio Ro/Rs (rows top to bottom) in centrality
bins 0–10%, 10–20%, and 20–40% (columns left to right) against transverse mass mT for the HQ, WB, and S95 equations of state (blue
short-dashed, red dashed, and green dash-dotted lines). Shaded bands indicate 2σ errors from the covariance of the fit parameters (21). Symbols
with errors bars are experimental data from PHENIX [32]. The HQ, WB, and S95 EoS curves overlap and are nearly indistinguishable.

become unreliable, and we extrapolate the EoS table using
a simple power law; e.g., the energy density as a function
of temperature is extended using e(T ) = aT b where the
coefficients a and b are tuned to fit the lattice EoS at 400 MeV.
We note, however, that this modification has negligible
impact on the hydrodynamic evolution at RHIC where the

FIG. 8. QCD interaction measure for 100 random samples of
the HotQCD error estimate (thin grey lines) plotted alongside the
hadron resonance gas EoS (thick black line) and best fit HotQCD
parametrization (dashed blue line). Both the HQ and HQ sample EoS
curves are matched to the HRG EoS at 155 MeV as in Fig. 2.

spacetime volume of the system is predominantly below T =
400 MeV.

In the previous sections, we compared observables cal-
culated from different EoS both as functions of transverse
momentum and centrality, as well as for different particle
species. Figures 4–7 indicate that changes in the EoS affect
pions, kaons, and protons in a similar fashion. Meanwhile,
the pT dependence of these quantities exhibits a few general
trends. Changing the stiffness of the EoS changes the slope of
the spectra while it shifts the differential flow curves vertically
up and down. These generic features suggest that simpler
quantities such as mean pT and integrated flow may offer
equal resolving power to species-dependent and differential
quantities with the added benefit of increased statistics and
reduced model uncertainty.

With this in mind, we quantify the effect of the HotQCD
errors by calculating the mean pT and integrated two-particle
cumulants v2{2} and v3{2} for all charged particles in the
20–30% centrality bin. Unlike the pT -differential flow in
Figs. 5 and 6, these integrated cumulants are calculated from
the UrQMD particle output and account for flow developed in
the hadronic phase of the collision.

The mean pT and flow cumulants for the sampled HotQCD
EoS curves—numbered in increasing order by the maximum
value of their respective interaction measures—are displayed
Fig. 9 alongside results for the HQ, WB, and S95 EoS

044913-8
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FIG. 3. Squared speed of sound c2
s plotted versus temperature T

for the HQ, WB, and S95 equations of state pictured in Fig. 2. The
top panel shows EoS parametrizations from the Bayesian prior used
in Ref. [3] (thin grey lines) while the bottom panel shows samples
from the Bayesian posterior once the samples have been constrained
by experimental data.

Bayesian analysis used to constrain parametrized forms of
the LQCD EoS by simultaneously fitting model predictions
to multiple observables at RHIC and LHC [3]. The top panel
of Fig. 3 shows the three lattice parametrizations used in this
work plotted against 50 parametric EoS samples (thin grey
lines) from the Bayesian prior, while the bottom panel of
Fig. 3 shows the same lattice results plotted against samples
from the Bayesian posterior, i.e., once the EoS curves have
been constrained by data. The more tightly clustered posterior
curves show a clear preference for the present lattice results.
Although these constraints are not able to resolve differences
between the different lattice calculations, they fall below the
continuum extrapolations for temperatures above 0.2 GeV.

Within the three lattice calculations used in this study, the
HQ and WB speed-of-sound curves are in good agreement
while the S95 parametrization remains softer in a wider interval
about the QGP phase transition. We note that the parametric
transition (3) modifies the speed of sound in the vicinity of
the EoS matching temperature but is constructed to preserve
continuity across the desired transition region.

With the trace anomalies in hand, the energy density,
pressure and entropy density are easily interrelated to specify
the equation of state used in the analysis,

p(T )
T 4

=
∫ T

0
dT ′ I (T ′)

T ′ , (6)

e(T )
T 4

= I (T ) + 3
p(T )
T 4

, (7)

s(T )
T 3

= e(T ) + p(T )
T 4

. (8)

For clarity, Figs. 1–3 do not include the respective er-
rors bands for the HotQCD and Wuppertal-Budapest trace
anomalies, but both calculations devote considerable effort
to providing an accurate error estimate for their respective
calculations [5,6]. Common contributions to the errors come
from variations in spline fits to the interaction measures,
differences between quadratic and quartic extrapolations in the
lattice spacing, and small (2%) variations in the temperature
scale. Errors are typical of order 5% for most quantities, and
increase to 5–10% in the transition region where the curves
are steepest.

III. HYBRID MODEL

The equations of state are embedded in the event-by-event
iEBE-VISHNU hybrid model which uses the VISH2+1 boost-
invariant viscous hydrodynamics code [16] to simulate the
time evolution of the QGP medium and the microscopic UrQMD
hadronic afterburner [9,10] for subsequent evolution below the
QGP transition temperature. Where necessary, free parameters
of the model are tuned to facillitate model-to-data comparison
with

√
sNN = 200 GeV gold-gold collisions at RHIC. In this

section, we briefly outline the implementation of the model
used in the analysis; for a more detailed explanation of the
model see Ref. [17].

A. Initial conditions

The initial conditions represent the largest source of un-
certainty in current hydrodynamic simulations, and a number
of models exist in the literature which have described the
experimental data with varying degrees of success [18–23].
Because the goal of the present work is to measure the
sensitivity of the hydrodynamic evolution to differences in
the QGP EoS and not to obtain the overall best fit of model to
data, we choose the simplest and most widely adopted initial
condition implementation based on a two-component Glauber
model; for an overview see [24].

In the two-component ansatz, initial entropy is deposited
proportional to a linear combination of nucleon participants
and binary nucleon-nucleon collisions,

dS/dy |y=0 ∝ (1 − α)
2

Npart + αNcoll, (9)

where, for the binary collision fraction, we use α = 0.14 which
has been shown to provide a good description of the central-
ity dependence of charged particle multiplicity in

√
sNN =

200 GeV gold-gold collisions [25].
The entropy is localized about each nucleon’s transverse

parton density Tp(x),

dS/dy |y=0 ∝
Npart,A∑

i=0

wi Tp(x − xi)(1 − α + α Ncoll,i)

+
Npart,B∑

j=0

wj Tp(x − xi)(1 − α + α Ncoll,j ),

(10)
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the observables where each observable yi is first scaled
by �i which describes the uncertainty one assigns to the
comparison of the model to experiment, with �i account-
ing for both experimental uncertainties and the error
one might associate with the model missing some of the
physics. Here, the uncertainties were all chosen to be
6% of each observable. Changing this to 9% only mod-
estly a↵ected the final result. The largest source of un-
certainty derives from the unknown impact of missing
physics. These shortcomings will be discussed further
below.

Constraining the equation of state is the principal goal
of this study. The equation of state was chosen to be
consistent with that of a hadron gas for a tempera-
ture of 165 MeV, which is the temperature at which the
hydrodynamic description switched to the microscopic
hadronic simulation. At the high-energy densities con-
sidered here, one can neglect any small excess of baryons
to antibaryons and the equation of state can be expressed
in terms of a single variable such as the energy density
✏. For temperatures above 165 MeV, the speed of sound
squared was parameterized to allow for a large range of
equations of state,

c

2

s(✏) = c

2

s(✏h) +

✓
1

3
� c

2

s(✏h)

◆
X

0

x+ x

2

X

0

x+ x

2 +X

02 , (2)

X

0

= X

0
Rcs(✏)

p
12, x ⌘ ln ✏/✏h,

where ✏h is the energy density corresponding to T = 165
MeV. The two parameters R and X

0 describe the behav-
ior of the speed of sound at energy densities above ✏h.
Whereas R describes how the speed of sound rises or falls
for small x, X 0 describes how quickly the speed of sound
eventually approaches 1/3 at high temperature. Once
given c

2

s(✏), thermodynamic relations provide all other
representations of the equation of state. Runs were per-
formed for 0.5 < X

0
< 5, and with �0.9 < R < 2. In the

limit R ! �1 the speed of sound will have a minimum
of zero.

Ten of the 14 model parameters described the initial
stress-energy tensor and flow used to describe the ini-
tial state and instantiate the hydrodynamic calculation,
with 5 separate parameters describing the initial state for
each beam energy. Three parameters varied the trans-
verse profile of the initial energy density at each beam
energy: a weight between two saturation pictures, a nor-
malization for the initial energy density, and a screening
parameter. These three parameters, along with a param-
eter used to vary the initial flow, are described in [13].
The fifth parameter describes the initial anisotropy of
the stress energy tensor and was varied so that the lon-
gitudinal pressure, Tzz, could vary between zero and the
pressure P . The viscosity at T = 165 MeV and its tem-
perature dependence were described by two parameters
as was done in [13] and the final two parameters varied
the equation of state.

The details of both the physical model and the sta-
tistical method are described in [13]. The calculations
shown here were based on 1200 full-model runs. Thirty

observables, 15 for RHIC data and 15 for the LHC, were
related to spectra, elliptic flow and femtoscopic source
sizes. Observables were calculated for two centralities,
20-30% and 0-5% for both the RHIC and LHC cases. At
each centrality the spectral observables were the mean
transverse momenta, hpti, for pions, kaons and protons,
and the yield for pions. The three femtoscopic sizes, aver-
aged over the experimentally analyzed momentum range,
R

out

, R

side

and R

long

described the dimensions of the
outgoing phase space cloud of particles with the same
momenta. The hpti-weighted measurement of the elliptic
flow, v

2

= hcos 2�i quantified the preference for emitting
particles in the reaction plane (� = 0 or 180�). Because
the model used initial energy profiles that were smoothed
by considering the averaged positions of incoming nucle-
ons within a nucleus, rather than more realistic lumpy,
or fluctuating, initial conditions, the model had to scale
up its predictions for elliptic flow by a factor of 1.10.
This accounts for the fact that the fluctuations result in
larger initial transverse elliptic asymmetries which then
lead proportionally to larger flows. The correction factor
was quantitatively evaluated assuming a linear response
in v

2

to initial eccentricity and found to be minimized
in the 20-30% centrality class. The v

2

analysis was con-
fined to the 20-30% centrality to minimize the e↵ect of
fluctuating initial conditions.
The first 1000 runs were chosen semi-randomly

throughout the 14-dimensional parameter space accord-
ing to latin hyper-cube sampling. The thirty observables
were then reduced to 14 principal components, which
captured over 99.9% of the variance. Identically to what
was done in [13], these principal components were in-
terpolated from the 1000 runs using a Gaussian process
emulator during a Markov chain Monte Carlo (MCMC)
exploration of the parameter space. This yielded a poste-
rior sampling of the parameter space, i.e. a sampling that
was weighted by the likelihood to reproduce the measured
observables. A sampling of 50 points in parameter space
was then chosen according to the posterior distribution
and evaluated with the full model. Real model values
were then compared to the emulated values at these 50
points to validate the emulator in the regions of high
likelihood which are most important in correctly deter-
mining the posterior distribution. The emulator was then
retrained using the 1050 runs and the validation proce-
dure was repeated three additional times resulting in a
total of 1200 model runs. The emulator’s accuracy in
each case was found to be a few tenths of one unit when
determining ln(L) in Eq. (1). The results shown here use
emulation based upon the full model runs at these 1200
points in parameter space, 200 of which are distributed
according to the posterior distribution.

III. RESULTS

The ability of the procedure to accurately identify
likely regions of parameter space is illustrated in Figs.

3

FIG. 1. Twenty pion, kaon and proton spectra as measured
by the ALICE collaboration at the LHC (circles for 0-5% and
squares for 20-30%) [14] are compared to model predictions
using parameters randomly taken from the prior parameter
space (panels a-c) and using parameters weighted by the like-
lihood (d-f).

FIG. 2. The pion azimuthal anisotropy v2, often referred
to as elliptic flow, from ALICE [16] for the 20-30% centrality
(circles) are compared to model predictions using parame-
ters randomly taken from the prior parameter space (a), and
weighted by the likelihood (b).

1, 2 and 3 by comparing both full model calculations at
20 random points in parameter space and then again at
20 points chosen proportional to the likelihood defined in
Eq. (1). Calculations are compared to ALICE Collabo-
ration at the LHC. Similarly good representations of the
experimental data are found for RHIC data, with results
very similar to those in [13]. The procedure readily iden-
tified regions of parameter space that matched the exper-
imental data within the 6% uncertainty assumed here.
Nonetheless, it appears that the procedure finds spec-
tra that have transverse momenta that are a few percent
higher than the the experiment, and femtoscopic source
sizes that are a few percent larger. This suggests the fem-
toscopic data and the spectra are competing for agree-

FIG. 3. Two-particle femtoscopic source sizes from ALICE
[15] (circles for 0-5% and squares for 20-30% centrality) are
compared to model predictions using parameters randomly
taken from the prior parameter space (a-c), and weighted by
the likelihood (d-f).
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FIG. 4. The posterior likelihood for the two parameters that
describe the equation of state, X 0 and R, have a preference
to be along the diagonal. This shows that experiment con-
strains some integrated measure of the overall sti↵ness of the
equation of state, i.e. a softer equation of state just above Tc

is consistent with the data if it is combined with a more rapid
sti↵ening at higher temperature.

ment with the model, as slightly more explosive models
would better match the femtoscopic observations, while
less explosive models would better reproduce the spec-
tra. This implies that improved physics might be needed
if one were to reproduce the experimental results much
better than 6%.
The ability of the procedure to constrain the two pa-
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§ Application	  of	  Bayesian	  methods	  to	  determine	  properties	  of	  QGP	  
has	  progressed	  rapidly,	  treatment	  of	  errors	  has	  not

§ Proper	  treatment	  of	  experimental	  errors	  is	  necessary	  if	  we	  are	  to	  
compare	  to	  similar	  observables	  from	  different	  experiments

§ Approach	  defined	  in	  PhysRevC.77.064907 appears	  to	  be	  the	  one	  
most	  followed	  	  

§ Can	  we	  (must	  we)	  do	  better	  ?

§ Assigning	  epistemic	  uncertainty	  to	  models	  is	  another	  challenge

§ Future	  INT	  workshop	  for	  theory,	  experiment,	  and	  statistics	  ?

Conclusions


