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Fig. 5 Ratios of D(z) distributions for six bins in collision centrality
to those in peripheral (60–80 %) collisions, D(z)|cent/D(z)|60−80, mea-
sured by ATLAS for R = 0.4 jets [12] (black markers) are compared to

the analytic calculation (red line) and MC calculation (blue histogram)
of the same quantity in the fractional energy loss model. The analytic
calculation uses the power law parameterization of jet pT spectra

where Dq(z) and Dg(z) are the quark and gluon D(z) distri-
butions, respectively, and f int

q is the modified quark fraction

integrated over a given pjet
T range.

The ATLAS jet fragmentation measurements were
obtained for pjet

T > 100 GeV. Applying Eq. 14 over this
pjet

T range and using the sq parameters obtained from fits to
the jet RAA, we calculated the ratio of modified D(z) distri-
butions in different centrality bins to the distribution in the
60–80 % centrality bin for comparison with the ATLAS data.
The results are shown along with the data in Fig. 5. The figure
shows that our simple model for the medium modifications of
the inclusive jet fragmentation function can reproduce some
of the qualitative features in the data, namely the suppres-
sion of the fragmentation function at intermediate z and an
enhancement in the fragmentation function at large z. This
latter is statistically marginal in the data given the (combined)
error bars, but the enhancement at large z in the model is an
automatic result of the increased quark content of the jet
spectrum. Our model does not show as deep a suppression
in the D(z) ratio near 0.1 which may indicate that additional
physics contributes there.

One feature in the data that cannot be explained by the
model is the enhancement at low z. Our simple model also

explains the centrality dependence of the data, except for the
50–60 % centrality bin, given the fits to the single-jet sup-
pression. Based on the results shown in Fig. 5 we argue that
it is plausible that the modifications observed at intermedi-
ate and large z in the jet fragmentation function result from
quenching-driven changes in the jet quark fraction while the
enhancement at low z reflects a contribution of extra parti-
cles in the jet either from radiative emission within the jet or
recoil of particles in the medium.

We have performed a separate Monte-Carlo evaluation of
the single-jet suppression to check and improve on the results
of the above analytic calculations which are necessarily lim-
ited by assumptions regarding the shapes of the jet spectra. To
simulate the single-jet suppression, we sample jets from the
PYTHIA8-simulated events, apply the shift as in Eq. 6 with
chosen Sq and Sg for quark and gluon jets, respectively, and
then build the resulting spectra of quenched jets. The simu-
lated RAA is obtained from the ratio of the quenched spec-
trum to the original spectrum of PYTHIA8 jets. The results
are shown with the blue histograms in Fig. 4. The agree-
ment with the analytic results is poor, suggesting that the
power-law parameterization of the jet spectra is inadequate
for the simulation of the single-jet suppression. In fact, the

123

Cole, Spousta 
EPJC 76 (2016) 50
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Select jet events based on 
boson kinematic 
➡ absolute handle on initial 

E, direction, flavor 
➡ can make consistent 

selection in pp to Pb+Pb 
➡ no surface bias

Select jets based on final-
state (jet) kinematics: 
➡ can only explore relative 

energy balance 
➡ flavor/topology differences 

b/w pp and Pb+Pb
9
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Importance of unfolding…
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Key final step: unfolding for all detector effects 
➡ unfolding recovers non-trivial features washed away 

by resolution 
➡ “2-D” unfolding difficult but ultimately necessary if we 

want to enter a “precision jet physics” era… 15
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Importance of unfolding…

Current ɣ+jet comparisons are to a “smeared pp 
reference” (data or MC or theory calculations)  
➡ major goal from my perspective: producing final, fully 

unfolded results to allow more than qualitative 
comparisons 16
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Theory Comparison: Central PbPb xJγ
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Photon-Jet Correlations in pp and PbPb 
collisions at 5.02 TeV with CMS

Hard Probes 2016 
Wuhan, China 

On behalf of the CMS experiment at the LHC
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• In general, models appear to describe xJγ  
• LBT has normalization issue relative to other curves 

• To be fixed in conjunction with analyzers 
• JEWEL and HYBRID comparable through all bins
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RHIC-style ɣ+h doesn’t 
distinguish E-loss from 

mod. of fragmentation…hadrons from 0:5< pT < 7:0 GeV=c are used in combi-
nation with a single 5< p!

T < 9 GeV=c photon bin.
Figure 1 shows azimuthal pair angle distributions for the

extracted direct !-h correlations in 0%–40% central
Auþ Au collisions as well as comparison with the direct
!-h correlations in pþ p. The systematic uncertainties
arise from the absolute normalization procedure, v2 esti-
mation, and R!. The estimated uncertainty from higher

flow moments is shown separately and is only significant
for the highest " pairs.

Unlike on the away side, on the trigger side (j!#j<
$=2) the direct !-h correlations in Auþ Au show an
integrated yield consistent with zero when considering
systematic uncertainties, which are dominated by the low-
est !# point, indicating that the statistical subtraction
method indeed yields direct photons and that the yield of
fragmentation photons in Auþ Au is negligible within
uncertainties.

On the away side the associated particle yield is visible,
and there is significant variation when comparing the
correlations in Auþ Au to pþ p. To further quantify
this variation, the yields are integrated over !# for
j$"!#j< $=2, as a function of ", to obtain the effective
fragmentation function. Figure 2(a) shows the integrated
away-side yields in Auþ Au and pþ p as circles and
squares, respectively. The statistical error bars include

the point-to-point uncorrelated systematic uncertainty
from the background subtraction, while the boxes around
the points show the correlated uncertainties. For reference,
the dependence on zT is also indicated as the upper scale
axis label.
To study medium modification of the jet fragmentation

function, we take a ratio of the " distribution inAuþ Au to
pþ p. This ratio, known as IAA, is shown in Fig. 2(b) and
can be written as IAA ¼ YAuþAu=Ypþp. Much of the global
scale uncertainty cancels in this ratio, but there is a remain-
ing 6% uncertainty. In the absence of modification, IAA
would equal 1. The data instead indicate suppression at low
" and enhancement at higher ". Including all systematic
uncertainties the %2=DOF value for the highest four points
compared to the hypothesis that IAA ¼ 1 is 17:6=4, corre-
sponding to a probability that IAA is 1.0 for "> 0:8 of less
than 0.1%.
The dashed curve in Fig. 2(b) shows IAA calculated at

Ejet ¼ 7 GeV using the BW-MLLA model in medium and

in vacuum. The vacuum calculation agrees well with the
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FIG. 2 (color online). Panel (a) shows per trigger yield as a
function of " for pþ p collisions (squares) and 0%–40% most
central Auþ Au collisions (circles). The points are shifted for
clarity. For reference, the dependence on zT is also indicated.
Panel (b) shows IAA, the ratio of Auþ Au to pþ p fragmenta-
tion functions. Also shown are predictions from BW-MLLA [18]
(dashed line), calculated at Ejet ¼ 7 GeV with fmed ¼ 0:8
selected for 0%–10% central Auþ Au and from YaJEM-DE
[27,28] (dot-dashed curve) for 0%–40% centrality and trigger
photons from 9–12 GeV=c, both for the full away side
(j!#" $j< $=2).

 [rad]φ∆

-1
 [r

ad
]

φ∆
 d

N
/d

tr
ig

1/
N

0 0.5 1 1.5 2 2.5 3

 < 2.0ξ1.6 < 

(b) 2×

 uncertaintyn>2 v

0 0.5 1 1.5 2 2.5 3

-0.1

0

0.1

0.2

0.3  < 2.4ξ2.0 < 

(a)

0 0.5 1 1.5 2 2.5 3

 < 1.2ξ0.8 < 

(d) 2×

0-40% Au+Au @ 200 GeV

0 0.5 1 1.5 2 2.5 3

0

0.1

 < 1.6ξ1.2 < 

(c)

0 0.5 1 1.5 2 2.5 3

 < 0.4ξ0.0 < 

(f) 2×

-h Au+Au
dir

γ
p+p-h

dir
γ

0 0.5 1 1.5 2 2.5 3
0.02

0

0.02

0.04
 < 9γ

T
5 < p

 < 0.8ξ0.4 < 

(e)

FIG. 1 (color online). !# distributions for (a) 2:0< "< 2:4,
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testing color coherence…

Yacine Mehtar-Tani                                                      /28                                                Quark Matter 2015

Coherent limit in pQCD

18

r� � �jetL

Q � �jetE

jet transverse size 

r�
Q�1

s

MC prescription (for unresolved jets): medium t-evolution then collinear Q-evolution 

[Casalderrey-Solana, MT, Salgado, Tywoniuk (2013)]

Unmodified 
intrajet 

structure 

Large angle 
energy flow 
from total 

charge

• When the transverse size       of the jet is smaller than medium 
resolution scale            the medium interacts “effectively” with 
the total charge of the jet (primary parton)

(Y. Mehtar-Tani, QM’15 talk) 
PLB 725 (2013) 357

what if entire parton shower 
loses energy, but relative 

structure unmodified?

pTjet / pTɣ

Pb+Pb p+p

pTh / pTjet pTh /pTɣ

Pb+Pb

p+pPb+Pb

p+p
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Run 2 ɣ+jet physics 
(and Run 3+4 Z+jet?)

1. ɣ+jet: absolute E-loss 
2. ɣ+jet vs. reaction plane
3. ɣ-tagged RAA

4. missing-pT flow w/ 
external scale

5. D(z) for ɣ-tagged jets in 
Pb+Pb & p+p
➡ very nice talks on 

these Wed. afternoon
6. low-pT quark                        

jets, compare                         
to RHIC

… etc.



p+A: initial state 
effects
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Data constraints on 
EMC region
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➡ cleaner environments (UPC)

➡ cleaner probes (EW in 
8.16 TeV p+Pb)

how to access other (xA, Q2) 
regions?

25
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Figure 13: Display of an event with large rapidity gap taken with the ZDC XOR trigger, firing on more
than one spectator neutrons on one side and no neutrons on the other side. Rapidity gap is on the side
with no neutrons in the ZDC.
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single sided ZDC triggers select photonuclear events:  
unwanted background to “normal” HI events…
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Figure 13: Display of an event with large rapidity gap taken with the ZDC XOR trigger, firing on more
than one spectator neutrons on one side and no neutrons on the other side. Rapidity gap is on the side
with no neutrons in the ZDC.
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single sided ZDC triggers select photonuclear events:  
unwanted background to “normal” HI events…

intact 
nucleus

nuclear 
breakup

photo-nuclear 
dijets

quasi-real 
photon
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Though we can only study reactions initiated by a
quasi-real photon, this is not a disadvantage in the
study of new phenomena relative to HERA. Indeed,
nonlinear effects should set in earlier in the gluon sec-
tor, more easily accessed through photon-gluon inter-
actions than inclusive electron-hadron scattering. In
the following discussion, we assume that DGLAP evo-
lution of the parton densities holds in the region we
explore. For definiteness, we discuss measurements of
the nucleus (proton) inclusive parton distribution func-
tions (PDFs) and diffractive PDFs, even though it ap-
pears that part of the accessible kinematics is within
the domain where the DGLAP approximation is likely
to break down. In principle, the nuclear (proton) PDFs
(though not the diffractive PDFs) could be studied in
pp and pA collisions. However, PDF studies in the pT

range we explore are impossible in hadronic interac-
tions due to the large background from e.g.multiple jet
production. Photon-nucleus interactions are thus much
cleaner than proton-nucleus interactions. In addition,
the LHC pA program is likely to begin several years
after the start of the heavy ion program.

In our study, we calculate dijet production to leading
order (LO) in nucleus-nucleus collisions, as in Ref. [7].
Based on HERA studies, we use a 5 GeV pT cutoff for
the applicability of perturbative QCD to jet production.
We also assume the ATLAS detector coverage and per-
formance as discussed below. We use the MRST LO
nucleon PDFs [8] to estimate the counting rates since,
while nuclear shadowing is theoretically important, it
is expected to be less than factor of two for gluons in
the pT range we discuss. We calculate inclusive rates
as a function of gluon x and jet pT to compare with
HERA.

The coherent diffractive processes we study are char-
acterized by gaps in the directions of both nuclei and
two jet production near the edge of the rapidity interval
where hadrons are produced, as is the case for direct
photon-nucleus/nucleon interactions. The diffractive
rate is intimately related to the phenomenon of nuclear
shadowing and the onset of the black disk limit where
coherent diffraction would be 50% of the total cross
section. In our numerical studies, we used the only nu-
clear diffractive PDFs currently available [9], based on
the leading twist description of hard diffraction in ep
scattering and using a quasi-eikonal approximation to
model diffraction off more than 3 nucleons.

In our calculations, we focus on small x kinematics
where a photon interacts predominantly with a gluon
via photon-gluon fusion. Since the direct mechanism
dominates in this kinematics, we ignore the partonic
constituents of the photon. We define x1 as the mo-
mentum fraction carried by the photon while x2 is the

momentum fraction carried by the gluon from the nu-
cleus (both per nucleon) or proton (see Fig. 1). The
average jet rapidity is y ∼ −0.5 ln(x1/x2). The pho-
ton x1 is related to the jet pT by x1x2 ∼ 4p2

T /sNN .
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FIG. 2: The expected dijet photoproduction rate for a one
month LHC Pb+Pb run at 0.42×10

27cm−2s−1. Rates are in
counts per bin of ±0.25x2 and ±1 GeV in pT .

Event rates were calculated for bins of ±1 GeV in
pT and ±0.25x2 in x2 for a nominal one month run
of 106 seconds. The average luminosity is taken to
be 0.42 × 1027cm−2s−1 for Pb+Pb collisions [10] and
7.4 × 1029cm−2s−1 for pPb collisions [11].
Ultraperipheral collision data can be recorded ex-

ploiting the full live time available as long as an accept-
able trigger can be found. The PHENIX collaboration
at RHIC found that a loose UPC trigger in Au+Au runs
yielded a trigger rate of< 0.5%σinel (10−20Hz at the
LHC) [12]. The PHENIX UPC J/ψ trigger required a
single high pT electron, a rapidity gap and a leading
neutron tag.
In our case, there is always a high pT jet as well

as the potential for a heavy flavor tag using soft lep-
tons or a secondary vertex, well within the calorimeter
and tracking acceptance of ATLAS, for example. Be-
cause the ATLAS calorimeter extends ±4.9 units in η,
it should be possible to veto on activity with ET ≥ 2
GeV within 2.9 < |η| < 4.9 along the direction of
the ion emitting the exchanged photon. The target lead
ion will always emit an evaporation neutron which can
be tagged with the ATLAS Zero Degree Calorimeters
except in the case of coherent diffractive photoproduc-
tion. Furthermore, the neutron multiplicity is corre-
lated with centrality in photon-nucleus collisions and
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FIG. 7. Differential cross-section dσ/dmγγ of di-photon pro-
duction. The solid circles display the experimental values, the
hatched bands display the NLO computations by DIPHOX
and ResBos. The bottom panels show the relative difference
between the measurements and the NLO predictions. The
data/theory point in the bin 0 < mγγ < 30 GeV lies above
the frames.

respect to CTEQ6.6 is an overall increase by ∼ 10%,
which is covered by the CTEQ6.6 total systematic error.

The measured distribution of dσ/d∆φγγ (Figure 9) is
clearly broader than the DIPHOX and ResBos predic-
tions: more photon pairs are seen in data at low ∆φγγ

values, while the theoretical predictions favour a larger
back-to-back production (∆φγγ ≃ π). This result is qual-
itatively in agreement with previous measurements at the
Tevatron [5, 6]. The distribution of dσ/dmγγ (Figure 7)
agrees within the assigned uncertainties with both the
DIPHOX and ResBos predictions, apart from the region
mγγ < 2Ecut

T (Ecut
T = 16 GeV being the applied cut on

the photon transverse momenta): as this region is popu-
lated by events with small ∆φγγ , the poor quality of the
predictions can be related to the discrepancy observed in
the ∆φγγ distribution. The result for dσ/dpT,γγ (Fig-
ure 8) is in agreement with both DIPHOX and ResBos:
the maximum deviation, about 2σ, is observed in the re-
gion 50 < pT,γγ < 60 GeV.
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IX. CONCLUSIONS

This paper describes the measurement of the pro-
duction cross-section of isolated di-photon final states
in proton-proton collisions, at a centre-of-mass energy√
s = 7 TeV, with the ATLAS experiment. The full data

sample collected in 2010, corresponding to an integrated
luminosity of 37.2± 1.3 pb−1, has been analysed.
The selected sample consists of 2022 candidate events

containing two reconstructed photons, with transverse
momenta pT > 16 GeV and satisfying tight identifi-
cation and isolation requirements. All the background
sources have been investigated with data-driven tech-
niques and subtracted. The main background source,
due to hadronic jets in photon-jet and di-jet events, has
been estimated with three computationally independent
analyses, all based on shower shape variables and isola-
tion, which give compatible results. The background due
to isolated electrons from W and Z decays is estimated
with collision data, from the proportions of observed ee,
γe and γγ final states, in the Z-mass region and else-
where.
The result is presented in terms of differential cross-

sections as functions of three observables: the invariant
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s = 7 TeV, with the ATLAS experiment. The full data
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luminosity of 37.2± 1.3 pb−1, has been analysed.
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containing two reconstructed photons, with transverse
momenta pT > 16 GeV and satisfying tight identifi-
cation and isolation requirements. All the background
sources have been investigated with data-driven tech-
niques and subtracted. The main background source,
due to hadronic jets in photon-jet and di-jet events, has
been estimated with three computationally independent
analyses, all based on shower shape variables and isola-
tion, which give compatible results. The background due
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with collision data, from the proportions of observed ee,
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Figure 2.1: Diagrams corresponding to the three terms in the QCD L
int .

and thus the quantity  ̄
f D

µ 
f is gauge invariant. Since a mass term

for the gauge bosons

(m 2
g A µ

C A C
µ ) would violate gauge invariance, the gluons are massless.

This is true for the U(1)

theory of QED
as well and is reflected in the fact that photons are massless. (It would be true for

the full SU(2)⇥U(1) electroweak Lagrangian as well, but for the presence of the Higgs field and the

resulting spontaneous symmetry breaking at low temperatures, which gives masses to the W ±
and

Z
bosons.)However, it is the non-abelian nature of the SU(3) gauge group that will prove to have important

consequences for the theory and distinguish it from
the U(1) theory of QED

in a number of ways,

as we will see when renormalizing the theory in Section 2.1.1.

Writing out the terms in Equation 2.1, we can decompose L
QCD = L

0 + L
int , where the free

field Lagrangian is

L
0 = X

f
 ̄
f (i� µ

@
µ �m

f ) 
f � 1

2
X

C
(@
µA C

⌫ )(@ µ
A ⌫
C )� (@

µA C
⌫ )(@ ⌫

A µ
C )

(2.9)

where the first term
gives rise to the N

f =
6 fermion propagators and the second term

gives

rise to the N 2
C � 1 = 8 gluon propagators. The interaction Lagrangian is

L
int = X

f
gA C

µ  ̄
f � µ

t C
 
f � gfABCA µ

B A ⌫
C

�

@
µA A

⌫
�

� 1
4 g 2 �

f ABC
A µ
B A ⌫

C
�

�

fADEA D
µ A E

⌫
�

(2.10)

where the first gA ̄ term
is a fermion-gauge boson vertex, the second gAA@A

term
is appar-

ently a three gauge boson vertex and the third g 2
AAAA

term
is a four gauge boson vertex. The

Feynman diagrams for these are shown in Figure 2.1.

Actually, there is one more term
which must be introduced into the Lagrangian as a consequence

of gauge fixing. Since the path integral formulation does not implicitly know
about SU(3) gauge
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Figure2.1:DiagramscorrespondingtothethreetermsintheQCDLint.
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wherethefirstterm
givesrisetotheNf

=
6fermionpropagatorsandthesecondterm

gives
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C�1=
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wherethefirstgA ̄ term
isafermion-gaugebosonvertex,thesecondgAA@A

term
isappar-

entlyathreegaugebosonvertexandthethirdg
2AAAA

term
isafourgaugebosonvertex.The

FeynmandiagramsfortheseareshowninFigure2.1.

Actually,thereisonemoreterm
whichmustbeintroducedintotheLagrangianasaconsequence

ofgaugefixing.Sincethepathintegralformulationdoesnotimplicitlyknow
aboutSU(3)gauge

CH
AP

TE
R
2.

HI
GH

-EN
ER

GY
NU

CL
EA

R
CO

LL
ISI

ON
S

7

Figu
re

2.1
:Diag

ram
scor

res
pond

ing
to

the
thr

ee
ter

msin
the

QCD
Lint

.

and
thu

sthe
qu

ant
ity

 ̄f
D
µ 

fis
gau

ge
inv

ari
ant

.Sin
ce

amass
ter

m
for

the
gau

ge
boso

ns

(m2
gAµ

CAC
µ)woul

dvio
lat

egau
ge

inv
ari

anc
e,

the
glu

ons
are

mass
les

s.
This

is
tru

efor
the

U(1)

the
ory

of
QED

as
well

and
isrefl

ect
ed

in
the

fac
ttha

tph
oto

ns
are

mass
les

s.
(It

woul
dbetru

efor

the
ful

lS
U(2)

⇥U(1)
ele

ctr
ow

eak
Lagr

ang
ian

as
well,

bu
tfor

the
pre

sen
ce

of
the

Higg
sfiel

dand
the

res
ult

ing
spont

ane
ous

sym
metr

ybre
aki

ng
at

low
tem

pera
tur

es,
whic

hgiv
es

mass
es

to
the

W±
and

Z
boso

ns.
) How

eve
r,i

tisthe
non

-ab
elia

nnat
ure

oft
he

SU
(3)

gau
ge

gro
up

tha
twill

pro
ve

to
hav

eim
port

ant

con
seq

uen
ces

for
the

the
ory

and
dis

tin
gui

sh
itfro

m
the

U(1)
the

ory
of

QED
in

anu
mber

of
ways

,

as
wewill

see
when

ren
orm

aliz
ing

the
the

ory
in

Sec
tio

n2.1
.1.

Writi
ng

out
the

ter
msin

Equ
ati

on
2.1

,wecan
dec

om
pose

LQC
D

=
L0+Lint

,wher
ethe

fre
e

fiel
dLagr

ang
ian

is

L0=
X

f
 ̄f

(i�µ
@µ

�m
f) 

f�1
2

X

C
(@
µAC

⌫)(@µ
A⌫
C)�(@

µAC
⌫)(@⌫

Aµ
C)

(2.
9)

wher
ethe

firs
tter

m
giv

es
rise

to
the

N
f=

6fer
mion

pro
pag

ato
rs

and
the

sec
ond

ter
m

giv
es

rise
to

the
N2
C�1=8glu

on
pro

pag
ato

rs.
The

int
era

cti
on

Lagr
ang

ian
is

Lint
=

X

f
gAC

µ ̄
f�µ

tC
 f

�gf
AB

CAµ
BA⌫

C
�

@µ
AA
⌫

�

�1
4g2

�

fAB
C
Aµ
BA⌫

C
�

�

fA
DEAD

µAE
⌫

�

(2.
10)

wher
ethe

firs
tgA

 ̄ 
ter

m
isafer

mion
-ga

uge
boso

nver
tex

,the
sec

ond
gA

A@
A

ter
m

isapp
ar-

ent
ly

athr
ee

gau
ge

boso
nver

tex
and

the
thi

rd
g2

AAAA
ter

m
isafou

rgau
ge

boso
nver

tex
.The

Fey
nm

an
dia

gra
msfor

the
se

are
sho

wnin
Figu

re
2.1

.

Actu
ally

,th
ere

isone
more

ter
m

whic
hmust

beint
rod

uce
dint

othe
Lagr

ang
ian

as
acon

seq
uen

ce

of
gau

ge
fix

ing
.Sin

ce
the

pat
hint

egr
al

for
mula

tio
ndo

es
not

im
pli

cit
ly

kn
ow

ab
out

SU
(3)

gau
ge

C
H
A
P
T
E
R
2.

H
IG
H
-E
N
E
R
G
Y
N
U
C
L
E
A
R
C
O
L
L
ISIO

N
S

7

F
igure

2.1:
D
iagram

s
corresponding

to
the

three
term

s
in

the
Q

C
D
L
in
t.

and
thus

the
quantity

 ̄
f
D
µ
 
f

is
gauge

invariant.
Since

a
m

ass
term

for
the

gauge
bosons

(m
2gA

µ
C

A
Cµ)

w
ould

violate
gauge

invariance,
the

gluons
are

m
assless.
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top quarks in p+A

Fundamental particle, 
previously unobserved 

in HI collisions 
some impact for 

nPDFs  

t ¯t event candidate

p+Pb

p
s

NN

= 8.16 TeV,

P
EPb

T

= 33 GeV

electron: p
T

= 125 GeV ⌘ = 0.23 � = 1.41 charge +1

muon: p
T

= 37.6 GeV ⌘ = -1.71 � = 1.29 charge -1

b-jet 1: p
T

= 99.4 GeV ⌘ = -1.65 � = -0.51

b-jet 2: p
T

= 66.8 GeV ⌘ = 0.18 � = 0.33

jet 1: p
T

= 98.6 GeV ⌘ = -0.60 � = -2.80

jet 2: p
T

= 61.3 GeV ⌘ = -2.91 � = -2.52

µ�

b
b

e+

➡  
32

39/32QM'17, Chicago, Feb'17                                                    D. d'Enterria (CERN)

pPbpPb  →→  ttbar+X (8.8 TeV): Gluon density constraintsttbar+X (8.8 TeV): Gluon density constraints

■  nPDF effects (lepton): ±10%
   L

int
=1 pb-1: some constraining power

■  ~10% reduction in uncertainties 

    at antishadowing (x~0.05) and

    EMC (x~0.4) regions.

■  Isolated lepton y-distrib. after cuts:

(Pseudodata for L
int

= 1 pb-1)

(stat. to dominate over syst. uncertainties)

■  Improved gluon density via
    Hessian PDF reweighting



p+A: final state 
effects(?)
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FIG. 11: (Color online) The nuclear modification factor RAA of π0 as a function of pT for various 10%-wide centrality classes.
Closed (red) circles are the results from the current analysis, while open (black) circles are the data published in [17]. Shaded
(gray) boxes around 1 indicate global systematic uncertainties and are of type C. The p+p reference is from the 2005 PHENIX
data [29].

average fractional energy loss of the initial parton. Sloss is
defined as δpT /pT , where δpT is the difference of the mo-
mentum in p+p collisions (pT,pp) and that in Au+Au col-
lisions [pT,AuAu], and the pT in the denominator is pT,pp.
In the previous publication [14], the assumption was
made that both Au+Au and p+p spectra are comparable
in shape and RAA vs pT is flat or slowly varying, since
the data sample size was not large enough to directly cal-
culate the δpT . With these assumptions, the suppression
of high pT hadrons could be phenomenologically inter-
preted as a fractional momentum loss δpT /pT by fitting
Au+Au spectra with, f(pT ) = A× [pT (1 + δpT /pT )]−n,
where A and n were obtained from by fitting a power-law
function to TAA-scaled p+p cross section [14].

With larger statistics p+p and Au+Au data collected,
it is possible to directly calculate Sloss without any as-
sumptions. The calculation method is schematically de-
picted in Fig. 16. First, the π0 cross section in p+p
[f(pT )] is scaled by TAA corresponding to the central-

ity selection of the Au+Au data [g(pT )]. Second, the
scaled p+p cross section [TAAf(pT )] is fit with a power-
law function [h(pT )]. Third, the scaled p+p point closest
in yield to the Au+Au point of interest [p′T,pp] is found
using the fit to interpolate between TAA scaled p+p data
points. The δpT is calculated as pT,pp − pT,AuAu. For
obtaining Sloss, the δpT is divided by the pT,pp. The un-
certainty of the Sloss is calculated by inversely convert-
ing the quadratic sum of the uncertainties on the yields of
Au+Au and p+p points, by the p+p fit function. Statisti-
cal and type B systematic uncertainties are individually
calculated in the same way. Therefore, the pT depen-
dence of systematic uncertainties are propagated to the
Sloss values.

Figure 17 shows the results for minimum bias collisions
and three different centralities. The uncertainty coming
from TAA, which is of type C, changes with centrality se-
lection as listed on the plot. The p+p normalization error
of 9.7% is not shown here because it moves all the points
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average fractional energy loss of the initial parton. Sloss is
defined as δpT /pT , where δpT is the difference of the mo-
mentum in p+p collisions (pT,pp) and that in Au+Au col-
lisions [pT,AuAu], and the pT in the denominator is pT,pp.
In the previous publication [14], the assumption was
made that both Au+Au and p+p spectra are comparable
in shape and RAA vs pT is flat or slowly varying, since
the data sample size was not large enough to directly cal-
culate the δpT . With these assumptions, the suppression
of high pT hadrons could be phenomenologically inter-
preted as a fractional momentum loss δpT /pT by fitting
Au+Au spectra with, f(pT ) = A× [pT (1 + δpT /pT )]−n,
where A and n were obtained from by fitting a power-law
function to TAA-scaled p+p cross section [14].

With larger statistics p+p and Au+Au data collected,
it is possible to directly calculate Sloss without any as-
sumptions. The calculation method is schematically de-
picted in Fig. 16. First, the π0 cross section in p+p
[f(pT )] is scaled by TAA corresponding to the central-

ity selection of the Au+Au data [g(pT )]. Second, the
scaled p+p cross section [TAAf(pT )] is fit with a power-
law function [h(pT )]. Third, the scaled p+p point closest
in yield to the Au+Au point of interest [p′T,pp] is found
using the fit to interpolate between TAA scaled p+p data
points. The δpT is calculated as pT,pp − pT,AuAu. For
obtaining Sloss, the δpT is divided by the pT,pp. The un-
certainty of the Sloss is calculated by inversely convert-
ing the quadratic sum of the uncertainties on the yields of
Au+Au and p+p points, by the p+p fit function. Statisti-
cal and type B systematic uncertainties are individually
calculated in the same way. Therefore, the pT depen-
dence of systematic uncertainties are propagated to the
Sloss values.

Figure 17 shows the results for minimum bias collisions
and three different centralities. The uncertainty coming
from TAA, which is of type C, changes with centrality se-
lection as listed on the plot. The p+p normalization error
of 9.7% is not shown here because it moves all the points
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Figure 6: Top: �2/DOF as a function of ↵ and s0 for the 10-20% (left) and 70-80% (right) centrality bins. The positions of
the minima with ↵ free (fixed) are indicated by the white (black) circles. Bottom: Parameters of non-fractional shift (Eq. 18)
model, ↵ (left) and s0 (right), as a function of Npart obtained from fits of the resulting calculated RAA to the ATLAS data.
The blue points indicate results for which both ↵ and s0 are free parameters while the red points indicate the results of fits
with ↵ fixed to 0.55 (see text) shown on the left panel by the red line. The line on the right panel shows the result of a linear
fit to s0(Npart).

because the D(z) modifications in the model pri-
marily result from the di↵erence between quark and
gluon quenching for jets with similar transverse mo-
menta. Thus, as long as the model reproduces the
R

AA

near 100 GeV the D(z) modifications will be
insensitive to the pjet

T

dependence of S.

6. Rapidity dependence of the suppression

The fraction of jets initiated by light quarks
evolves as a function of the rapidity such that the
probability that the jet is initiated by a quark is

increasing with increasing rapidity. The steepness
of the jet p

T

spectrum also evolves as a faction of
the rapidity such that the p

T

spectra of forward jets
are steeper than the spectra of jets produced in the
central region. Both of these features are demon-
strated in Fig. 2 and in Table 1 of Sec. 2. Both fea-
tures also influence the jet R

AA

, though they act in
opposite directions. Nonetheless, it can reasonably
be expected that the jet R

AA

will exhibit a di↵er-
ent behavior in the forward region compared to the
central region, or, equivalently, that the R

AA

will
vary with rapidity at su�ciently large values. Thus,

10

… or of the 
extracted <Eloss>

1504.05169
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Checking Ncoll calibration 
with EW bosons…

… higher statistics W measurements 
in Run 2 data soon available
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0-10% p+A or 70-90% A+A?

credit to R. Weller and P. Romatschke37



credit to R. Weller and P. Romatschke

p+Pb p+Pb

p+Pb p+Pb Pb+Pb

Pb+PbPb+Pb

Pb+Pb

0-10% p+A or 70-90% A+A?
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Would like to use Ncoll-scaled 
hard process rates (RpA)…

… unfortunately, contributions from interesting 
(but likely not jet quenching) physics…

-1+Pb data, 27.8 nbp2013 
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… so use intra-event momentum correlations
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near-side ridge persists 
to 9-12 GeV in p+A 
(0-0.003% events)

40

PRC 90 (2014) 
044906

G. AAD et al. PHYSICAL REVIEW C 90, 044906 (2014)
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FIG. 9. (Color online) The vn(pa
T) with n = 2 to 5 for six N rec

ch event-activity classes obtained for |!η| > 2 and the pb
T range of 1–3 GeV.

The error bars and shaded boxes represent the statistical and systematic uncertainties, respectively. Results in 220 ! N rec
ch < 260 are compared

to the CMS data [28] obtained by subtracting the peripheral events (the number of off-line tracks Noff
trk < 20), shown by the solid and dashed

lines.

pT up to 3–5 GeV and then decrease, but remain positive at
higher pT. For all event classes, the magnitude of the vn is
largest for n = 2, and decreases quickly with increasing n.
The ATLAS data are compared to the measurement by the
CMS experiment [28] for an event-activity class in which the
number of off-line reconstructed tracks, Noff

trk , within |η| < 2.4
and pT > 0.4 GeV is 220 ! Noff

trk < 260. This is comparable to
the 220 ! N rec

ch < 260 event class used in the ATLAS analysis.
A similar recoil removal procedure, with Noff

trk < 20 as the
peripheral events, has been used for the CMS data. Excellent
agreement is observed between the two results.

The extraction of the vn from vn,n relies on the factorization
relation in Eq. (9). This factorization is checked by calculating
vn using different ranges of pb

T for events with N rec
ch " 220

as shown in Fig. 10. The factorization behavior can also be
studied via the ratio [49,50]

rn

(
pa

T,pb
T

)
=

vn,n

(
pa

T,pb
T

)
√

vn,n

(
pa

T,pa
T

)
vn,n

(
pb

T,pb
T

) , (11)

with rn = 1 for perfect factorization. The results with recoil
subtraction (rn) and without subtraction (runsub

n ) are summa-
rized in Fig. 11, and they are shown as functions of pb

T − pa
T,

because by construction the ratios equal 1 for pb
T = pa

T. This
second method is limited to pa,b

T # 4 GeV, because requiring
both particles to be at high pT reduces the number of the

available pairs for vn,n(pa
T,pa

T) or vn,n(pb
T,pb

T). In contrast,
for the results shown in Fig. 10, using Eqs. (9) and (10),
the restriction applies to only one of the particles, i.e., pb

T #
4 GeV.

Results in Figs. 10 and 11 show that, in the region where
the statistical uncertainty is small, the factorization holds to
within a few percent for v2 over 0.5 < pa,b

T < 4 GeV, within
10% for v3 over 0.5 < pa,b

T < 3 GeV, and within 20%–30%
for v4 over 0.5 < pa,b

T < 4 GeV (Fig. 10 only). Furthermore,
in this pT region, the differences between rn and runsub

n are
very small (<10%) as shown by Fig. 11, consistent with the
observation in Fig. 8. This level of factorization is similar to
what was observed in peripheral Pb + Pb collisions [9].

Figure 11 also compares the rn data with a theoretical
calculation from a viscous hydrodynamic model [51]. The
model predicts at most a few percent deviation of rn from
1, which is attributed to pT-dependent decorrelation effects
associated with event-by-event flow fluctuations [49]. In most
cases, the data are consistent with the prediction within
uncertainties.

Figure 12 shows the centrality dependence of v2, v3, and v4
as functions of N rec

ch and EPb
T . The results are obtained for 0.4 <

pa,b
T < 3 GeV, both before and after subtraction of the recoil

contribution. The difference between vunsub
n and vn is very

small in central collisions, up to 3%–4% for both event-activity
definitions. For more peripheral collisions, the difference is

044906-12

finite-v2 out to 10 
GeV (0-1% events) 

➡ repeat in 8.16 TeV!

jet quenching in ultra-central p+A?



Ratios of event activity biased �recoil distributions
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Systematic uncertainties:
unfolding ......... 3–8%

other sources ... < 4%

Correlated systematics

in numerator and

denominator cancel

12

unmodified recoil jet                     
distributions in 0-20% events                           

high-pT near-side 
ridge in <1%

… search for onset of jet quenching?
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Jet Mass in p-Pb collisions 

 Reasonable agreement between data and PYTHIA calculations for jet mass.  
 Within 10-20%, some tensions in the tails.  

 Slightly worst agreement with HERWIG, in particular in the low mass tail.  

 p-Pb measurement can be used as reference for the comparison with the 
Pb-Pb one.   

√s = 5.02 TeV. Charged jets, R = 0.4, 60 < pT < 120 GeV/c 

Chicago,  07/02/17 - Exploring jet substructure in ALICE                                                                D. CAFFARRI (CERN)  - 9                                                                      
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Pb-Pb one.   
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zg measurement in p-Pb collisions 

 First measurement of zg in p-Pb collisions.  
 Jet substructure obtained using SoftDrop method (FastJet)  
 Good agreement between data and PYTHIA Perugia 11
 Reference measurements for future Pb-Pb results in ALICE

Chicago,  07/02/17 - Exploring jet substructure in ALICE                                                                D. CAFFARRI (CERN)  - 10                                                                      
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For more informations and details, see Kirill Lapidus’s poster (K16)

quenching-sensitive jet 
shapes in p+Pb (newer)
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dijet and ɣ+jet pT balance 
(older)

E-by-E energy loss
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Ratios of event activity biased �recoil distributions
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internally self-
consistent?
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44

1. do we understand small-Npart 
collision geometries?

2. models that successfully 
describe periph. RAA data — what 

do they predict for p+A E-loss? 

3. can we place a limit (or observe?) 
energy loss in small systems? 
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ɣ+jet in 8.16 TeV p+A data
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Figure 13: Display of an event with large rapidity gap taken with the ZDC XOR trigger, firing on more
than one spectator neutrons on one side and no neutrons on the other side. Rapidity gap is on the side
with no neutrons in the ZDC.
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two MC Glauber events showing only the 
participating nucleons in the transverse plane 
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two MC Glauber events showing only the 
participating nucleons in the transverse plane 
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multiplicity bias in 
hard-scattering events
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manifesting as “bias” 
in some observables 
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Fig. 19: (color online) QpPb spectra (points) of all primary charged particles for various centrality classes
obtained with the different centrality estimators explained in the text. The lines are from G-PYTHIA
calculations. The systematic error on the spectra is only shown for the V0A 0-5% centrality bin and is
the same for all others. The systematic uncertainty on pp and p–Pb normalization is shown as a gray
box around unity at pT = 0. The systematic uncertainty on ⟨TpPb⟩MB is shown as a light blue box around
unity at high pT.

As expected, for CL1, V0M and V0A, QpPb strongly deviates from unity at high pT in all cen-
trality classes, with values well above unity for central collisions and below unity for peripheral
collisions. However the spread between centrality classes reduces with increasing rapidity gap
between the range used for the centrality estimator and that used for the pT measurement. There
is a clear indication of the jet-veto bias in the most peripheral CL1 class, whereQpPbhas a signif-
icant negative slope (pT> 5 GeV/c) since the jet contribution to the total multiplicity increases
with pT. This jet-veto bias diminishes for V0M, and is absent for V0A, where QpPb < 1 for
peripheral collisions, indicating that the multiplicity bias is still present.

In order to study the centrality determination biases further, the QpPb spectra are compared to
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IP-Glasma and HERA data

Parameters fitted to H1 data
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p/d/h+A scan at RHIC

stronger effect 
in p+Au

shrinking high-x 
proton in d+Au

weaker effect 
in 3He+Au
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Tune a model 
to d+Au, 

predict p+Au 
and 3He+Au
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FIG. 1. (Color Online) The calculated R

p+A

as a func-
tion of x

p

in each centrality bin for p/d/3He+Au com-
pared to the measured R

d+Au

of jets in d+Au collisions atp
sNN = 200 GeV [1].

larger than what could be expected from an impact pa-
rameter dependence of the nuclear parton densities [10].
Finally, while an increase in the soft-particle produc-
tion rate for N+N collisions with a hard-scattering is
expected to bias centrality-dependent measurements of
jet production, measurements of this correlation in p+p

collisions [7, 11] and estimates of their impact in p+A
collisions [7, 12, 13] demonstrate that this e↵ect is small

and in the opposite direction of the observed modifica-
tions.
The magnitude of these modifications can be also ex-

plored through the ratio of the Ncoll-scaled per-event
yield between central and peripheral p+A collisions,

R

CP

=
1/Ncentral

coll

dN

central

/dp

T

1/Nperipheral

coll

dN

peripheral

/dp

T

=
R

central

p+A

R

peripheral

p+A

. (2)

While the R

p+A is necessary to understand the abso-
lute modifications with respect to the expectation from
N+N collisions, the smaller experimental systematic
uncertainties associated with an R

CP

measurement al-
low it to quantify the relative modification between two
p+A event classes more precisely.
A unifying way to understand the central, peripheral,

and MB data together is to hypothesize that jet produc-
tion is unmodified, but the soft-particle production used
to estimate centrality is a↵ected in events with high-p

T

jets. In such an explanation, the overall jet rate is un-
a↵ected when integrated among all types of p+A colli-
sions and is merely redistributed among the centrality
classes, naturally explaining the observed modifications.
Furthermore, the modifications in the data appear only
to depend on the longitudinal momentum of the hard-
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double parton scattering in p+A

Multi-parton interactions: motivation

3

Higher order SPS Leading order DPS

In pp collisions, production of certain final states receives contribution from both

Involves normal PDFs Involves parton-parton 
correlations in each proton: 2GPD

In pA collisions, dominant 
contribution is from mixed part 

2

GPDab|
projectile

⌦ fafb|
target

Can “cleanly” measure 
2GPD, also this contribution 
dominates: 60-70% of total
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credit to       
A. Angerami

Select large-xp 
configuration

Look for independent 
parton scattering

Image the structure of the beam 
remnant (2GPD’s)

p

Pb

4-jet production:  
Blok, Strikman, Wiedemann EPJC 73 (2013) 2433 
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Further analysis of LHC and RHIC data 
( Alvioli, Perepelitsa, MS)
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Figure 12. Results analogous to those in Fig. 10, but for RpPb at LHC
energy. The resulting values of λ are: 0.87, 0.85, 0.82, 0.8, 0.77, 0.75, 0.73,
0.71, 0.68 and 0.66 for langlex⟩=0.1225, 0.1515, 0.1845, 0.2285, 0.2765,
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superfast quarks

• Select final-state dijet events where xA > 1 configurations dominate 
➡ e.g. -5 < η1 < -3, |η2| < 2.5, pT

dijet > 150 GeV 
• Rate sensitive to the nucleon interactions at very short distance scales  

➡ for 70/nb of 8 TeV p+Pb data, 200-1200 events depending on SRC 
model

short-range p-n 
correlation

quark     
with xA = 

Apq-/pA- > 1
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FIG. 12: The color screening model accounts for medium modifications for both models.
Calculation within our model considers 2N and 3N SRCs to contribute.
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FIG. 13: Differential cross section for p+208Pb→ dijet +X , according to Eqs. (47,48).

Computed using CT10 for proton PDF[65].

By comparing the differential cross sections of Eqs. (47) and Eqs. (48), we can determine
the range of pT in which the results are close, and accordingly identify the pT region that is
sensitive to short-range nuclear phenomena.

In Fig. 13 we present estimates of the differential cross sections of Eqs. (47,48). Fig. 13a
compares the differential cross section, in the absence of medium modifications, without
and with short-range correlations accounted for. Most dijets with transverse momentum up
to about 100 GeV/c can be attributed to nucleons in the mean field. By contrast, dijets
with high pT >∼ 150 GeV/c can be attributed predominantly to short range correlations.
In addition, selecting only dijets with kinematics corresponding to an initial state nuclear
parton with xA > 1 produces a differential cross section that is at least an order of magnitude
larger when SRCs are considered than for the mean field by itself. This confirms that xA > 1

27

xA > 1 
dominated

62

EPJC 75 (2015) 534 



baseline bias towards multi-
jet final states E-loss


